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Abstract
This paper is concerned with the spectral analysis of a Hamiltonian with a
δ-interaction supported along a broken line with angle θ . The bound states with
energy slightly below the threshold of the essential spectrum are estimated in
the semiclassical regime θ → 0.
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1. Motivation and results

1.1. Motivation

1.1.1. Why breaking the δ-interaction? The δ-interaction supported on various geometries
has attracted a lot of interest recently as an alternative to standard quantum graphs (see for
instance [4]). In particular the reader may consult the review by Exner [12] for an introduction
to leaky quantum graphs and the lecture notes by Post [23] for convergence results between the
two objects. Our aim is to investigate the spectrum of a broken δ-interaction. Before defining
the main operator analyzed in this paper we shall present our initial motivation. In the paper
by Exner and Němcová [16, section 5] (see also their related paper [15]) the authors were
concerned by the existence and estimates of the discrete spectrum of a Hamiltonian with a
δ-interaction supported on a star. In particular they analyzed the simple case of a star with
two branches in section 5.2 for which their general result establishes the existence of discrete
spectrum below the essential spectrum (see also [13] for the case when the δ-interaction is
supported on a curve). What’s more is that they prove that the number of bound states tends to
infinity when the angle between two branches of their stars is small: they even get an explicit
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lower bound (see [16, remark 5.10]). Moreover they also provide numerical simulations of
the eigenvalues and eigenfunctions (see [16, figures 8 and 11] and also [15, figures 1 and 4]).
The spectral behaviors which show up there should be compared with recent results about
broken waveguides by Dauge, Lafranche and Raymond [9, figure 11] and [10] where similar
phenomena are observed. In this work, we will precisely quantify the number of eigenvalues
generated by the breaking of the support of a δ-interaction and provide their asymptotic
expansions when the breaking is strong (such spectral questions are quite natural as we can
see in the related works [14] and [19]). We will complete the considerations of [16] (and also
[7]) when the number of branches is two thanks to the light of semiclassical analysis. At the
same time the present paper will provide some insight into Open problem 7.3 in [12].

1.1.2. Definition of the main operator. Let us now define our main operator. For α > 0, we
introduce the following quadratic form

Qθ,α(ψ) =
∫

R2
|∇ψ |2 du dv − α

∫
R

|ψ(|s| cos θ, s sin θ )|2 ds, ∀ψ ∈ H1(R2), (1.1)

where θ ∈ (
0, π

2

)
is the breaking angle. This is well-known that Qθ,α is semi-bounded (see

[6]). In particular we may consider its Friedrichs extension Hθ,α . We can formally write

Hθ,α = −� − αδ�θ
,

where

�θ = {(|s| cos θ, s sin θ ), s ∈ R}.
The following characterization of the essential spectrum is well-known (see [13]).

Lemma 1.1. We have

σess(Hθ,α ) =
[
−α2

4
,+∞

)
.

We would like to describe the spectrum below the essential spectrum in the strong breaking
limit θ → 0. For that purpose we shall perform the following rescaling:

x = α
sin θ

cos2 θ
u, y = α

1

cos θ
v, (1.2)

which permits to rephrase the problem into a semiclassical problem. We introduce the unitary
transform, defined for ψ ∈ L2(R2) by

Uθ,αψ(x, y) = cos3/2 θ

α sin1/2 θ
ψ

(
cos2 θ

α sin θ
x,

cos θ

α
y

)
.

We have Hθ,α = α2(1 + h2)U−1
θ,αHhUθ,α where Hh is the Friedrichs extension of the rescaled

quadratic form:

Qh(ψ) =
∫

R2
h2|∂xψ |2 + |∂yψ |2 dx dy −

∫
R

|ψ(|s|, s)|2 ds, ∀ψ ∈ H1(R2), (1.3)

and where h = tan θ . Formally we may write

Hh = −h2∂2
x − ∂2

y − δ� π
4
. (1.4)

In particular, we notice that:

σess(Hh) =
[
− 1

4(1 + h2)
,+∞

)
.
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Notation 1.2. We denote by λn(h) the nth eigenvalue, if it exists, of Hh. More generally for
a semi-bounded quadratic form Q

�

h, we denote by H
�

h the corresponding Friedrichs extension
and by λ�

n(h) the nth eigenvalue, if it exists. Let us also recall the min–max characterization
of the nth eigenvalue. We have

λ�
n(h) = inf

G⊂Dom(Q
�

h)

dim G=n

sup
ψ∈G

Q
�

h(ψ)

‖ψ‖2
.

Here and below ‖ · ‖ denotes the standard L2 norm on R
2 while ‖ · ‖L2(R) is the L2 norm on R.

We will also denote by 〈·, ·〉L2(Ry) the partial scalar product defined by:

〈ψ1, ψ2〉L2(Ry) =
∫

Ry

ψ1(x, y)ψ2(x, y) dy

and by ‖ · ‖L2(Ry) the corresponding norm.

By using this semiclassical reformulation we will easily get an explicit lower bound
for Qθ,α .

Proposition 1.3. For all ψ ∈ H1(R2) and θ ∈ (
0, π

2

)
:

Qθ,α(ψ) � − α2

cos2 θ
‖ψ‖2.

Remark 1.4. In fact this lower bound permits to define directly the Friedrichs extension
associated with Hθ,α without using the general result of [6]. This lower bound degenerates
when θ goes to π

2 but, as we will see, it is more and more accurate when θ goes to 0. A
fine lower bound (independently from θ ) is obtained in [20]. In the regime θ → 0, an easy
corollary of one of our main results will provide a description of the optimal lower bound.

1.2. Main results and organization of the paper

Let us now state the main results of this paper. Our first result is an estimate of the number
of eigenvalues of Hh below the threshold of the essential spectrum. For this purpose we shall
introduce some notation.

Notation 1.5. We denote by W : [−e−1,+∞) → [−1,+∞) the Lambert function defined as
the inverse of [−1,+∞) � w �→ w ew ∈ [−e−1,+∞).

Notation 1.6. Given H a semi-bounded self-adjoint operator and a < inf σess(H), we denote

N (H, a) = #{λ ∈ σ (H) : λ � a} < +∞.

The eigenvalues are counted with multiplicity.

Theorem 1.7. There exists M0 > 0 such that for all C(h) � M0h with C(h) →
h→0

C0 � 0:

N
(

Hh,−1

4
− C(h)

)
∼

h→0

1

πh

∫ +∞

x=0

√√√√(
−1

4
− C0 +

(
1

2
+ 1

2x
W (xe−x)

)2
)

+
dx,

with the notation f+(x) = max{0, f (x)}.
Remark 1.8. It is important to notice that in the above result, we estimate the counting
function below a potentially moving (w.r.t. h) threshold. In particular, the distance between
− 1

4 − C(h) and the bottom of the essential spectrum is allowed to vanish in the semiclassical
limit. Therefore our statement is slightly unusual as customary results would typically concern
N (Hh, E ) with E fixed and satisfying E < − 1

4 , so as to insure a fixed security distance to the
bottom of the essential spectrum (see for instance the related work [22]).
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Remark 1.9. In the small angle limit, this result is a refinement of [16, remark 5.10].
Indeed, Exner and Němcová show that the number of bound states grows as n � C

πh with
C = 33/2

8
√

5
≈ 0.290, whereas our result implies a better constant C ≈ 1.379.

Our second result concerns the asymptotics of the low lying spectrum of Hh. Let us first recall
the definition of the Airy operator.

Notation 1.10. The Airy operator is the Dirichlet realization on L2((0,+∞)) of −∂2
x + x. Its

nth eigenvalue is nothing but the absolute value of the nth zero (counted in decreasing order),
denoted by zAi(n), of the standard Airy function.

Theorem 1.11. For all n � 1, we have:

λn(h) =
h→0

−1 + 22/3zAi(n)h2/3 + O(h).

Remark 1.12. This asymptotic expansion explains the behavior of the spectral curves of
[16, figure 8] when the angle approaches zero: the behavior of the first eigenvalues is governed
by the Airy operator. Our result is a refinement (in the small angle limit) of [7] since we have
an accurate description of the first eigenvalues and not only an upper bound of the first one
(see also the upper bounds of the first eigenvalue obtained in [8] for star graphs).

From theorem 1.11 this is possible to deduce a quasi-tensorial structure of the first
eigenfunctions.

Theorem 1.13. For all C0 > 0, there exist h0 > 0, C > 0 such that for all h ∈ (0, h0) and all
eigenpairs (λ, ψ) such that λ � −1 + C0h2/3, we have∫

R2
|ψ − 
0ψ |2 dx dy � Ch2/3‖ψ‖2,

where 
0ψ = 〈ψ, e−|y|〉L2(Ry) e−|y|.

Remarks on δ-interactions on crossing lines. Let us consider, as in [20] and after the rescaling
(1.2), the following quadratic form, defined for ψ ∈ H1(R2) by

Q×
h (ψ) =

∫
R2

h2|∂xψ |2 + |∂yψ |2 dx dy −
∫

R

(|ψ(−s, s)|2 + |ψ(s, s)|2) ds.

The strategy of our proofs can apply modulo straightforward modifications and we get the
following asymptotics

N
(

H×
h ,−1

4
− C(h)

)
∼

h→0

2

πh

∫ +∞

x=0

√√√√(
−1

4
− C0 +

(
1

2
+ 1

2x
W (xe−x)

)2
)

+
dx.

In the same way, we have, for n � 1,

λ×
2n(h) = −1 + 22/3zAi(n)h2/3 + O(h),

and

λ×
2n−1(h) = −1 + 22/3zAi′ (n)h2/3 + O(h),

where zAi′ (n) is the absolute value of the nth zero (counted in decreasing order) of the derivative
of the Airy function.
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Philosophy of the proofs. Let us now discuss the general philosophy of the proofs. As
suggested by the expression (1.4), the main ingredient in this paper is a dimensional reduction in
the spirit of the famous Born–Oppenheimer approximation (see [5, 18, 21]). Such dimensional
reductions where used by Balazard-Konlein in [3] in a pseudo-differential context (and thus
in a very regular framework) to estimate numbers of eigenvalues. Let us also mention the
paper by Morame and Truc [22] where this kind of questions appears (with a regular electric
potential). It turns out that our framework is strongly excluded by the assumptions of [3]
since the δ-interaction is not even an electric potential. Nevertheless we will see that a pure
variational analysis can overturn this difficulty.

Organization of the paper. This paper is organized as follows. In section 2 we introduce
the double δ-well in dimension one and we recall their basic spectral properties. In particular
we will prove proposition 1.3. Section 3 is devoted to the dimensional reduction of Hh to
model operators in dimension one (see proposition 3.5). Finally section 4 is concerned with
the analysis of one-dimensional operators and with the proof of theorems 1.7, 1.11 and 1.13.

2. Double δ-well

For x � 0, we introduce the quadratic form qx defined for ψ ∈ H1(R) by

qx(ψ) =
∫

R

|ψ ′(y)|2 dy − |ψ(−x)|2 − |ψ(x)|2. (2.1)

This is standard (see [2, chapter II.2] and also [6]) that qx is a semi-bounded and closed
quadratic form on H1(R). Therefore we may introduce the associated self-adjoint operator
denoted by Dx whose domain is

Dom(Dx) = {ψ ∈ H1(R) ∩ H2(R \ {±x}) : lim
ε↘0

(
ψ ′(±x + ε) − ψ ′(±x − ε)

) = −ψ(±x)}
and defined as Dxψ(y) = −ψ ′′(y). We can write formally

Dx = −∂2
y − δ−x − δx.

Let us describe the spectrum of Dx. The following lemma is obvious.

Lemma 2.1. For all x � 0, the essential spectrum of Dx is given by

σess(Dx) = [0,+∞).

Notation 2.2. For x � 0, we denote by μ1(x) the lowest eigenvalue of Dx and by ux the
corresponding positive and L2-normalized eigenfunction.

In fact we can give an explicit expression of the pair (μ1(x), ux). The following proposition
is essentially well-known, except maybe its last two points.

Proposition 2.3. For x � 0, we have

μ1(x) = −
(

1

2
+ 1

2x
W (xe−x)

)2

.

The second eigenvalue μ2(x) only exists for x > 1 and is given by

μ2(x) = −
(

1

2
+ 1

2x
W (−xe−x)

)2

.

By convention we set μ2(x) = 0 when x � 1. In particular we have the following properties
(see illustration in figure 1):
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Figure 1. The eigenvalues of Dx as functions of x: μ1(x) (solid) and μ2(x) (dashed).

(1) μ1(x) =
x→0

−1 + 2x + O(x2),

(2) μ1(x) =
x→+∞ − 1

4 − e−x

2 + O(xe−2x), μ2(x) =
x→+∞ − 1

4 + e−x

2 + O(xe−2x),

(3) For all x � 0, −1 � μ1(x) < − 1
4 and for all x > 1, μ2(x) > − 1

4 ,
(4) μ1 admits a unique minimum at 0,
(5) For all x � 0 and all f ∈ H1(R), we have qx( f ) � −‖ f ‖2

L2(R)
,

(6) R(x) := ‖∂xux‖2
L2(Ry)

defines a bounded function for x > 0,

(7) ‖∂yux‖2
L2(Ry)

defines a bounded function for x � 0.

Proof. Let us solve the eigenvalue equation

Dxψx = −λxψx.

Up to multiplicative constants and using the continuity of the elements of Dom(Dx) we have
the alternative

ψx = ψx,1 or ψ = ψx,2.

where

ψx,1(y) =

⎧⎪⎪⎨
⎪⎪⎩

e
√

λx(x+y) if y � −x
1

cosh(
√

λxx)
cosh(

√
λxy) if − x < y < x

e
√

λx(x−y) if y � x

and

ψx,2(y) =

⎧⎪⎪⎨
⎪⎪⎩

e
√

λx(x+y) if y � −x
−1

sinh(
√

λxx)
sinh(

√
λxy) if − x < y < x

−e
√

λx(x−y) if y � x.

In the case ψ = ψx,1, the condition at ±x becomes

(2
√

λx,1 − 1) e2
√

λx,1x = 1,

6
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and we see that
√

λx,1 � 1
2 . In terms of the Lambert function, we have√

λx,1 = 1

2
+ 1

2x
W (xe−x) =:

√
−μ1(x).

In the case ψ = ψx,2 we find in the same way, for x > 1,√
λx,2 = 1

2
+ 1

2x
W (−xe−x) =:

√
−μ2(x).

Recall that for x ∈ (0, 1], we set
√

λx,2 = 0. In addition, we find
√

λx,2 � 1
2 for x > 1.

This is very standard to establish the points (1), (2), (3). For the point (4), we notice that
μ1(x) = −1 for x > 0 is equivalent to W (xe−x) = x which admits no solution for x > 0. The
point (5) is then obvious.

Let us now prove the point (6). We notice that ψx,1(y) can be rewritten in the form

ψx,1(y) = H(−x − y)e
√−μ1(x)(x+y) + H(−x + y)e

√−μ1(x)(x−y)

+ H(x + y)H(x − y)
cosh(

√−μ1(x)y)

cosh(
√−μ1(x)x)

,

where H(·) is the Heaviside function (with H(0) = 1
2 ). Now, one easily checks that

0 � cosh(
√−μ1(x)y)

cosh(
√−μ1(x)x)

� e−√−μ1(x)(x+y) + e
√−μ1(x)(y−x),

so that

H(−x − y) e
√−μ1(x)(x+y) + H(−x + y) e

√−μ1(x)(x−y)

� ψx,1(y) � e−√−μ1(x)|x+y| + e−√−μ1(x)|y−x|,

and therefore there exist positive constants c,C, independent of x, such that

0 < c �
∥∥ψx,1

∥∥
L2(Ry)

� C < ∞.

In the same way, one can check the following estimates:

|∂x(e
√−μ1(x)(x+y))| � (|(√−μ1)

′(x)||x + y| +
√

−μ1(x)) e−√−μ1(x)|x+y|,∀y � −x

|∂x(e
√−μ1(x)(x−y))| � (|(√−μ1)

′(x)||x − y| +
√

−μ1(x)) e−√−μ1(x)|x−y|,∀y � x

and, for y ∈ [−x, x],∣∣∣∣∂x

(
cosh(

√−μ1(x)y)

cosh(
√−μ1(x)x)

)∣∣∣∣ � (e−√−μ1(x)(x+y) + e
√−μ1(x)(y−x))(2x|(√−μ1)

′(x)| +
√

−μ1(x)).

Therefore, we deduce that there exists a positive constant, C′, independent of x, such that∥∥∂xψx,1

∥∥2
L2(Ry)

� C′ < ∞.

By definition, ux(y) = ψx,1(y)

‖ψx,1‖L2 (Ry )

. It follows by elementary computations that

R(x) � 4
‖∂xψx,1‖2

L2(Ry)

‖ψx,1‖2
L2(Ry)

,

and the point 6 is proved.
Finally, one obtains the point 7 by remarking

‖∂yux‖2
L2(Ry)

= μ1(x) + |ux(x)|2 + |ux(−x)|2 = μ1(x) + 2

‖ψx,1‖2
L2(Ry)

.

�
As a direct application of proposition 2.3, we have
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Proposition 2.4. For all ψ ∈ H1(R2) and for all h > 0, we have:

Qh(ψ) �
∫

Rx

∫
Ry

(h2|∂xψ |2 + μ̃1(x)|ψ |2) dy dx,

where μ̃1(x) = μ1(x), for x � 0 and 0 elsewhere. In particular, we have:

Qh(ψ) � −‖ψ‖2

or equivalently, for all θ ∈ (
0, π

2

)
:

Qθ,α(ψ) � − α2

cos2 θ
‖ψ‖2.

Proof. For ψ ∈ H1(R2), we have:

Qh(ψ) =
∫

R2
h2|∂xψ |2 + |∂yψ |2 dx dy −

∫
R

|ψ(|s|, s)|2 ds

so that:

Qh(ψ) =
∫

x∈R+

(∫
Ry

h2|∂xψ |2 dy +
∫

Ry

|∂yψ |2 dy − |ψ(−x, x)|2 − |ψ(x, x)|2
)

dx

+
∫

x∈R−

∫
Ry

h2|∂xψ |2 + |∂yψ |2 dy dx.

We infer that:

Qh(ψ) �
∫

x∈R+

∫
Ry

(h2|∂xψ |2 + μ1(x)|ψ |2) dy dx +
∫

x∈R−

∫
Ry

h2|∂xψ |2 dy dx,

and the conclusions follow. �

3. Spectral reductions

Now we would like to use the spectral theory of Dx in order to compare the operator Hh with
simpler operators.

3.1. Dimensional reduction

In order to deal with the singularity at x = 0, we introduce the following extension of ux.

Notation 3.1. Let us define

ũx(y) =
{

ux(y) if x � 0
u0(y) if x < 0.

We also introduce the projections defined for ψ ∈ L2(R2) by


ψ(x, y) = 〈ψ, ũx〉L2(Ry)ũx(y), 
⊥ψ(x, y) = ψ(x, y) − 
ψ(x, y).

If ϕ = ϕ(x, y), we denote ϕx(y) = ϕ(x, y).

Lemma 3.2. For all ψ ∈ Dom(Qh), the function 
ψ belongs to Dom(Qh) and we have

Qh(
ψ) =
∫

Rx

h2| f ′(x)|2 + (μ̂1(x) + h2R̃(x))| f (x)|2 dx, with f (x) = 〈ψ, ũx〉L2(Ry),

where μ̂1(x) = μ1(x) for x � 0 and μ̂1(x) = 1 for x < 0 and R̃(x) = R(x) for x > 0 and
R̃(x) = 0 for x � 0.

8
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Proof. Recall that Dom(Qh) = H1(R2). By proposition 2.3, one has

ess sup
x∈R

‖∂xũx‖2
L2(Ry)

= sup
x>0

R(x) < ∞
and

ess sup
x∈R

‖∂yũx‖2
L2(Ry)

= sup
x�0

‖∂yũx‖2
L2(Ry)

< ∞.

It follows immediately that, for any ψ ∈ H1(R2),

∂x
(

ψ) = f (x)∂xũx(y) + f ′(x)ũx(y) ∈ L2(R2),

since ess sup
x∈R

f ′(x) � ess sup
x∈R

〈ψ, ∂xũx〉L2(Ry) + ess sup
x∈R

〈∂xψ, ũx〉L2(Ry) < ∞, and

∂y
(

ψ) = f (x)∂yũx(y) ∈ L2(R2).

Thus one has 
ψ ∈ H1(R2) = Dom(Qh), and the calculations thereafter are valid. By
definition, one has

Qh(
ψ) =
∫

R2
h2| f (x)∂xũx(y) + f ′(x)ũx(y)|2 + | f (x)|2|∂yũx(y)|2 dx dy −

∫
R

| f (|s|)ũ|s|(s)|2 ds

=
∫

Rx

h2| f ′(x)|2 + h2| f (x)|2‖∂xũx(y)‖2
L2(Ry)

dx +
∫

R−
x

| f (x)|2
∫

Ry

|∂yũx(y)|2 dy dx

+
∫

R+
x

| f (x)|2
∫

Ry

|∂yũx(y)|2 − (|ũx(−x)|2 + |ũx(x)|2) dx

=
∫

Rx

h2| f ′(x)|2 dx +
∫

R+
x

h2| f (x)|2R(x) dx +
∫

R−
x

| f (x)|2 dx +
∫

R+
x

| f (x)|2μ1(x) dx,

where we used Fubini’s theorem, and the following properties on ũx(y):

• ∀x ∈ R, ũx is normalized in L2(Ry), and in particular, for any x �= 0,

2〈ũx, ∂xũx〉L2(Ry) = d

dx
〈ũx, ũx〉L2(Ry) = 0.

• ∀x > 0, one has qx(ũx) = μ1(x).
• ∀x � 0, one has

∫
Ry

|∂yũx(y)|2 dy = ∫
Ry

|∂yu0(y)|2 dy = 1.

The result is now straightforward. �
We get the same result for the corresponding bilinear form Bh.

Lemma 3.3. For all ψ1, ψ2 ∈ Dom(Qh), we have

Bh(
ψ1,
ψ2) =
∫

Rx

h2 f ′
1(x) f ′

2(x) + (μ̂1(x) + h2R̃(x)) f1(x) f2(x) dx,

with f j(x) = 〈ψ j, ũx〉L2(Ry).

Let us now use the orthogonal decomposition to bound Qh from below.

Proposition 3.4. For all ψ ∈ Dom(Qh) and all ε ∈ (0, 1), we have

Qh(ψ) �
∫

Rx

(1 − ε)h2| f ′(x)|2 + (μ̃1(x) − 4ε−1h2R̃(x))| f (x)|2 dx

+
∫

Rx

(1 − ε)h2‖∂x

⊥ψ‖2

L2(Ry)
+ (μ̃2(x) − 4ε−1h2R̃(x))‖
⊥ψ‖2

L2(Ry)
dx,

where μ̃i(x) = μi(x) for x � 0 and μ̃i(x) = 0 for x < 0 (i ∈ {1, 2}); R̃(x) = R(x) for x > 0
and R̃(x) = 0 for x � 0.

9
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Proof. By definition, one has for any ψ ∈ Dom(Qh) = H1(R2),

Qh(ψ) =
∫

R2
h2|∂xψ |2 dx dy +

∫
R−

x ×Ry

|∂yψ |2 dx dy +
∫

R+
x

qx(ψx) dx.

Since ψ ∈ Dom(Qh) = H1(R2), one has 
ψ ∈ H1(R2) and 
⊥ψ = ψ − 
ψ ∈ H1(R2).
Moreover, for any fixed x � 0, recall that ux is an eigenfunction corresponding to an eigenvalue
of Dx, thus one has

∀x � 0, qx(ψx) = qx((
ψ)x) + qx((

⊥ψ)x) � μ1(x)‖
ψ‖2

L2(Ry)
+ μ2(x)‖
⊥ψ‖2

L2(Ry)
,

where we have applied the min–max principle to the quadratic form qx and to the functions
(
ψ)x and (
⊥ψ)x which are orthogonal in L2(Ry).

Now, one has 〈
ϕ,
⊥ϕ〉L2(Ry) = 0, for any ϕ ∈ L2(R2), therefore

‖∂xψ‖2
L2(Ry)

= ‖
∂xψ‖2
L2(Ry)

+ ‖
⊥∂xψ‖2
L2(Ry)

= ‖∂x(
ψ) − R(x, y)‖2
L2(Ry)

+ ‖∂x(

⊥ψ) + R(x, y)‖2

L2(Ry)
,

with

R(x, y) := [∂x,
]ψ = 〈ψ, ∂xũx〉L2(Ry)ũx(y) + 〈ψ, ũx〉L2(Ry)∂xũx(y).

It follows, for all ε ∈ (0, 1),

‖∂xψ‖2
L2(Ry)

� (1 − ε)‖∂x(
ψ)‖2
L2(Ry)

+ (1 − ε)‖∂x(

⊥ψ)‖2

L2(Ry)

− 2(ε−1 − 1)‖R(x, y)‖2
L2(Ry)

.

Now, notice, for any x > 0,

‖R(x, y)‖2
L2(Ry)

= 〈ψ, ∂xũx〉2
L2(Ry)

+ 〈ψ, ũx〉2
L2(Ry)

‖∂xũx‖2
L2(Ry)

� 2 R(x) ‖ψx‖2
L2(Ry)

,

where we used proposition 2.3; and for any x < 0, ‖R(x, y)‖2
L2(Ry)

≡ 0.
Altogether, we proved

Qh(ψ) �
∫

Rx

(1 − ε)h2
(
‖∂x(
ψ)‖2

L2(Ry)
+ ‖∂x(


⊥ψ)‖2
L2(Ry)

)
dx

+
∫

x�0
−4ε−1h2R(x)‖ψx‖2

L2(Ry)
+ μ1(x)‖
ψ‖2

L2(Ry)
+ μ2(x)‖
⊥ψ‖2

L2(Ry)
dx,

and the proof of proposition 3.4 is complete since 〈ũx, ∂xũx〉L2(Ry) = 0 yields

‖∂x(
ψ)‖2
L2(Ry)

= | f ′(x)|2 + | f (x)|2‖∂xũx(y)‖2
L2(Ry)

� | f ′(x)|2. �

3.2. Reduction to model operators

The aim of this section is to prove the following proposition.

Proposition 3.5. For all f ∈ H1(R), we let

Qmod1
h ( f ) =

∫
R

h2| f ′(x)|2 + μ̂1(x)| f (x)|2 dx,

Qmod2
h ( f ) =

∫
R

h2| f ′(x)|2 + μ̃1(x)| f (x)|2 dx,

10
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and we denote by H
mod j
h the corresponding Friedrichs extensions. Set M′ > M, where we

denote

M = sup
x>0

R(x) = sup
x>0

‖∂xux‖2
L2(Ry)

,

bounded by proposition 2.3. Then there exists M0, h0 > 0 such that for all h ∈ (0, h0) and all
Ch � M0h:

N
(

Hmod1
h ,−1

4
− Ch − h2M

)
� N

(
Hh,−1

4
− Ch

)

� N
(

Hmod2
h ,

− 1
4 − Ch

1 − h
+ (4M′ + 1)h

)

and

(1 − h)
{
λmod2

n (h) − (4M′ + 1)h
}

� λn(h) � λmod1
n (h) + h2M.

Remark 3.6. M0 must be such that M0 > 4M and
− 1

4 −Ch

1−h + (4M′ + 1)h < −1
4 , therefore one

can chose M0 = 4M′ + 3
4 .

Let us now deal with the proof of proposition 3.5. Lemma 3.2 suggests we introduce the
following reduced operator.

Notation 3.7. For all f ∈ H1(R), we let

Qred1
h ( f ) =

∫
Rx

h2| f ′(x)|2 + (μ̂1(x) + h2R̃(x))| f (x)|2 dx

and we denote by Hred1
h the corresponding Friedrichs extension. We define (λred1

n (h), f red1
n )

the nth L2-normalized eigenpair which exists at least for n ∈ {1, . . . ,N (Hred1
h ,− 1

4 )}.
Proposition 3.8. For all n ∈ {1, . . . ,N (Hred1

h , E )}, with E < − 1
4 , and all h > 0 the nth

eigenvalue of Hh exists and satisfies:

λn(h) � λred1
n (h).

In particular, we have

N (Hh, E ) � N (Hred1
h , E ).

Proof. The proof relies on the introduction of suitable test functions. For any n ∈
{1, . . . ,N (Hred1

h , E )}, let us introduce the n-dimensional span

Fn = span
j∈{1,...,n}

f red1
j (x)ũx(y).

For all ψ ∈ Fn we have, with lemma 3.3 and noticing that the f red1
j are orthogonal for the

bilinear form associated with Qred1
h ,

Qh(ψ) � λred1
n (h)‖ψ‖2.

The conclusion follows from the min–max principle and the fact that − 1
4(1+h2 )

> − 1
4 . �

We shall now analyze the reverse inequality. This is the aim of the following proposition.

11
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Proposition 3.9. Let us consider the following quadratic form, defined on the product
H1(R) × H1(R2), by

Qtens
h ( f , ϕ) =

∫
Rx

(1 − h)h2| f ′(x)|2 + (μ̃1(x) − 4Mh)| f (x)|2 dx

+
∫

R2
(1 − h)h2|∂xϕ|2 + (μ̃2(x)− 4Mh)|ϕ|2 dx dy, ∀( f , ϕ) ∈ H1(R) × H1(R2).

If Htens
h denotes the associated operator, then we have, for all n � 1

λn(h) � λtens
n (h).

Proof. We use proposition 3.4 with ε = h and we get, for all ψ ∈ Dom(Qh),

Qh(ψ) �
∫

Rx

(1 − h)h2| f ′|2 + (
μ̃1(x) − 4Mh

)| f |2 dx

+
∫

R2
(1 − h)h2|∂x


⊥ψ |2 + (
μ̃2(x) − 4Mh

)|
⊥ψ |2 dx dy.

Thus we have

Qh(ψ) � Qtens
h (〈ψ, ũx〉L2(Ry),


⊥ψ), ‖ψ‖2 = ‖ f ‖2
L2(R)

+ ‖
⊥ψ‖2. (3.1)

With notation 1.2 and (3.1) we infer

λn(h) � inf
G⊂H1(R2)
dim G=n

sup
ψ∈G

Qtens
h (〈ψ, ũx〉L2(Ry),


⊥ψ)

‖
ψ‖2 + ‖
⊥ψ‖2
.

Now, we define the linear injection

J :

{
H1(R2) → H1(R) × H1(R2)

ψ �→ (〈ψ, ũx〉L2(Ry),

⊥ψ).

So that we have

inf
G⊂H1(R2)
dim G=n

sup
ψ∈G

Qtens
h (〈ψ, ũx〉L2(Ry),


⊥ψ)

‖
ψ‖2 + ‖
⊥ψ‖2
= inf

G̃⊂J (H1(R2))

dim G̃=n

sup
( f ,ϕ)∈G̃

Qtens
h ( f , ϕ)

‖ f ‖2
L2(R)

+ ‖ϕ‖2

and

inf
G̃⊂J (H1(R2))

dim G̃=n

sup
( f ,ϕ)∈G̃

Qtens
h ( f , ϕ)

‖ f ‖2
L2(R)

+ ‖ϕ‖2
� inf

G̃⊂H1(R)×H1(R2)

dim G̃=n

sup
( f ,ϕ)∈G̃

Qtens
h ( f , ϕ)

‖ f ‖2
L2(R)

+ ‖ϕ‖2
.

We recognize the nth Rayleigh quotient of Htens
h and the conclusion follows. �

Notation 3.10. For all f ∈ H1(R), we let

Qred2
h ( f ) =

∫
R

(1 − h)h2| f ′(x)|2 + (
μ̃1(x) − 4Mh

)| f (x)|2 dx

and we denote by Hred2
h the corresponding Friedrichs extension.

Proposition 3.11. For any h > 0 and Ch > 4Mh, one has

λn(h) � λred2
n (h), ∀n ∈ {

1, . . . ,N
(
Hh,− 1

4 − Ch
)}

and

N
(
Hh,− 1

4 − Ch
)

� N
(
Hred2

h ,− 1
4 − Ch

)
.

12
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Proof. Notice that for any ϕ ∈ H1(R2), one has∫
R2

(1 − h)h2|∂xϕ|2 + (
μ̃2(x) − 4Mh

)|ϕ|2 dx dy >

(
−1

4
− 4Mh

)
‖ϕ‖2.

It follows that for any eigenstate of Htens
h below the threshold (− 1

4 − 4Mh) is of the form
( f , 0), with f an eigenstate of Hred2

h . In other words, one has for any C � 4M,{
λ ∈ σ

(
Htens

h

)
: λ � − 1

4 − Ch
} = {

λ ∈ σdis
(
Hred2

h

)
: λ � − 1

4 − Ch
}
,

and the result now follows from proposition 3.9. �
Proposition 3.5 is a direct consequence of propositions 3.8 and 3.11, and straightforward

computations. In particular, we use

Qred2
h ( f ) = (1 − h)

∫
R

h2| f ′(x)|2 + μ̃1(x) − 4Mh

1 − h
| f (x)|2 dx

� (1 − h)

∫
R

h2| f ′(x)|2 + (μ̃1(x)(1 + h) − 4Mh − Ch2)| f (x)|2 dx

� (1 − h)

∫
R

h2| f ′(x)|2 + (μ̃1(x) − (4M′ + 1)h)| f (x)|2 dx,

which is valid for h ∈ (0, h0) with h0 sufficiently small, C sufficiently large, and any M′ > M
(the last inequality comes from proposition 2.3, item 3). It follows

N
(

Hred2
h ,−1

4
− Ch

)
� N

(
Hmod2

h ,
− 1

4 − Ch

1 − h
+ (4M′ + 1)h

)

and for any n � N
(
Hmod2

h ,− 1
4 − Ch

)
,

λred2
n (h) � (1 − h)

{
λmod2

n (h) − (4M′ + 1)h
}
.

The condition Ch � M0h > (4M′ + 3
4 )h ensures

− 1
4 −Ch

1−h + (4M′ + 1)h < − 1
4 , thus the above

quantities are well-defined.

4. Models in dimension 1

Thanks to section 3 we have reduced the spectral analysis of Hh to the investigation of one
dimensional models. This section is devoted to the proofs of theorems 1.7 and 1.11.

4.1. Number of bound states

In order to prove theorem 1.7 we need the following extended Weyl’s asymptotics which is
not completely standard (see remark 4.2).

Proposition 4.1. Let us consider V : R → R a piecewise Lipschitzian function with a finite
number of discontinuities satisfying:

(1) V tends to �±∞ when x → ±∞ with �+∞ � �−∞,
(2)

√
(�+∞ − V )+ belongs to L1(R).

Consider the operator hh = −h2∂2
x + V (x) and a function (0, 1) � h �→ E(h) ∈ (−∞, �+∞)

such that one has:

(1) for any h ∈ (0, 1), {x ∈ R : V (x) � E(h)} = [xmin(E(h)), xmax(E(h))],
(2) h1/3(xmax(E(h)) − xmin(E(h))) →

h→0
0,

(3) E(h) →
h→0

E0 � �+∞.

13
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Then we have:

N (hh, E(h)) ∼
h→0

1

πh

∫
R

√
(E0 − V )+ dx.

Proof. The strategy of the proof is well-known but we recall it since the usual result does not
deal with a moving threshold E(h). We consider a subdivision of the real axis (s j(hα )) j∈Z,
which contains the discontinuities of V , and such that there exists c > 0, C > 0 for which, for
all j ∈ Z and h > 0, chα � s j+1(hα ) − s j(hα ) � Chα , where α > 0 is to be determined. We
introduce

Jmin(h
α ) = min{ j ∈ Z : s j(h

α ) � xmin(E(h))},
Jmax(h

α ) = max{ j ∈ Z : s j(h
α ) � xmax(E(h))}.

For j ∈ Z we may introduce the Dirichlet (resp. Neumann) realization on (s j(hα ), s j+1(hα ))

of −h2∂2
x + V (x) denoted by hDir

h, j (resp. hNeu
h, j ). The so-called Dirichlet–Neumann bracketing

(see [24, chapter XIII, section 15]) implies:
Jmax(hα )∑

j=Jmin(hα )

N (hDir
h, j, E(h)) � N (hh, E(h)) �

Jmax(hα )+1∑
j=Jmin(hα )−1

N (hNeu
h, j , E(h)).

Let us estimate N (hDir
h, j, E(h)). If qDir

h, j denotes the quadratic form of hDir
h, j, we have:

qDir
h, j(ψ) �

∫ s j+1(hα )

s j (hα )

h2|ψ ′(x)|2 + Vj,sup,h|ψ(x)|2 dx, ∀ψ ∈ C∞
0 ((s j(h

α ), s j+1(h
α ))),

where

Vj,sup,h = sup
x∈(s j (hα ),s j+1(hα ))

V (x).

We infer that

N
(
hDir

h, j, E(h)
)

� #

{
n � 1 : n � 1

πh
(s j+1(h

α ) − s j(h
α ))

√(
E(h) − Vj,sup,h

)
+

}
so that:

N
(
hDir

h, j, E(h)
)

� 1

πh
(s j+1(h

α ) − s j(h
α ))

√
(E(h) − Vj,sup,h)+ − 1

and thus:
Jmax(hα )∑

j=Jmin(hα )

N (hDir
h, j, E(h)) � 1

πh

Jmax(hα )∑
j=Jmin(hα )

(s j+1(h
α ) − s j(h

α ))
√

(E(h) − Vj,sup,h)+

− (Jmax(h
α ) − Jmin(h

α ) + 1).

Let us consider the function

fh(x) = √
(E(h) − V (x))+

and analyze∣∣∣∣∣∣
Jmax(hα )∑

j=Jmin(hα )

(s j+1(h
α ) − s j(h

α ))

√(
E(h) − Vj,sup,h

)
+ −

∫
R

fh(x) dx

∣∣∣∣∣∣
�

∣∣∣∣∣∣
Jmax(hα )∑

j=Jmin(hα )

∫ s j+1(hα )

s j (hα )

√(
E(h) − Vj,sup,h

)
+ − fh(x) dx

∣∣∣∣∣∣
+

∫ xmax(E(h))

sJmax (hα )

fh(x) dx +
∫ sJmin (hα )

xmin(E(h))

fh(x) dx

�

∣∣∣∣∣∣
Jmax(hα )∑

j=Jmin(hα )

∫ s j+1(hα )

s j (hα )

√(
E(h) − Vj,sup,h

)
+ − fh(x) dx

∣∣∣∣∣∣ + C̃hα.
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Using the trivial inequality |√a+ − √
b+| �

√|a − b|, we notice that

| fh(x) −
√(

E(h) − Vj,sup,h
)
+| �

√|V (x) − Vj,sup,h|.
Since V is Lipschitzian on (s j(hα ), s j+1(hα )), we get:∣∣∣∣∣∣

Jmax(hα )∑
j=Jmin(hα )

∫ s j+1(hα )

s j (hα )

√
(E(h) − Vj,sup,h)+ − fh(x) dx

∣∣∣∣∣∣ � (Jmax(h
α ) − Jmin(h

α ) + 1)C̃hαhα/2.

This leads to the optimal choice α = 2
3 and we get the lower bound:

Jmax(h2/3 )∑
j=Jmin(h2/3 )

N (hDir
h, j, E(h)) � 1

πh

(∫
R

fh(x) dx − C̃h(Jmax(h
2/3) − Jmin(h

2/3) + 1) − C̃h2/3

)
.

Therefore we infer

N (hh, E(h)) � 1

πh

(∫
R

fh(x) dx − C̃h1/3(xmax(E(h)) − xmin(E(h)) − C̃h2/3

)
.

We notice that: fh(x) �
√

(�+∞ − V (x))+ so that we can apply the dominate convergence
theorem. We can deal with the Neumann realizations in the same way. �

Remark 4.2. Classical results (see [11, 24–26]) impose a fixed security distance below the
edge of the essential spectrum (E(h) = E0 < l+∞) or deal with non-negative potentials, V ,
with compact support. Both these cases are recovered by proposition 4.1. In our result, the
maximal threshold for which one can ensure that the semiclassical behavior of the counting
function holds is dictated by the convergence rate of the potential towards its limit at infinity,
through the assumption

h1/3(xmax(E(h)) − xmin(E(h))) →
h→0

0.

More precisely, assume that l−∞ > l+∞ so that xmin(E(h)) � xmin(l+∞) is uniformly bounded
for E(h) in a neighborhood of l+∞. Then

• If l+∞ −V (x) � Cx−γ for any x � x0 and given x0,C > 0 and γ > 2, then one can choose
E(h) = l+∞ − Chρ and xmax(E(h)) � h−ρ/γ , provided ρ < γ /3.

• If l+∞ − V (x) � C1 exp(−C2x) for any x � x0 and given x0,C1,C2 > 0, then one can
choose E(h) = l+∞ − C1 exp(C2h−1/3 × o(h)) and the assumption is satisfied.

Proof of theorem 1.7. In order to prove theorem 1.7 we apply proposition 3.5 withCh = C(h).
Then we apply proposition 4.1 to the operators H

mod j
h . Increasing M0 if necessary, we have

E(h) � − 1
4 − Ch with any C > 0 and therefore the assumptions of proposition 4.1 are

satisfied. Indeed from proposition 2.3, μ̃1 and μ̂1 converge exponentially to − 1
4 as x → ∞,

and μ̃1, μ̂1 > − 1
4 for x < 0.

4.2. Low lying spectrum

Let us now deal with the proofs of theorem 1.11 and 1.13.
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4.2.1. Proof of theorem 1.11. The following proposition provides the asymptotics of the
lowest eigenvalues of the models H

mod j
h and is a direct consequence of the analysis of

[10, section 3].

Proposition 4.3. For j = 1, 2 and for all n � 1 we have:

λmod j
n (h) = −1 + 22/3zAi(n)h2/3 + O(h).

With proposition 3.5 this implies theorem 1.11. In fact, it is possible to establish some
localization properties of the first eigenfunctions of Hh.

Proposition 4.4. Let λ ∈ (−1, 0) and δ ∈ (0, 1). For all h > 0 and all eigenpairs (λ, ψ) of
Hh, we have ∫

Ry

∫ 0

−∞
e2(1−δ)

√−λh−1|x||ψ |2 dx dy � 1

(−λ)δ2
‖ψ‖2. (4.1)

Moreover, for all C0 > 0, there exist h0 > 0, C > 0 and ε0 > 0 such that for all h ∈ (0, h0)

and all eigenpairs (λ, ψ) such that λ � −1 + C0h2/3, we have∫
Ry

∫ +∞

0
e2ε0h−2/3|x||ψ |2 dx dy � C‖ψ‖2. (4.2)

Proof. This is a consequence of proposition 2.4 and of Agmon type estimates inherited
from the one dimensional operator −h2 − ∂2

x + μ̃1(x) (see [10] and also the original
references [1, 17]). �

4.2.2. Proof of theorem 1.13. Let us consider an eigenpair (λ, ψ) such that λ � −1+C0h2/3.
We can write

Qh(ψ) = λ‖ψ‖2

and

Qh(ψ) = Qh,+(ψ) + Qh,−(ψ),

where

Qh,−(ψ) =
∫

R−
x ×Ry

h2|∂xψ |2 + |∂yψ |2 dx dy,

Qh,+(ψ) =
∫

R+
x ×Ry

h2|∂xψ |2 + |∂yψ |2 dx dy −
∫

R+
|ψ(x, x)|2 dx −

∫
R+

|ψ(x,−x)|2 dx.

We infer that

Qh,+(ψ) + Qh,−(ψ) +
∫

R+
x ×Ry

|ψ |2 dx dy +
∫

R−
x ×Ry

|ψ |2 dx dy � C0h2/3‖ψ‖2.

By point (5) of proposition 2.3, we deduce that

0 � Qh,−(ψ) +
∫

R−
x ×Ry

|ψ |2 dx dy � C0h2/3‖ψ‖2 (4.3)

and

0 � Qh,+(ψ) +
∫

R+
x ×Ry

|ψ |2 dx dy � C0h2/3‖ψ‖2. (4.4)
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We recall the points (1) and (4) of proposition 2.3 to deduce from (4.4) that∫
R+

x ×Ry

h2|∂xψ |2 dx dy +
∫

R+
qx(ψx) dx −

∫
R+

x ×Ry

μ1(x)|ψ |2 dx dy � C0h2/3‖ψ‖2

where we recall that

qx(ψx) =
∫

Ry

|∂yψx|2 dy − |ψ(x, x)|2 − |ψ(x,−x)|2.

We have

qx(ψx) − μ1(x)‖ψ‖2
L2(Ry)

= qx(ψ − 
ψ) − μ1(x)‖ψ − 
ψ‖2
L2(Ry)

and then, due to the min–max principle,

qx(ψx − (
ψ)x) � μ2(x)‖ψ − 
ψ‖2
L2(Ry)

.

We get ∫
R+

x ×Ry

(μ2(x) − μ1(x))|ψ − 
ψ |2 dx dy � C0h2/3‖ψ‖2.

Due to the simplicity of μ1, we can find ε0 > 0 such that for x ∈ [0, 1] we have

μ2(x) − μ1(x) � ε0.

Then for x � 1 we use the estimates of Agmon (4.2) and the boundedness of the μ j to get∫
Ry

∫
x>1

(μ2(x) − μ1(x))|ψ − 
ψ |2 dx dy � C
∫

Ry

∫
x>1

|ψ |2 dx dy � C e−2ε0h−2/3‖ψ‖2,

where we have used

‖
⊥ψ‖2
L2(Ry)

� ‖ψ‖2
L2(Ry)

.

We deduce that∫
R+

x ×Ry

|ψ − 
ψ |2 dx dy � Ch2/3‖ψ‖2.

We have proved (it follows from the point (vi) of proposition 2.3) that the application
[0,+∞) � x �→ 
x = 〈·, ũx〉L2(Ry)ũx ∈ Lc(L2(Ry), L2(Ry)) is Lipschitzian (with Lipschitz
constant K > 0) so that

‖(
x − 
0)ψx‖L2(Ry) � K|x|‖ψ‖L2(Ry).

Let us now consider for instance η ∈ (
0, 1

100

)
. We infer that∫

Ry

∫
0<x<h2/3−η

|
xψx − 
0ψ |2 dx dy � K2h4/3−2η‖ψ‖2.

Thanks to the estimates of Agmon, we have∫
Ry

∫
x>h2/3−η

|
xψx − 
0ψ |2 dx dy � C e−2ε0h−2/3‖ψ‖2.

We deduce that∫
R+

x ×Ry

|ψ − 
0ψ |2 dx dy � Ch2/3‖ψ‖2
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and, since ∫
R−

x ×Ry

|ψ − 
0ψ |2 dx dy �
∫

R−
x ×Ry

|ψ |2 dx dy,

the conclusion follows from (4.3).
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