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RECTIFICATION OF A DEEP WATER MODEL FOR SURFACE GRAVITY WAVES

VINCENT DUCHÊNE AND BENJAMIN MELINAND

We discuss an approximate model for the propagation of deep irrotational water waves, specifically
the model obtained by keeping only quadratic nonlinearities in the water waves system under the
Zakharov/Craig–Sulem formulation. We argue that the initial-value problem associated with this system is
most likely ill-posed in finite regularity spaces, and that it explains the observation of spurious amplification
of high-wavenumber modes in numerical simulations that were reported in the literature. This hypothesis
has already been proposed by Ambrose, Bona, and Nicholls (2014) but we identify a different instability
mechanism. On the basis of this analysis, we show that the system can be “rectified”. Indeed, by introducing
appropriate regularizing operators, we can restore the well-posedness without sacrificing other desirable
features such as a canonical Hamiltonian structure, cubic accuracy as an asymptotic model, and efficient
numerical integration. This provides a first rigorous justification for the common practice of applying
filters in high-order spectral methods for the numerical approximation of surface gravity waves. While
our study is restricted to a quadratic model, we believe it can be generalized to any order and paves the
way towards the rigorous justification of a robust and efficient strategy to approximate water waves with
arbitrary accuracy. Our study is supported by detailed and reproducible numerical simulations.

1. Introduction

1.1. Motivation. It is well known [Zakharov 1968; Craig et al. 1992] that the propagation of surface
gravity waves — that is, the motion of inviscid, incompressible, homogeneous and potential flows with a
free surface under the influence of gravity — can be described through two scalar evolution equations
for unknowns describing the surface deformation and the trace of the velocity potential at the surface;
see (WW) in Appendix A. These equations involve the so-called Dirichlet-to-Neumann operator, which
consists of solving the Laplace problem for the velocity potential in the fluid domain with Dirichlet
condition at the surface and Neumann condition at the bottom, and returning the (rescaled) normal
component of the velocity at the surface. The Dirichlet-to-Neumann operator turns out to be shape-
analytic (see [Lannes 2013b]), so it enjoys a converging expansion with respect to sufficiently small and
regular surface deformation variables. Since each term of the expansion can be computed efficiently
by Fourier pseudospectral methods, this provides an attractive strategy for the numerical integration of
the equations, which roughly speaking consists in replacing the Dirichlet-to-Neumann operator by the
expansion truncated at a sufficiently large order to obtain the desired accuracy, and then using Fourier
spectral methods for the discretization in space and a high-order time integrator (typically fourth-order
Runge–Kutta). This strategy was proposed independently in [Dommermuth and Yue 1987; West et al.
1987; Craig and Sulem 1993] and successfully applied in various situations (see, e.g., [Le Touzé 2003;
Schäffer 2008; Wilkening and Vasan 2015; Nicholls 2016] for a detailed account and comparisons).
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However, it was noted for example in [Dommermuth and Yue 1987; Guyenne and Nicholls 2008] that,
in situations where a large number of Fourier modes are numerically computed, the highest wavenumber
modes suffer from a rapid amplification of computational errors. These high-frequency instabilities
are typically presented as numerical artifacts and are often dealt with by applying low-pass filters, or
wavenumber-dependent damping terms such as parabolic regularization. In [Ambrose et al. 2014],
Ambrose, Bona, and Nicholls suggest that these instabilities are not spurious results of the numerical
discretization but rather take roots in instabilities at the level of the continuous evolution equations. They
support their hypothesis through tailored numerical simulations and the analysis of toy models associated
with the quadratic-order and cubic-order Dirichlet-to-Neumann expansion.

In this work, we support the general statement of Ambrose, Bona, and Nicholls while diagnosing a
different instability mechanism. The difference between the two proposed instability mechanisms is easily
seen when comparing the toy model introduced in [Ambrose et al. 2014, (2.3)] and our toy model (B-1),
introduced and studied in Appendix B. They however share common aspects: in particular the proposed
instability mechanism is nonlinear and triggered by low-high frequency interactions, in the sense that it is
the presence of a substantial low-frequency component of the flow which causes the rapid amplification of
the high-frequency component. The main difference between the two proposed instability mechanisms is
that ours emanates from cubic contributions, while the one in [Ambrose et al. 2014, (2.3)] is of quadratic
nature. The cubic nature of our diagnosed instability mechanism concerning a system of equations which
contains only quadratic nonlinearities is one of our key observations and is essential for the “rectification”
procedure that we expound below. By the terminology “rectification” we mean that it is possible to
consider a slightly modified system that does not suffer from unwanted instabilities while maintaining the
accuracy of the original system as a model for water waves.

1.2. The equations and their rectification. Let us now introduce the systems of equations we consider
in this work. Starting from the Zakharov/Craig–Sulem formulation of the water waves system (WW) and
discarding all cubic and higher order contributions stemming from the Dirichlet-to-Neumann expansion,
we obtain, after suitable rescaling and borrowing notations from [Lannes 2013b, §8], the system{

∂tζ −Gµ

0ψ + ϵGµ

0 (ζGµ

0ψ)+ ϵ∇ · (ζ∇ψ)= 0,

∂tψ + ζ +
ϵ
2
(
|∇ψ |2− (Gµ

0ψ)
2
)
= 0.

(WW2)

Here, ζ (resp. ψ) represents the surface deformation (resp. the trace of the velocity potential at the
surface) at time t ∈ R and horizontal location x ∈ Rd (with d ∈ {1, 2}), and Gµ

0 = |D| tanh(
√
µ|D|) is

the Dirichlet-to-Neumann operator linearized about the rest state, i.e., the Fourier multiplier defined by
(see Section 3 for the definition of functional spaces)

∀ f ∈ H̊ 1(Rd), Ĝµ

0 f (ξ)= |ξ | tanh(
√
µ|ξ |) f̂ (ξ) ∈ L2(Rd).

The dimensionless parameter µ, defined as the square of the ratio of the depth of the layer at rest to a
characteristic horizontal length, is the shallowness parameter. It can take arbitrarily large values greater
than one in this work. The dimensionless parameter ϵ, defined as the ratio of the amplitude of the wave
to the characteristic horizontal length, represents the steepness of the waves. It is typically small. Indeed,
the quadratic system (WW2) can be justified as an approximation to the fully nonlinear water waves
system (WW) with precision O(ϵ2); see details in Appendix A.
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One asset of the quadratic system (WW2) with respect to other models for the propagation of deep
water waves (see, e.g., [Stokes 1847; Benney and Luke 1964; Matsuno 1992; Choi 1995; Smith 1998;
Akers and Milewski 2008; Lannes and Bonneton 2009; Alvarez-Samaniego and Lannes 2008a; Saut and
Xu 2012; Cheng et al. 2019]) is that it retains the canonical Hamiltonian structure of the fully nonlinear
equations. Indeed (WW2) reads {

∂tζ − δψHµ
= 0,

∂tψ + δζHµ
= 0,

(1-1)

with the functional

Hµ(ζ, ψ)
def
=

1
2

∫
Rd
ζ 2
+ψGµ

0ψ + ϵζ
(
|∇ψ |2− (Gµ

0ψ)
2) dx. (1-2)

As already mentioned, we strongly believe that (WW2) suffers from strong high-frequency instabilities
which in particular prevent the well-posedness of the initial-value problem in spaces of finite regularity.
We propose to consider the following modified system{

∂tζ −Gµ

0ψ + ϵGµ

0 ((J
δζ )Gµ

0ψ)+ ϵ∇ · ((J
δζ )∇ψ)= 0,

∂tψ + ζ +
ϵ
2J
δ
(
|∇ψ |2− (Gµ

0ψ)
2
)
= 0,

(RWW2)

where we have introduced the Fourier multiplier Jδ = J (δD) which can be freely chosen in a space of
“admissible rectifiers” and where δ > 0 is a scaling parameter measuring the “strength” of the rectifier and
can be adjusted according to needs (see below for a detailed discussion).

Definition 1.1 (admissible rectifiers). Let Jδ = J (δD) with J ∈ L∞(Rd), real-valued and even.

• We say that Jδ is regularizing of order m ≤ 0 if ⟨ · ⟩−m J ∈ L∞(Rd), with ⟨ · ⟩ def
= (1+ | · |2)1/2.

• We say that Jδ is regular if Jδ is regularizing of order −1 and, additionally, ⟨ · ⟩∇ J ∈ L∞(Rd).

• We say that Jδ is near-identity of order ℓ≥ 0 if | · |−ℓ(1− J ) ∈ L∞(Rd).

Admissible rectifiers Jδ are regular and near-identity of order ℓ > 0.

We do not see any physical motivation that would dictate a specific choice for the symbol profile, J .
In fact, the strength δ is the main object of interest. Examples of admissible rectifiers, which we use in
our numerical simulations, are

Jδ =min({1, |δD|m}), m ≤−1. (1-3)

They are regularizing of order m and near-identity of order ℓ for any ℓ > 0.
Notice that introducing Fourier multipliers Jδ is essentially costless from the point of view of the

numerical integration through Fourier pseudospectral methods. Moreover, since admissible rectifiers Jδ

are symmetric for the L2(Rd) inner product, (RWW2) preserves the canonical Hamiltonian structure (1-1)
with the modified functional

Hµ

Jδ
(ζ, ψ)

def
=

1
2

∫
Rd
ζ 2
+ψGµ

0ψ + ϵ(J
δζ )(|∇ψ |2− (Gµ

0ψ)
2) dx. (1-4)

In particular by Noether’s theorem or direct inspection, conserved quantities (invariants) of (RWW2)
include the Hamiltonian (representing the total energy) Hµ

Jδ
(ζ, ψ), the excess of mass,

∫
Rd ζ dx, and the

horizontal impulse,
∫

Rd ζ∇ψ dx.
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1.3. Description of the results and recommendations. Let us now describe and quantify gains and losses
associated with the introduction of rectifiers.

First of all, let us acknowledge that it is obvious that embedding regularizing operators in system (WW2)
allows to provide the local-in-time well-posedness of the initial-value problem in suitable finite regularity
spaces, by means of the Picard–Lindelöf (or Cauchy–Lipschitz) theorem in Banach spaces. In fact it is
fairly easy to check — as we do in this work — that (RWW2) is indeed of semilinear nature. However,
the time of existence of solutions is expected to vanish as δ↘ 0, since then Jδ approaches the identity.
Following the approach described above, we obtain a lower bound on the existence time scaling as δ/ϵ.
Our first main result provides a large time existence, i.e., an existence time scaling as 1/ϵ under the
assumption that δ ≳ ϵ. In order to reach this timescale, we use delicate energy estimates, relying in
particular on the equivalent of Alinhac’s good unknowns which are crucial in the analysis of the water
waves systems; see [Lannes 2013b, §4]. This allows to pinpoint contributions which crucially require
regularization in order to avoid high-frequency instabilities. The fact that these contributions scale as
cubic terms is, as already mentioned, one of the key observations of our analysis. Indeed, after applying
rectifiers, these terms will lead to a restriction on the time of existence scaling as δ/ϵ2, thus motivating the
aforementioned restriction δ ≳ ϵ. Incidentally, our analysis also uncovers a stability criterion for (RWW2)
of Rayleigh–Taylor type, which is automatically satisfied provided that ϵ and δ−1ϵ2 are sufficiently small.

The second effect of introducing rectifiers is that it may deteriorates the accuracy of the produced
solutions with respect to solutions of the water waves system. In fact, we prove that introducing rectifiers
near-identity of order ℓwill induce a loss of precision of order O(ϵδℓ), associated with a loss of ℓ+p deriva-
tives (with p some constant) between the control of the data and the control of the error. Recalling that the
quadratic model (RWW2) already generates errors of size O(ϵ2), one immediately realizes that the errors in-
duced by rectifiers can be made asymptotically negligible by imposing an upper bound on δ depending on ϵ.

As clarified in the above discussion, we observe that taking advantage of the regularizing effect of
rectifiers in one hand, and accommodating their cost in terms of precision on the other hand, drive
competing demands on the scaling parameter δ. Yet the aftermath is that it is possible to choose Jδ and
especially δ as a function of ϵ so that considering (RWW2) rather than (WW2) does not deteriorate the
precision of the system as an asymptotic model for the water waves system as ϵ↘ 0, while allowing to
control solutions on a relevant time interval and eventually fully justify (RWW2).

Specifically, we recommend the use of Jδ defined by (1-3) with m =−1, and the scalings expressed in
our theoretical results argue for a choice of δ which is proportional to ϵ. Yet in practice one can simply
set δ by trial and error, choosing δ sufficiently large so that the numerically computed high-wavenumber
modes do not suffer from spurious amplification, yet sufficiently small so that the outcome of the numerical
simulation does not depend on δ up to the desired accuracy.

1.4. Discussion and prospects.

The instability mechanism. Our diagnosis of the instability mechanism and the motivation for introducing
rectifiers in (RWW2) stems from the forthcoming Proposition 6.9, where we extract a “quasilinear
structure” of the system, of the form{

∂t ζ̇ −Gµ

0 ψ̇ + ϵ∇ · (∇ψ(J
δ ζ̇ ))= lower order terms,

∂t ψ̇ + a
µ

Jδ
[ϵζ, ϵψ]ζ̇ + ϵJδ(∇ψ · ∇ψ̇)= lower order terms,
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where the “Rayleigh–Taylor” (see Remark 6.3) operator is defined as

a
µ

Jδ
[ϵζ, ϵ∇ψ] f def

= f − ϵ(Gµ

0 J
δζ )Jδ f − ϵ2Jδ

(
(Gµ

0ψ)|D|{(G
µ

0ψ)J
δ f }

)
.

In the absence of rectifiers (that is setting Jδ = Id), this quasilinear structure is of elliptic type (with
the same nature as Cauchy–Riemann equations) because (aµId[ϵζ, ϵ∇ψ] f, f )L2 can take arbitrarily large
negative values for some smooth f with ∥ f ∥L2 = 1, as soon as ϵGµ

0ψ ̸= 0. As such, the instability
mechanism we exhibit is strikingly similar to the well-studied Kelvin–Helmholtz instabilities (see, e.g.,
[Lannes 2013a, §4]). Notice however that in our case the instability mechanism does not relate to any
physically relevant phenomenon, and that it is fully nonlinear in the sense that it cannot be revealed through
linearization about equilibria. Our strategy for taming these instabilities also differs from the works
we are aware of on Kelvin–Helmholtz instabilities, and in particular [Lannes 2013a]: while we could
(artificially) add surface tension contributions, it appears less invasive and closer to standard numerical
approaches to incorporate rectifiers Jδ as we do. In both approaches, the goal is to turn the nature of the
quasilinear system from elliptic to hyperbolic (at least for sufficiently regular and small data) by ensuring
the Rayleigh–Taylor condition:

∃aµ⋆ > 0, ∀ f ∈ L2(Rd), ( f, aµ
Jδ
[ϵζ, ϵψ] f )L2 ≥ aµ⋆ ∥ f ∥2L2 .

As mentioned previously, for sufficiently regular and bounded functions ζ and ψ , the above holds provided
that Jδ is regularizing of order m =− 1

2 and that ϵ and δ−1ϵ2 are sufficiently small.

A toy model. We investigate our proposed instability mechanism in more detail through a toy model in
Appendix B. There we prove local well-posedness results when rectifiers are sufficiently regularizing,
as well as a strong ill-posedness result when rectifiers are not sufficiently regularizing. The proof of
ill-posedness exhibits three successive stages in the instability mechanism:

(i) First the amplification of the high-frequency component is triggered by the presence of a substantial
low-frequency component.

(ii) Then the high-frequency component reaches a threshold so that it is able to fuel its own amplification.

(iii) Finally nonlinear effects come into play and achieve the finite-time blowup by means of a Riccati
inequality.

Numerical experiments confirm that, despite its simplicity, our toy model is able to describe at least the first
stage of the instability mechanism for (WW2) not only qualitatively, but also correctly predicts the different
scales involved and in particular blowup times. While we do not present all these numerical experiments
in this manuscript for the sake of brevity, a detailed report is available in the preliminary version [Duchêne
and Mélinand 2022]. A discussion comparing our results on the toy model and corresponding results
for (WW2) is presented in Remark B.6.

Other models with quadratic precision. A key ingredient in our analysis is the observation that the
instability mechanism stems from cubic terms while (WW2) is a quadratic model. This is consistent with
the fact that the fully nonlinear system (WW) is well-posed, from which one can expect that any system
based on truncated expansions should be in some sense “stable up to higher order terms”, and thus likely
to be amenable to our rectification procedure. However it is natural to ask whether it is possible to exhibit
models — either using different sets of unknowns or adding additional terms — for which the initial-value
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problem is well-posed, without relying on artificial regularizing operators. This was in fact the main
motive that triggered this work. As discussed in the introduction, several quadratic models for deep water
waves have been proposed in the literature, but only the one studied in [Saut and Xu 2012] has been shown
to be well-posed in finite regularity spaces. Note, however, that the latter model uses a change of variables
for the unknown describing the surface deformation, which can be considered undesirable. In Appendix C
of the preliminary version of this manuscript [Duchêne and Mélinand 2022] (again withdrawn for the
sake of brevity), we propose another model with a relatable set of unknowns which has the same precision
as (WW2), and which we argue is well-posed in finite regularity spaces. However, we acknowledge that
this system involves fully nonlinear operators, and is therefore less suitable than (RWW2) for numerical
simulations. Moreover, it appears that the algebra used to produce this model cannot be extended to cubic
or higher order models. We hope that the “rectification” method introduced in this work can be extended
to a general framework; see below.

The infinite-depth situation. We restrict our study to the deep-water framework, in the sense that our
theoretical results are shown to hold uniformly with respect to µ ∈ [1,+∞), finite. A difficulty
arises in the infinite-depth case (i.e., setting µ = ∞, G∞0 = |D|) due to the fact that the operator
(Gµ

0 )
1/2
: H̊ s(Rd)→ H s−1/2(Rd) is not bounded uniformly with respect to µ ≥ 1 (see Lemma 4.1),

and hence Beppo Levi spaces are no longer suitable as functional spaces for the unknown describ-
ing the trace of the velocity potential, ψ . A first remark is that our results continue to hold and
extend straightforwardly to the infinite-depth case if we restrict the framework to ψ ∈ H s(Rd) in-
stead of ψ ∈ H̊ s(Rd) since in that case (Gµ

0 )
1/2
: H s(Rd)→ H s−1/2(Rd) is bounded uniformly with

respect to µ ≥ 1. This was the choice made in [Lannes 2013b] (see Remark 2.50 therein), but it
can be considered as too restrictive as it imposes some decay at infinity through the assumption
ψ ∈ L2(Rd). A bigger space would consist in using instead ψ ∈ H̆ s(Rd) = Ḣ 1/2(Rd) ∩ H̊ s(Rd)(
with s ≥ 1

2

)
which is the natural energy space defined by the Hamiltonian (1-2) when µ=∞. Here, the

homogeneous Sobolev space Ḣ 1/2(Rd) is defined as Ḣ 1/2(R) = { f ∈ B M O(R), |D|1/2 f ∈ L2(R)}

when d = 1 and by Ḣ 1/2(R2) = { f ∈ L4(R2), |D|1/2 f ∈ L2(R2)} when d = 2. Therein, we de-
fine |D|1/2 f for any tempered distribution f though the Littlewood–Paley decomposition, namely
as
∑

j∈Z |D|
1/2(φ(2− j−1

|D|) − φ(2− j
|D|)) f , where φ is a given real-valued smooth even function

supported in the ball [−2, 2] and that is equal to 1 on [−1, 1], realizing a dyadic partition of unity. Note
that Ḣ 1/2(R)/R and Ḣ 1/2(R2) are complete and can be identified to the completion of Schwartz class
functions for the norm ∥|D|1/2 · ∥L2 ; see [Monguzzi et al. 2020; Brasco et al. 2021].

The shallow-water situation. In the opposite direction, let us discuss the shallow-water situation, namely
µ ∈ (0, 1]. Firstly, a rescaling must be performed so that (WW2) remains nontrivial as µ ↘ 0 (see
[Alvarez-Samaniego and Lannes 2008a, Appendix A] for the water waves system). This amounts in
replacing (WW2) with {

∂tζ −
1
√
µ

Gµ

0ψ + εGµ

0 (ζGµ

0ψ)+ ε∇ · (ζ∇ψ)= 0,

∂tψ + ζ +
ε
2(|∇ψ |

2
− (Gµ

0ψ)
2)= 0,

(WW2’)

where the dimensionless parameter ε def
= ϵ/
√
µ represents the ratio of the amplitude of the wave to the

depth of the layer at rest. One of the key ingredients in our analysis is Lemma 4.9, exhibiting “commutator”
estimates on the operator ψ 7→ Gµ

0 (ζGµ

0ψ)+∇ · (ζ∇ψ). These estimates do not hold uniformly with
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respect to µ ∈ (0, 1], since we have (for smooth data) Gµ

0 (ζGµ

0ψ) = O(µ) as µ↘ 0. However, one
should notice that formally setting µ= 0 in (WW2’) yields{

∂tζ +∇ · ((1+ εζ )∇ψ)= 0,

∂tψ + ζ +
ε
2(|∇ψ |

2)= 0.

Taking the gradient of the second equation, we obtain as expected the shallow-water system, which is a
well-known example of symmetrizable hyperbolic systems. As such, its initial-value problem is well-posed
for (ζ,∇ψ)∈ H s(Rd)1+d for any s > 1+ d

2 under the noncavitation condition infRd (1+εζ ) > 0; see, e.g.,
[Lannes 2013b]. Hence we believe that our results can be adapted to the shallow-water situation, although
such a study should take into account the aforementioned commutator estimate in combination with the
symmetric structure appearing in the shallow-water equation.

Higher order spectral method. The climax of our analysis, displayed in Theorem 3.4, is that the “rectified”
model, (RWW2), is able to approximate solutions to the water waves system, (WW), with the desired
accuracy for well-chosen choices of rectifiers, and suitable values for the strength δ. Introducing rectifiers
is essentially costless from the point of view of numerical integration when pseudospectral schemes are
employed. Our rectification strategy is in some sense related to standard numerical strategies which consist
in applying appropriate low-pass filters. The difference (in addition to provide a rigorous justification) is
that we are able to point out precisely where regularization should be introduced, and to assess (i) its
order as a regularizing operator, and (ii) its strength in order to provide sufficient regularization while at
the same time not deteriorate the accuracy of the computed solution.

We believe that our strategy can be adapted to the whole hierarchy of systems with arbitrary order put
forward by Craig, Sulem and Sulem in [Craig et al. 1992]. Specifically, if we denote Gµ

N the truncated
expansion at order N of the Dirichlet-to-Neumann operator,

G[ϵζ ]ψ = Gµ
N [ϵζ ]ψ +O(ϵN+1),

and consider the system obtained by Hamilton’s equations{
∂tζ − δψH

µ

N ,Jδ = 0,

∂tψ + δζH
µ

N ,Jδ = 0,
(1-5)

associated with the functional

Hµ

N ,Jδ (ζ, ψ)
def
=

1
2

∫
Rd
ζ 2
+ψGµ

N [ϵJ
δζ ]ψ dx, (1-6)

then we conjecture that for any fixed N ∈N, the initial-value problem for system (1-5)–(1-6) is well-posed
on a time interval of size 1/ϵ and produces approximate solutions with precision O(ϵN+1), as soon as
rectifiers Jδ are admissible and δ ≈ ϵN .

Moreover, we also conjecture the stronger result that fixing ϵ sufficiently small and (say) δ = ϵN , then
denoting (ζN , ψN ) the solutions to (1-5)–(1-6) emerging from sufficiently regular initial data and (ζ, ψ)
the corresponding solution to the water waves system (WW), we have (ζN , ψN )→ (ζ, ψ) as N →∞
on a time interval determined by (ζ, ψ) and hence independent of N , with a convergence rate of order
O((Cϵ)N+1) with Cϵ < 1.
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Such a result would rigorously justify a robust and efficient strategy to approximate solutions to the
water waves system with arbitrary accuracy. We leave this topic for a future study.

1.5. Outline. Let us now describe the remaining content of this paper.
In Section 2 we report on an in-depth numerical study in view of validating the proposed instability

mechanism as well as our rectifying strategy.
In Section 3 we collect notations used in this work and state our main analytical results, that is

(i) Theorem 3.2 on the large-time well-posedness of the initial-value problem for (RWW2);

(ii) Theorem 3.3 on the consistency of (RWW2) with respect to the water-waves system (WW);

(iii) Theorem 3.4 measuring the difference between solutions to (WW) and solutions to (RWW2) emerging
from the same initial data.

In Section 4 we introduce some important technical tools: product and commutator estimates and key
results on the operator Gµ

0 and its infinite-depth counterpart G∞0 = |D|.
In Section 5 we prove Theorems 3.3 and 3.4 that provide the full justification of (RWW2) as a

deep-water model for the water wave system (WW).
In Section 6 we prove Theorem 3.2 as the consequence of two results:

• an unconditional “short-time” well-posedness result, Proposition 6.1, proved in Section 6.1;

• a conditional “large-time” well-posedness result, Proposition 6.2, which is proved in Section 6.2.

The latter may be considered as the main and most technical result of this work. Finally, we prove a
global-in-time well-posedness result for sufficiently small data, Proposition 6.14, in Section 6.3.

We recall some information on the water waves system and the Dirichlet-to-Neumann expansion
in Appendix A.

A toy model for the proposed instability mechanism is introduced and studied in detail in Appendix B.

2. Numerical study

In this section we perform numerical experiments in views of illustrating our results and evaluating
their sharpness. In order to do that, we shall numerically investigate different parameters at stake in
our rectification procedure. First we examine how, in the absence of any regularization, the numerical
discretization of system (WW2) generates dramatic high-wavenumber amplification. Then we validate
that theses instabilities are absent when using the proposed rectified system (RWW2), provided that the
rectifier, Jδ, is regularizing of sufficiently negative order and its strength, δ, is sufficiently large. In both
aspects, the observed threshold on the order of the rectifier and its strength is shown to fully comply
with our diagnosis of the instability mechanism. Finally, we examine the loss of accuracy caused by
introducing the rectifiers. Once again we find that the numerical results reproduce the different features
of our consistency and convergence estimates. Finally we confirm that, at least for the initial data and
values of dimensionless parameters we considered, it is possible to choose appropriately rectifiers and
their strength so as to suppress undesirable high-frequency instabilities while being harmless from the
point view of the accuracy of the model.
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Let us first describe the numerical method we employ in order to produce approximate solutions
to systems (WW2) and (RWW2) (restricted here to horizontal dimension d = 1). The figures are
obtained using a code written in the Julia programming language [Bezanson et al. 2017], and specifically
the package [Duchêne and Navaro 2022]. They are fully reproducible using the scripts available at
WaterWaves1D.jl/examples/StudyRectifiedWW2.jl.

Numerical scheme. We use Fourier (pseudo-)spectral methods for the spatial discretization. We shortly
describe the principles thereafter, and let the reader refer to, e.g., [Trefethen 2000] for more details. A
periodic1 function with period P = 2L is approximated as the superposition of an even number, N , of
monochromatic waves:

f (x)≈
N/2−1∑

k=−N/2

f̂kei πL kx

where we refer to ( f̂k)k=−N/2,...,N/2−1 as the discrete Fourier coefficients. In practice, we can efficiently
compute the discrete Fourier coefficients from the values of the function at regularly spaced collocation
points, ( f (xn))n=0,...,N−1, where xn=−L+2 n

N L , through the fast Fourier transform (FFT), and conversely
recover values at collocation points from discrete Fourier coefficients through the inverse fast Fourier
transform (IFFT). This allows to perform efficiently (and without introducing approximations except
for rounding errors) the action of Fourier multiplication operators through pointwise multiplication on
discrete Fourier coefficients, and the action of multiplication in the physical space at collocation point.
However the latter operation cannot be performed exactly due to aliasing effects, stemming from the
fact that x 7→ 1 and x 7→ ei πL N x are indistinguishable in our collocation grid. Aliasing effects are known
to possibly generate spurious numerical instabilities. In this case one customarily compute a Galerkin
approximation (since the error of the approximation is orthogonal all considered monochromatic waves)
of products by setting first a sufficient number (since our problem includes only quadratic nonlinearities,
we use Orszag’s 3/2 rule [1972]) of discrete Fourier coefficients to zero. Hence in practice we solve,
unless otherwise stated,{

∂tζ −Gµ

0ψ + ϵ5Gµ

0 ((J
δζ )Gµ

0ψ)+ ϵ5∇ · ((J
δζ )∇ψ)= 0,

∂tψ + ζ +
ϵ
25Jδ(|∇ψ |2− (Gµ

0ψ)
2)= 0,

(2-1)

where 5 is the “dealiasing” projection operator onto (2L)-periodic functions with all but the first ⌊2N/3⌋
discrete Fourier coefficients equal to zero, initial data ζ0 = ζ(t = 0, · ), ψ0 = ψ(t = 0, · ) such that
5ζ0 = ζ0 and 5ψ0 = ψ0 and where either Jδ = Id or

Jδ = J (δD) with J (k)=min({1, |k|m}), (2-2)

for some m≤ 0. As for the time integration, we use the standard explicit fourth order Runge–Kutta method.
Because our problem is stiff (since it involves unbounded operators before discretization), a stability
condition on the time step must be secured to avoid spurious numerical instabilities. By Dahlquist’s
stability theory (see [Trefethen 2000, Chapter 10]), and given the nature and order of the operators at
stake, we expect that it is sufficient to enforce △t ≤ C△x1/2 with △t the time step, △x = L/N , and C

1 In the foregoing numerical experiments we use rapidly decaying initial data and L large, so that the periodic problem,
x ∈ LT, provides a close approximation of the real-line problem, x ∈ R, at least for sufficiently small times.
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a sufficiently small constant. In practice we validate that the time-discretization induces no spurious
result by checking that the observations are unchanged when varying the time step. Unless otherwise
noted, we use △t = 0.001 in reported numerical experiments. Let us report that in the experiments
corresponding to Figure 5, left, the total energy (that is Hµ) is relatively preserved up to 1.56 10−6

if △t = 0.1, 1.93 10−11 if △t = 0.01, and 9.13 10−16 if △t = 0.001; consistently with the expected
accumulated error of order O(△t4). This gives us a good confidence in the validity of the results of the
following numerical experiments.

Instabilities without rectification. First we exhibit the high-wavenumber amplification developed by
numerical solutions when the equations are not regularized, that is considering (2-1) with Jδ = Id, either
with or without the dealiasing operator, 5. The upshot of these numerical experiments is that instabilities
arise as soon as a sufficient number of Fourier modes are included, with or without dealiasing. We use
for initial data

ζ0(x)= ζ(t = 0, x)= exp(−|x |2) and ψ ′0(x)= ψ
′(t = 0, x)= 0 (x ∈ (−L , L)), (2-3)

and set µ= 1, ϵ = 0.1, and L = 20.
In Figure 1 (without dealiasing) and Figure 2 (with dealiasing) we plot the surface deformation,

(ζ(t, xn))n=0,...,N−1 at the final time of computation and at collocation points in the top panels, as well as
the associated semilog graph of the (modulus of) discrete Fourier coefficients, (̂ζk(t))k=−N/2,...,N/2−1 in
the bottom panels. In the left panels we report situations where the number of Fourier modes is too small to
notice the rise of discrete Fourier coefficients with large wavenumbers, despite an inflection about extreme
values, at least up to the final computation time t = 10. In the right panel, we add more modes (with all
other parameters kept identical) and observe that the large-wavenumbers component quickly grows to
plotting accuracy and, as a consequence, is clearly visible on the top-right panel. The solution breaks down
after just a few more time steps. The instability occurs more rapidly as more modes are added and does
not depend on sufficiently small values of the time step. The presence of the dealiasing operator, 5, only
augments the threshold on the number of modes above which the amplification of the high-wavenumber
component of the numerical solution becomes visible. These observations are consistent with the ones
already reported in [Dommermuth and Yue 1987; Guyenne and Nicholls 2008] for instance, and with

Figure 1. Time evolution of smooth initial data (2-3), without dealiasing and rectifiers.
Left: N = 29 modes, at time t = 10. Right: N = 211 modes, at time t = 1.2.
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Figure 2. Time evolution of smooth initial data (2-3), with dealiasing and without
regularization. Left: N = 212 modes, at time t = 10. Right: N = 214 modes, at time t = 1.3.

the conjecture that the initial-value problem associated with the continuous (i.e., before discretization)
system is ill-posed in finite-regularity spaces. Incidentally, let us clarify that the initial-value problem
associated with the continuous problem is well-posed in the analytic framework (see [Cheng et al. 2019]
in the infinite-layer case) covering our initial data, and that what we observe in Figures 1 and 2 is the
growth of the spurious large-wavenumbers component generated by machine-precision rounding errors.

Stabilization through rectifiers. Next we experiment the effect of introducing the operator Jδ in (2-1). We
set Jδ as in (2-2) with δ = 0.01 for now, and m is a parameter which will vary. Through the parameter m
we want to study the properties that rectifiers should satisfy in order to suppress instabilities. Following
the terminology introduced in Definition 1.1, Jδ is a regularizing operator of order m and is regular when
m ∈ (−∞,−1]. Hence our well-posedness analysis is valid for all m ∈ (−∞,−1], although we expect
that setting to m ∈

(
−∞,− 1

2

]
is sufficient to secure a well-posedness analogous to Theorem 3.2 (see

Remark 6.4). As a matter of fact, we observe no sign of instabilities in our numerical experiments as
long as m ≤− 1

2 , while high-wavenumber amplification is clearly visible when m =− 1
4 . Let us comment

also that we have not witnessed any undesirable high-wavenumber amplification when setting Jδ as an
ideal low-pass filter, i.e., setting m = −∞, despite the lack of regularity of the corresponding symbol
(the results of these numerical experiments are not shown).

In Figures 3 and 4 we reproduce the experiment of Figure 2 — that is setting initial data as in (2-3),
µ=1, ϵ=0.1, and half-length L=20 — but this time with Jδ as in (2-2), δ=0.01, and m ∈

{
−1,− 1

2 ,−
1
4

}
.

We have seen in Figure 2 that setting m = 0, the time-evolution amplifies large-wavenumbers rounding
errors. In Figure 3 we plot the surface deformation in the top panels and the semilog graph of the modulus
of discrete Fourier coefficients in the bottom panel at time t = 10, with m =−1 (left) and m =−1

2 (right),
and using N = 218 modes (since the experiments are computationally more demanding, we use the time
step △t = 0.01). There is no sign of instability. In Figure 4 we show the same results for m =−1

4 . On the
right panel we show the result with N = 218 modes, and clear signs of large-wavenumber amplification is
visible at time t = 0.6 (the solutions breaks after a few more time steps). We use only N = 216 modes
on the left panel and instabilities are tamed (yet still present and more easily witnessed at time t = 1,
not shown). This shows that the phenomenon strongly depends on the number of computed modes, N ,
and suggests that (2-1) suffers from high-frequency instabilities when Jδ is regularizing operator of
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Figure 3. Time evolution of smooth initial data (2-3), with a rectifier of order
m ∈

{
−1,− 1

2

}
. Left: Jδ of order −1. Right: Jδ of order −1

2 .

Figure 4. Time evolution of smooth initial data (2-3), with a rectifier of order m =−1
4 .

Left: Jδ of order − 1
4 , N = 216 modes. Right: Jδ of order − 1

4 , N = 218 modes.

order m =−1
4 . Hence these numerical experiments fully support our analysis as far as the order of the

rectifier Jδ as a regularizing operator is concerned.

The role of the strength of rectifiers. Now we shall study the effect of the strength of rectifiers, by
considering Jδ as in (2-2) with m=−1 and varying the parameter δ >0. We observe a threshold value for δ,
above which the solution appears stable for all times, and below which the high-wavenumber amplification
occurs rapidly. We later elucidate this threshold value in views of our theoretical results, and find that
the latter are not only qualitatively but also quantitatively consistent with the numerical experiments.

In Figure 5 we use again the initial data (2-3) and set µ = 1 and ϵ = 0.1, half-length L = 20 and
N = 214 modes. We plot again the surface deformation in the top panels and the semilog graph of the
modulus of discrete Fourier coefficients in the bottom panel, at times t = 2 and t = 10. The left panel
corresponds to the case δ = 0.01 and the right panel to δ = 0.002. The former shows no sign of instability,
despite a minor amplification of machine epsilon rounding errors. Adding more modes does not change
the picture. In the latter we see a clear amplification of large-wavenumber modes, with a maximum
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Figure 5. Time evolution of smooth initial data varying the strength of an admissible
rectifier. Left: N = 214 modes, δ = 0.01. Right: N = 214 modes, δ = 0.002.

about the wavenumber (2π/2L)k ≈ 1/δ. Yet the amplification arises at early times, and apparently
remains stable for all times. Notice the amplification of intermediate wavenumbers is very sensitive to the
parameter δ: for δ = 0.0025 the amplification is barely noticeable (not shown). It is, however, stable with
respect to parameters of the numerical scheme: augmenting the number of modes up to at least N = 220

does not generate additional instabilities. For values below δ = 0.001, the amplification does not reach a
stable regime, and the solution breaks before t = 2. We reproduced the phenomenon using other values
of µ, namely µ= 10 and µ=∞ as well as with less regular initial data, specifically (2-4) with p = 1
and p = 3. We do not display the results as they are very similar.

The outcome of these numerical experiments is again consistent with our analysis, and especially
Proposition 6.2. It can be elucidated as follows: for sufficiently small values of δ, the solution quickly
violates the Rayleigh–Taylor condition (6-3) and enters a regime where its large-wavenumbers component
is amplified. We study further on the threshold value for δ and its dependence with respect to ϵ in the
following paragraph.

Critical strength of rectifiers. In the foregoing numerical experiments, we observed mainly two scenarios
depending on values of the strength δ > 0 when the rectifier Jδ is chosen to be sufficiently regularizing.
For large values of δ the numerical solution seems to exist and remain regular for all times, while for
small values the numerical solution rapidly breaks. We now investigate the transition between these two
scenarios, conjecturing that for fixed initial data and time T > 0, there exists a unique “critical value”
δc(T )≥ 0 such that for any δ > δc (resp. δ < δc), the maximal time of existence of the solution is greater
than T (resp. smaller than T ). Computing numerical blowup times as the last computed time for which
the produced solution does not involve NaN (Not a Number) values, and using the dichotomy method,
one may provide a range for this critical value, δc.

The result of such experiments for T = 10 and T = 2, using different values of ϵ (while µ = 1) is
reproduced in Figure 6. We used N = 220 modes and △t = 0.005. We observe that the transition zone is
extremely narrow, in particular for small values of ϵ, and that the critical value behaves asymptotically
proportionally to ϵ2. This behavior is fully consistent with our result in Proposition 6.2 and the instability
mechanism described by our toy model in Appendix B, noticing that the Rayleigh–Taylor condition (6-3)
is satisfied for sufficiently regular data when both ϵ and ϵ2δ−1 are sufficiently small; see (6-4). In our



86 VINCENT DUCHÊNE AND BENJAMIN MELINAND

Figure 6. Critical value δc(T ) (T ∈ {2, 10}) as a function of ϵ. Horizontal bars frame
the range, while markers locate the geometric mean.

opinion, the behavior δc ≈ ϵ
2 for small values of ϵ displayed in Figure 6 strongly supports our diagnosis

of the instability mechanism.

The cost of rectifiers. Lastly we turn to the study of the accuracy of our rectified model, depending on
the strength of the involved rectifier, δ. To this aim, we compare the solutions to (2-1) with the solution
to the water waves system, for initial data chosen as

ζ0(x)= ζ(t = 0, x)= exp(−|x |p) and ψ ′0(x)= ψ
′(t = 0, x)= 0 (x ∈ (−L , L)), (2-4)

with p ∈ {1, 2, 3}, and rectifier Jδ set as (2-2) with m = −1 and varying δ ∈ (0.01, 1) as well as
ϵ ∈ {0.05, 0.1, 0.2}. We set µ= 1. As discussed below, the outcome of these numerical experiments fully
agree with our convergence result, Theorem 3.4, both in terms of convergence rate and regularity aspects.

In Figure 7 (concerning the situation p = 2) and Figure 8 (concerning the situations p = 1 and p = 3)
we plot the “error” defined as the ℓ∞ norm of the difference between the produced solution (more precisely
the surface elevation) to the model and the corresponding numerical solution to the water-waves system,
at time t = 10. The solution to the water waves system is computed following the strategy based on
conformal mapping described in [Dyachenko et al. 1996; Choi and Camassa 1999] among others, and
implemented in the aforementioned Julia package. We use N = 212 modes, so that the numerical scheme
for (2-1) would converge (when p = 2) even without regularizing. However, augmenting the number
of modes modifies the error only after several significant digits, showing that the error originates from
the model, and not from the spatial discretization. Similarly, diminishing the time step (which is set
to △t = 0.01) does not modify the first significant digits.

We observe that for δ sufficiently small, and in fact way above the “critical value” determined in the
preceding paragraph, the error stagnates at a value which scales proportionally to ϵ2. This means that the
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Figure 7. Error of the model as a function of δ for smooth initial data, (2-3). Left: linear
scale. Right: log scale.

Figure 8. Error of the model as a function of δ for nonsmooth initial data, (2-4). Left:
p = 1. Right: p = 3.

source of the error, as predicted in Theorems 3.3 and 3.4, originates mostly from the consistency of the
original model (WW2) (without rectification) with respect to the water-waves system. On the contrary,
for larger values of δ, the main error originates from the presence of the rectifier Jδ. Consistently, for
fixed value of δ in this regime, the error scales proportionally to ϵ.

It is interesting to notice that the behavior with respect to δ depends strongly on the regularity of the
initial data (and hence of the solutions): one can observe that for smooth data (p = 2) the threshold above
which the contribution of the rectifier Jδ becomes dominant is almost independent of ϵ, while it strongly
depends on ϵ for less regular data, when p = 1. This is again consistent with our results: since Jδ set
as (2-2) is near-identity of arbitrarily large order ℓ ≥ 0 (recall the terminology in Definition 1.1), the
smallness of the remainder terms in Theorem 3.3 (and consequently the error terms in Theorem 3.4)
caused by the rectifier Jδ is driven by the regularity of the data, compared with the regularity involved
when measuring the error.

As a general conclusion for this section let us observe that in all these numerical experiments, and
even in situations where nonregular data are involved, it is possible to choose δ > 0 sufficiently large so
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that (2-1) provides a stable solution for all computed times and at the same time sufficiently small so
that the presence of Jδ does not induce any noticeable additional errors. In other words, our rectification
strategy is fully validated in that introducing appropriate rectifiers is able to suitably regularize the system
while being harmless from the point view of the accuracy of the model.

3. Main results

Before stating our main results, let us introduce a few notations used throughout this work.

• We denote C(λ1, . . . , λN ) a positive “constant” depending nondecreasingly on its variables. We write
a ≲ b and sometimes a =O(b) if a ≤ Cb where C > 0 is a universal constant or its dependencies
are obvious from the context. We write a ≈ b when a ≲ b and b ≲ a.

• We denote the ceiling function as ⌈x⌉ and the floor function as ⌊x⌋ for any x ∈ R.

• The space L∞(Rd) consists of all real-valued, essentially bounded, Lebesgue-measurable functions.
We denote

∥ f ∥L∞
def
= ess supx∈Rd | f (x)|.

• L2(Rd) denotes the real-valued square-integrable functions, endowed with the topology associated
with the inner product

∀ f, g ∈ L2(Rd), ( f, g)L2
def
=

∫
Rd

f g dx.

• For any s ∈ R, the Sobolev space H s(Rd) is the space of tempered distributions such that

∥ f ∥H s
def
= ∥⟨ · ⟩

s f̂ ∥L2 <∞,

where ⟨ξ⟩ def
= (1+ |ξ |2)1/2 and f̂ is the Fourier transform of f . Of course H s(Rd) is endowed with

the norm | · |H s . We use without clarification that when s = n ∈ N,

∥ f ∥2Hn ≈

∑
α∈Nd ,|α|≤n

∥∂α f ∥2L2,

where for multi-indices α = (α1, . . . , αd) ∈ Nd , we denote |α| =
∑d

i=1 αi and ∂α = ∂α1
x1
· · · ∂

αd
xd .

• For any s ∈ R, the Beppo Levi space H̊ s(Rd) denotes the tempered distributions such that ∇ f ∈
H s−1(Rd)d , endowed with the seminorm ∥ f ∥H̊ s

def
= ∥∇ f ∥H s−1 .

• We use the notation G(D) with D = (1/i)∂x for the Fourier multiplier operator defined by

Ĝ(D) f (ξ)= G(ξ) f̂ (ξ).

• For any µ > 0, we denote Gµ

0 = |D| tanh(
√
µ|D|).

Let us recall the terminology concerning the operators Jδ in (RWW2) considered in this work.
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Definition 3.1 (rectifiers). Let Jδ = J (δD) with J ∈ L∞(Rd), real-valued and even, and δ > 0.

• We say that Jδ is regularizing of order m ≤ 0 if ⟨ · ⟩−m J ∈ L∞(Rd), recalling ⟨ · ⟩ def
= (1+ | · |2)1/2.

• We say that Jδ is regular if Jδ is regularizing of order −1 and, additionally, ⟨ · ⟩∇ J ∈ L∞(Rd).

• We say that Jδ is near-identity of order ℓ≥ 0 if | · |−ℓ(1− J ) ∈ L∞(Rd).

We can now state our main results. Our first main result is the local-in-time well-posedness on a relevant
timescale for the regularized system (RWW2), under the assumption that rectifiers Jδ are sufficiently
regularizing and their strength δ sufficiently large.

Theorem 3.2 (well-posedness). Let d ∈ {1, 2}, t0 > d
2 , N ∈ N with N ≥ t0+ 2, C > 1 and M > 0. Set

J ∈ L∞(Rd) such that it defines regular rectifiers. There exists T0 > 0 such that for any µ≥ 1 and ϵ > 0,
for any (ζ0, ψ0) ∈ H N (Rd)× H̊ N+1/2(Rd) such that

0< ϵM0
def
= ϵ

(
∥ζ0∥H ⌈t0⌉+2 +∥(Gµ

0 )
1/2ψ0∥H ⌈t0⌉+2

)
≤ M,

and for any δ ≥ ϵM0, the following holds.
There exists a unique (ζ, ψ) ∈ C([0, T0/(ϵM0)]; H N (Rd)× H̊ N+1/2(Rd)) solution to (RWW2) with

Jδ = J (δD) and initial data (ζ, ψ)|t=0 = (ζ0, ψ0), and it satisfies

sup
t∈[0,T0/(ϵM0)]

(
∥ζ(t, · )∥2H N +∥(G

µ

0 )
1/2ψ(t, · )∥2H N

)
≤ C

(
∥ζ0∥

2
H N +∥(G

µ

0 )
1/2ψ0∥

2
H N

)
.

Theorem 3.2 is the corollary of two more precise and complementary results, namely

• Proposition 6.1, an unconditional well-posedness result on “small times”, i.e., up to a maximal time
T ≈min(1/ϵ, δ/ϵ), which we use for large values of ϵ;

• Proposition 6.2, a conditional (fulfilled when ϵ is sufficiently small) result on “large times”, i.e., up
to a maximal time T ≈min(1/ϵ, δ/ϵ2).

Additionally, we prove in this work that if the rectifier Jδ is regularizing of order m with m <−
( 3

2 +
d
2

)
,

then the energy preservation provides the global-in-time well-posedness for sufficiently small initial; see
the precise statement in Proposition 6.14.

Our second main result describes the precision in the sense of consistency of (RWW2) as an asymptotic
model for the fully nonlinear water waves system, that is (WW) displayed in Appendix A.

Theorem 3.3 (consistency). Let d ∈ {1, 2}, t0 > d
2 , s ≥ 0, h⋆ > 0 and M > 0. There exists C > 0 such

that for any ϵ > 0, µ ≥ 1, δ ≥ 0 and any Jδ = J (δD) near-identity rectifier of order ℓ ≥ 0 and for
any (ζ, ψ) ∈ C([0, T ]; H max(s+ℓ+1,s+2,t0+2)(Rd)× H̊ max(s+ℓ+3/2, t0+1)(Rd)) solution to (RWW2) with the
property that for all t ∈ [0, T ]

1+ ϵ
√
µ
ζ(t, · )≥ h⋆, ϵM0

def
= ϵ

(
∥ζ(t, · )∥H t0+2 +∥(Gµ

0 )
1/2ψ(t, · )∥H t0+1/2

)
≤ M,

one has 
∂tζ −Gµ

[ϵζ ]ψ = ϵδℓR1+ ϵ
2 R̃1,

∂tψ + ζ +
ϵ

2
|∇ψ |2−

ϵ

2
(Gµ
[ϵζ ]ψ+ϵ∇ζ ·∇ψ)2

1+ϵ2|∇ζ |2
= ϵδℓR2+ ϵ

2 R̃2,
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with Gµ the Dirichlet-to-Neumann operator defined and discussed in Appendix A, and

∥R1∥H s +∥R2∥H s+1/2 ≤ C M0 ∥| · |
−ℓ(1− J )∥L∞

(
∥ζ∥H s+ℓ+1 +∥∇ψ∥H s+ℓ+1/2

)
,

∥R̃1∥H s +∥R̃2∥H s+1/2 ≤ C M2
0
(
∥ζ∥H s+2 +∥(Gµ

0 )
1/2ψ∥H s+1

)
.

This result distinguishes two contributions: the remainders caused by introducing the rectifiers Jδ in
(RWW2) are of magnitude ϵδℓ, while the remainders originating from the truncation of the expansion of
the Dirichlet-to-Neumann operator are of magnitude ϵ2. Only the latter remain if we consider solutions to
(WW2) instead of (RWW2), or equivalently set δ=0 or Jδ= Id. The main observation is that the remainders
due to rectifiers can be made asymptotically negligible in front of the remainders associated with the
original system (WW2) by choosing δ sufficiently small (depending on ϵ). Moreover, if Jδ is near-identity
of order ℓ≥ 1, such smallness assumption on δ is compatible with the constraint δ ≳ ϵ in Theorem 3.2.

Combining the above well-posedness and consistency results and making use of the well-posedness and
stability results on the water waves system obtained in [Alvarez-Samaniego and Lannes 2008a], we infer
the full justification of (RWW2). Specifically, a consequence of the result below is that the regularized
system (RWW2) produces O(ϵ2) approximations to exact solutions of the water waves system (WW) in the
relevant timescale, provided that the rectifiers Jδ and in particular their strength δ are appropriately chosen.

Theorem 3.4 (convergence). There exists p ∈ N such that the following holds.
Let d ∈ {1, 2}, t0 > d

2 , s ≥ 0, h⋆ > 0, M > 0, and J ∈ L∞(Rd) be such that it defines regular rectifiers
near-identity of order ℓ ≥ 0. There exists C > 0 and T > 0 such that for any ϵ > 0 and µ ≥ 1, any
(ζ0, ψ0) ∈ H s+ℓ+p(Rd)× H̊ s+ℓ+p+1/2(Rd) such that

1+ ϵ
√
µ
ζ ≥ h⋆, ϵM0

def
= ϵ

(
∥ζ0∥H s+ℓ+p +∥(Gµ

0 )
1/2ψ0∥H s+ℓ+p

)
≤ M,

and for any δ ≥ ϵM0, there exists

• a unique (ζ, ψ) ∈ C([0, T/(ϵM0)]; H ⌊s+ℓ+p⌋(Rd)× H̊ ⌊s+ℓ+p⌋+1/2(Rd)) solution to (RWW2), where
Jδ = J (δD) with initial data (ζ, ψ)|t=0 = (ζ0, ψ0),

• a unique (ζww, ψww) ∈ C([0, T/(ϵM0)]; H s(Rd)× H̊ s+1/2(Rd)) solution to the water waves system
(WW) with initial data (ζww, ψww)|t=0 = (ζ0, ψ0);

and moreover one has

sup
t∈[0,T/(ϵM0)]

(
∥(ζ −ζww)(t, · )∥H s +∥((Gµ

0 )
1/2ψ− (Gµ

0 )
1/2ψww)(t, · )∥H s

)
≤C M0 t

(
δℓ(ϵM0)+ (ϵM0)

2).
The proof of Theorems 3.3 and 3.4, assuming that Theorem 3.2 holds, is provided in Section 5. The

proof of Theorem 3.2 is postponed to Section 6. Section 4 collects some important tools used in the latter.

4. Technical ingredients

Recall the notation Gµ

0
def
= |D| tanh(

√
µ|D|).

Lemma 4.1. Let s ∈ R. For any µ≥ 1 and any functions f ∈ H̊ s+1/2(Rd),

∥∇ f ∥H s−1/2 ≤ ∥(Gµ

0 )
1/2 f ∥H s .
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Conversely, (Gµ

0 )
1/2
: H̊ s+1/2(Rd)→ H s(Rd) is well-defined and bounded, yet not uniformly with respect

to µ≥ 1:

∥(Gµ

0 )
1/2 f ∥H s ≤ (2µ)1/4∥∇ f ∥H s−1/2 .

Moreover, for any f ∈ H s+1/2(Rd), one has the uniform bound

∥(Gµ

0 )
1/2 f ∥H s ≤ ∥ f ∥H s+1/2 .

For any f ∈ H̊ s+1(Rd)

∥Gµ

0 f ∥H s ≤ ∥∇ f ∥H s .

The operators (Gµ

0 )
1/2 and Gµ

0 are symmetric for the L2(Rd) inner product, in particular for any
f ∈ H 1/2(Rd), g ∈ H̊ 1(Rd),

(Gµ

0 g, f )L2 =
(
(Gµ

0 )
1/2g, (Gµ

0 )
1/2 f

)
L2 .

Proof. Results follow from Parseval’s theorem and the fact that for any ξ ≥ 0 and µ≥ 1

ξ/
√

1+ ξ 2 ≤ tanh(ξ)≤ tanh(
√
µξ)≤min(1,

√
µξ).

Only the first inequality requires explanation. It follows from

tanh(ξ)= sinh(ξ)√
1+sinh(ξ)2

, sinh(ξ)≥ ξ

and the fact that ξ 7→ ξ/
√

1+ ξ 2 is increasing. □

The following product estimate is proved for instance in [Hörmander 1997, Theorem 8.3.1].

Lemma 4.2. Let d ∈ N⋆. Let s, s1, s2 ∈ R such that s ≤ s1, s ≤ s2, s1+ s2 ≥ 0 and s1+ s2 > s+ d
2 . Then,

there exists a constant C > 0 such that for all f ∈ H s1(Rd) and for all g ∈ H s2(Rd), we have f g ∈ H s(Rd)

and 2

∥ f g∥H s ≤ C∥ f ∥H s1∥g∥H s2 .

In particular, for any t0 > d
2 , and s ∈ [−t0, t0], there exists C > 0 such that for all f ∈ H s(Rd) and

g ∈ H t0(Rd), f g ∈ H s(Rd) and

∥ f g∥H s ≤ C∥ f ∥H s∥g∥H t0 .

We infer the following useful “tame” product estimates.

2When s < 0 the product f g is well-defined as a tempered distribution as soon as s1+ s2 ≥ 0. Indeed, we have

∀ϕ ∈ S(Rd ), ⟨u1u2, ϕ⟩ := ⟨u1, u2ϕ⟩, and
∣∣⟨u1u2, ϕ⟩|≲ ∥u1∥H s1 ∥u2∥H s2 ∥ϕ∥,

for H s1(Rd )′ = H−s1(Rd )⊃ H s2(Rd ) and ∥u2ϕ∥H s2 ≲ ∥u2∥H s2 ∥ϕ∥ where the norm on ϕ involves a finite number (depending
on s2) of seminorms. Another statement of Lemma 4.2 is that the pointwise multiplication, which is well-defined from
L2(Rd )× L2(Rd ) to L1(Rd ) (say), extends as a continuous bilinear map from H s1(Rd )× H s2(Rd ) to H s(Rd ). Henceforth,
we will use without mention the standard identification between functions and (tempered) distributions.
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Lemma 4.3. Let d ∈ N⋆. Let s, s1, s2, s ′1, s ′2 ∈ R be such that

s1+ s2 = s ′1+ s ′2 > s+ d
2 , s1+ s2 ≥ 0, s ≤ s1, s ≤ s ′2.

Then there exists a constant C > 0 such that for all f ∈ H s1(Rd)∩ H s′1(Rd), g ∈ H s2(Rd)∩ H s′2(Rd), we
have f g ∈ H s(Rd) and

∥ f g∥H s ≤ C
(
∥ f ∥H s1∥g∥H s2 +∥ f ∥

H s′1
∥g∥

H s′2

)
.

In particular, for any t0 > d
2 , s ≥ −t0, there exists C > 0 such that for all f, g ∈ H s(Rd) ∩ H t0(Rd),

f g ∈ H s(Rd) and
∥ f g∥H s ≤ C

(
∥ f ∥H s∥g∥H t0 +∥ f ∥H t0∥g∥H s

)
.

Proof. We consider several cases. If s ≤ s2, then Lemma 4.2 yields immediately

∥ f g∥H s ≲ ∥ f ∥H s1∥g∥H s2 .

Symmetrically, if s ≤ s ′1, then
∥ f g∥H s ≲ ∥ f ∥

H s′1
∥g∥

H s′2
.

Otherwise s ′1 < s ≤ s1 and s2 < s ≤ s ′2. Assume moreover that s ≤ d
2 . Then denoting s⋆1 = s and

s⋆2 = s1 + s2 − s = s ′1 + s ′2 − s, we have s ′1 < s⋆1 = s ≤ s1, hence s2 ≤ s⋆2 < s ′2, and s⋆2 >
d
2 ≥ s.

Lemma 4.2 yields
∥ f g∥H s ≲ ∥ f ∥

H s⋆1
∥g∥

H s⋆2
.

We conclude by the Sobolev interpolation

∥ f ∥
H s⋆1
∥g∥

H s⋆2
≤ ∥ f ∥θH s1∥ f ∥1−θ

H s′1
∥g∥θH s2∥g∥

1−θ
H s′2

with

θ =
s⋆1 − s ′1
s1− s ′1

=
s ′2− s⋆2
s ′2− s2

,

and then by Young’s inequality. The first statement is proved when s ≤ d
2 . When s > d

2 , we set n ∈ N

such that −d
2 ≤ s− n ≤ d

2 , and use that

∥ f g∥H s ≲ ∥ f g∥L2 +

∑
α∈Nd , |α|=n

∥∂α( f g)∥H s−n .

From the previously proved estimate we have

∥ f g∥L2 ≲ ∥ f ∥H s1∥g∥H s2 +∥ f ∥
H s′1
∥g∥

H s′2

and for any β, γ ∈ Nd such that β + γ = α,

∥(∂β f )(∂γ g)∥H s−n ≲ ∥∂β f ∥H s1−|β|∥∂
γ g∥H s2−|γ | +∥∂

β f ∥
H s′1−|β|

∥∂γ g∥
H s′2−|γ |

.

The first statement then follows by Leibniz rule and triangular inequality. The second is a particular case
with s1 = s ′2 = s and s2 = s ′1 = t0. □

We now turn to commutator estimates involving operators of order 1.
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Lemma 4.4. Let d ∈ N⋆, t0 > d
2 and −t0 ≤ s ≤ t0. There exists a constant C > 0 such that for any

σ ∈ L∞loc(R
d) such that ∇σ ∈ L∞(Rd), then for any f ∈ H̊ t0+1(Rd) and g ∈ H s(Rd), one has

∥[σ(D), f ]g∥H s ≤ C∥∇σ∥L∞∥∇ f ∥H t0∥g∥H s .

Proof. We have

∥[σ(D), f ]g∥H s ≲
∥∥∥∫

Rd
⟨ · ⟩

s
|σ( · )− σ(η)|| f̂ ( · − η)||ĝ(η)| dη

∥∥∥
L2
.

The result follows immediately from the inequality

|σ(ξ)− σ(η)| ≤ ∥∇σ∥L∞ |ξ − η|

valid for all ξ , η ∈ Rd , and an application of Lemma 4.2, with s1 = t0 and s2 = s. □

We now consider commutator estimates involving operators of order 0.

Lemma 4.5. Let d ∈ N⋆, t0 > d
2 and −t0 ≤ s ≤ t0 + 1. There exists a constant C > 0 such that the

following holds. For any σ ∈ L∞(Rd) such that

Cσ
def
= max

({
∥σ∥L∞, ∥| · |∇σ∥L∞

})
<∞

and for any f ∈ H t0+1(Rd) and g ∈ H s−1(Rd), one has [σ(D), f ]g ∈ H s(Rd) and

∥[σ(D), f ]g∥H s ≤ CCσ∥ f ∥H t0+1∥g∥H s−1 .

If moreover ∇σ ∈ L∞(Rd) then

∥[σ(D), f ]g∥H s ≤ CC ′σ∥∇ f ∥H t0∥g∥H s−1

with C ′σ
def
= max

({
∥σ∥L∞, ∥⟨ · ⟩∇σ∥L∞

})
.

Proof. We have

∥[σ(D), f ]g∥H s ≲
∥∥∥⟨ · ⟩s∫

Rd
⟨η⟩|σ( · )− σ(η)|| f̂ ( · − η)|⟨η⟩−1

|ĝ(η)| dη

∥∥∥
L2
.

• If |η| ≥ 2|ξ | and |η| ≥ 2, then ⟨η⟩ ≤ 2|η| ≤ 4|ξ − η| and hence

⟨η⟩|σ(ξ)− σ(η)| ≤ 8∥σ∥L∞ |ξ − η|.

• If |ξ | ≥ |η|/2 and |η| ≥ 2, suitably selecting an integration path γ (with endpoints ξ and η) taking
values in {ζ ∈ Rd , |ζ | ≥ |η|/2} we find that

⟨η⟩|σ(ξ)− σ(η)| = ⟨η⟩

∣∣∣∫
γ
∇σ · dr

∣∣∣≤ ⟨η⟩|γ | ess sup
ζ∈γ

|∇σ(ζ )| ≤ 2π |ξ − η| ess sup
|ζ |≥1

|ζ ||∇σ(ζ )|.

• Finally, if |η| ≤ 2, then we have immediately (almost everywhere)

⟨η⟩|σ(ξ)− σ(η)| ≤ 2
√

5∥σ∥L∞

in the first case and
⟨η⟩|σ(ξ)− σ(η)| ≤

√
5∥∇σ∥L∞ |ξ − η|

in the second case.
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The desired result when −t0 ≤ s ≤ t0 follows from an application of Lemma 4.2, with s1 = t0 and s2 = s.
Moreover, by symmetry considerations, we have (almost everywhere)

⟨ξ⟩|σ(ξ)− σ(η)|≲ min(⟨ξ − η⟩Cσ , |ξ − η|C ′σ )

which yields the desired result when −t0 ≤ s − 1 ≤ t0, using Lemma 4.2 with s1 = t0 and s2 = s − 1.
Since t0 ≥ 1

2 , the proof is complete. □

The following lemma is a direct application of Lemmas 4.4 and 4.5.

Lemma 4.6. Let d ∈ N⋆ and t0 > d
2 . There exists a constant C > 0 such that for any µ ≥ 1, any

g ∈ H−1/2(Rd) and any f ∈ H̊ t0+1(Rd),

∥[|D|, f ]g∥H−1/2 ≤ C∥∇ f ∥H t0∥g∥H−1/2,

∥[Tµ, f ]g∥H1/2 ≤ C∥ f ∥H t0+1∥g∥H−1/2,

where we denote

Tµ
def
= −

tanh(
√
µ|D|)
|D|

∇.

We now provide improved commutator estimates for specific operators.

Lemma 4.7. Let d ∈ {1, 2} and t0 > d
2 . If d = 1, there exists C > 0 such that for any s ≥ 0 and any

r ≥ s− t0, ∥∥|D|( f |D|g)+ ∂x( f ∂x g)
∥∥

H s ≤ C∥∂x f ∥H t0+r∥∂x g∥H s−r .

If d = 2, for any 0≤ s ≤ t0+ 1 and s− t0 ≤ r ≤ 1, there exists C > 0 such that∥∥|D|( f |D|g)+∇ · ( f∇g)
∥∥

H s ≤ C∥∇ f ∥H t0+r∥∇g∥H s−r .

Moreover, for any s ≥ 0 and r ≤ 1, there exists C > 0 such that∥∥|D|( f |D|g)+∇ · ( f∇g)
∥∥

H s ≤ C∥∇ f ∥H t0+r∥∇g∥H s−r +C∥∇ f ∥H s∥∇g∥H t0 .

All the constants C above are independent of f, g such that the right-hand side is finite.

Proof. The case d = 1 follows from [Saut and Xu 2012, Lemma 3.1] and the identity

|D|( f |D|g)+ ∂x( f ∂x g)= [H, ∂x f ](|D|g)+ [H, f ](∂x |D|g),

where H def
= −∂x/|D| is the Hilbert transform. We however provide a short proof for the sake of

completeness. Let us denote a = |D|( f |D|g)+ ∂x( f ∂x g). One has for almost any ξ ≥ 0,

â(ξ)=
∫

R

(
|ξ ||ξ − η| − ξ(ξ − η)

)
f̂ (η)ĝ(ξ − η) dη

= 2
∫ ∞
ξ
ξ(η− ξ) f̂ (η)ĝ(ξ − η) dη,

and hence, using |ξ | ≤ |η| and |η− ξ | ≤ |η|, one has for any r ′ ≥ 0

⟨ξ⟩s |̂a(ξ)| ≤ 2
∫

R
⟨η⟩s+r ′

|η|| f̂ (η)|⟨ξ − η⟩−r ′
|ξ − η||ĝ(ξ − η)| dη.

We conclude by Young’s inequality and the fact that ⟨ · ⟩−t0 ∈ L2(R), setting r ′ = r + t0− s.
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When d = 2, [Saut and Xu 2012, Lemma 3.3] is not sufficient to our purpose due to the restriction
r + s ≤ 1. However its proof may be adapted as follows. Let us denote a = |D|( f |D|g)+∇ · ( f∇g),
and set s ≥ 0. One has (almost everywhere)

â(ξ)=
∫

R2

(
|ξ ||ξ − η| − ξ · (ξ − η)

)
f̂ (η)ĝ(ξ − η) dη

=

∫
|η|≥|ξ |/2

(
|ξ ||ξ − η| − ξ · (ξ − η)

)
f̂ (η)ĝ(ξ − η) dη

+

∫
|η|<|ξ |/2

(
|ξ ||ξ − η| − ξ · (ξ − η)

)
f̂ (η)ĝ(ξ − η) dη

= I1+ I2.

For I1, using |ξ | ≤ 2|η|, there exists C > 0 depending uniquely on s ≥ 0 such that

⟨ξ⟩s |I1| ≤ C
∫

R2
⟨η⟩s |η|| f̂ |(η)|ξ − η||ĝ|(ξ − η) dη.

and it follows by Young’s inequality, and the fact that ⟨ · ⟩−t0 ∈ L2, that

∥⟨ξ⟩s I1∥L2 ≤ C∥∇ f ∥H s∥∇g∥H t0 .

We consider now I2. We use that |ξ ||ξ − η| − ξ · (ξ − η) = |ξ ||ξ − η|(1− cosα) with α → 0 as
|η|/|ξ | → 0. In fact, |tanα| ≤ (2/

√
3)|η|/|ξ | so there exists c > 0 such that (1− cosα)≤ c|η|2/|ξ |2 as

long as |η|/|ξ | ≤ 1
2 . Hence

⟨ξ⟩s |I2|≲ ⟨ξ⟩
s
∫
|η|<|ξ |/2

|η|2

|ξ |
| f̂ |(η)|ξ − η||ĝ|(ξ − η) dη.

When |ξ | ≤ 1 we have
(
since |η|2/|ξ |2 ≤ 1

2 |η|/|ξ |
)

⟨ξ⟩s |I2|≲
∫
|η|<|ξ |/2

|η|| f̂ |(η)|ξ − η||ĝ|(ξ − η) dη,

and we have the same estimate as for I1. When |ξ | ≥ 1, 1/|ξ | ≤ 2/⟨ξ⟩, and we have

⟨ξ⟩s |I2|≲ ⟨ξ⟩
s−1
∫
|η|<|ξ |/2

|η|2| f̂ |(η)|ξ − η||ĝ|(ξ − η) dη.

Since s− 1≥−t0 (d = 2 and s ≥ 0), and using the first estimate of Lemma 4.3 with s1 = s− 1, s2 = t0,
s ′1 = t0− 1+ r , s ′2 = s− r , we have, for any r ≤ 1,

∥⟨ξ⟩s I2∥L2 ≲ ∥∇ f ∥H s∥∇g∥H t0 +∥∇ f ∥H t0+r∥∇g∥H s−r .

We have proved the last estimate. When 0≤ s ≤ t0+1, we use that by the above analysis we have (almost
everywhere)

⟨ξ⟩s |̂a|(ξ)≲ ⟨ξ⟩s−1
∫

R
⟨η⟩|η|| f̂ |(η)|ξ − η||ĝ|(ξ − η) dη.

The result follows by Lemma 4.2, since s1 := t0+r−1≥ s−1, s2 := s−r ≥ s−1, and s1+s2= t0+s−1>0(
recall t0 > d

2 = 1
)
. This concludes the proof. □
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Remark 4.8. The result of Lemma 4.7 exhibits a regularizing effect of order 2, and in particular improves
the naive result obtained when using Lemmas 4.4 and 4.2 on the identity

|D|( f |D|g)+∇ · ( f∇g)= [|D|, f ]|D|g+ (∇ f ) · (∇g).

This turns out to be crucial in our analysis.

We deduce the following “finite-depth” version of Lemma 4.7.

Lemma 4.9. Let d ∈ {1, 2} and t0 > d
2 . Let s, r ∈ R such that 0 ≤ s ≤ t0+ 1 and s− t0 ≤ r ≤ 1. There

exists C > 0 such that for any µ≥ 1,∥∥Gµ

0 ( f Gµ

0 g)+∇ · ( f∇g)
∥∥

H s ≤ C
(

1
√
µ
∥ f ∥L2 +∥∇ f ∥H t0+r

)
∥∇g∥H s−r .

Moreover, for any s ≥ 0 and r ≤ 1, there exists a constant C > 0 such that∥∥Gµ

0 ( f Gµ

0 g)+∇ · ( f∇g)
∥∥

H s ≤ C∥∇ f ∥H t0+r∥∇g∥H s−r +C
(

1
√
µ
∥ f ∥L2 +∥∇ f ∥H s

)
∥∇g∥H t0 .

All the constants C above are independent of f, g such that the right-hand side is finite.

Proof. We start with the first estimate. We first note that

|D| tanh(
√
µ|D|)( f |D| tanh(

√
µ|D|)g)

= |D|(tanh(
√
µ|D|)− 1)( f |D| tanh(

√
µ|D|)g)+ |D|( f |D|(tanh(

√
µ|D|)− 1)g)+ |D|( f |D|g).

We have for any r ′ ≥ 0 and µ ∈ [1,+∞)

∥
√
µ|D|(tanh(

√
µ|D|)− 1)( f |D| tanh(

√
µ|D|)g)∥H s ≤ Cr ′,s∥ f |D| tanh(

√
µ|D|)g∥Hmin(t0−r ′,0)

≤ C ′r ′,s∥ f ∥H r ′∥∇g∥t0−r ′,

where we used Lemma 4.2 and Cr ′,s , C ′r ′,s depend uniquely on t0, r ′ ≥ 0 and s. Furthermore, one has for
any µ ∈ [1,+∞) and any r ′ ∈ R

∥
√
µ|D|( f (tanh(

√
µ|D|)− 1)|D|g)∥H s ≤ Ct0,s

√
µ∥∇ f ∥H s∥(tanh(

√
µ|D|)− 1)|D|g∥Hmax(t0,s)

+Ct0,s∥ f ∥H s∥
√
µ|D|(tanh(

√
µ|D|)− 1)|D|g∥Hmax(t0,s)

≤ Ct0,sC ′′r ′,s
(
∥ f ∥H s +

√
µ∥∇ f ∥H s

)
∥∇g∥H t0−r ′ ,

where we used Lemma 4.2 and Ct0,s,C ′′r ′,s depend uniquely on t0, r ′ and s. The desired estimates now
follow from the triangular inequality, the fact that for any θ ∈R, ∥ f ∥H θ ≲ ∥ f ∥L2+∥∇ f ∥H θ−1 , the above
estimates and Lemma 4.7. □

By a similar compensation mechanism as in Lemma 4.7, we infer the following result that allows us to de-
fine a quantity at low regularity that could not be defined if one only use the product estimate of Lemma 4.2.

Lemma 4.10. Let d ∈ {1, 2} and t0 > d
2 . Set σ ∈

[ 1
2 , 1

]
. The bilinear map

B : ( f, g) ∈ H̊ 1(Rd)× H̊ 1(Rd) 7→ (|D| f )(|D|g)− (∇ f ) · (∇g) ∈ L1(Rd)⊂ H−t0(Rd)

extends as a continuous bilinear map from H̊σ (Rd)× H̊σ (Rd) to H 2σ−2−t0(Rd).
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Proof. The fact that B is defined follows from Lemma 4.2. We assume below that f, g ∈ H̊ 1(Rd), and
the result follows by a density argument from the desired estimate. One has (almost everywhere)

B̂( f, g)(ξ)=
∫

Rd

(
|η||ξ − η| + η · (ξ − η)

)
f̂ (η)ĝ(ξ − η) dη

=

∫
�

(
|η||ξ − η| + η · (ξ − η)

)
f̂ (η)ĝ(ξ − η) dη

+

∫
Rd
\�

(
|η||ξ − η| + η · (ξ − η)

)
f̂ (η)ĝ(ξ − η) dη

= I1+ I2.

where we define � def
=
{
(ξ , η) ∈Rd

×Rd , |η| ≤ 2⟨ξ⟩
}
. Using that on �, ⟨ξ⟩−s0 ≤ 3s0⟨η⟩−s0 for any s0 ≥ 0,

we have by Lemma 4.2 (with s =−t0)

∥⟨ξ⟩−s0−t0 I1∥L2 ≤ C∥∇ f ∥H s1−s0∥∇g∥H s2

as soon as s1+ s2 ≥ 0 and s1, s2 ≥−t0. We choose s1 =−s2 = s0/2 with s0 = 2(1− σ) ∈ [0, 2t0].
On Rd

\�, we have |η| ≥ 2⟨ξ⟩ ≥ 2 max(1, |ξ |). Proceeding as in the proof of Lemma 4.7, we infer
that there exists c > 0 such that for any s0 ∈ [0, 2] when d = 2 (and for any s0 ≥ 0 when d = 1)∣∣|η||ξ − η| − ξ · (ξ − η)

∣∣≲ |η||ξ − η|
⟨ξ⟩s0

⟨η⟩s0
.

Lemma 4.2 yields once again

∥⟨ξ⟩−s0−t0 I1∥L2 ≤ C∥∇ f ∥H−s0/2∥∇g∥H−s0/2

when s0 ∈ [0, 2t0] (and s0 ∈ [0, 2] when d = 2). Setting one again s0 = 2(1− σ) proves the result. □

We deduce the following “finite-depth” version of Lemma 4.10, which allows (among other things) to
define the second equations in (WW2) and (RWW2) when ψ ∈ H̊ 1/2(Rd), corresponding to the natural
energy space defined by the corresponding Hamiltonians, (1-2) and (1-4).

Lemma 4.11. Let d ∈ {1, 2} and t0 > d
2 . Set σ ∈

[ 1
2 , 1

]
. For any µ≥ 1, the bilinear map

Bµ : ( f, g) ∈ H̊ 1(Rd)× H̊ 1(Rd) 7→ (Gµ

0 f )(Gµ

0 g)− (∇ f ) · (∇g) ∈ L1(Rd)⊂ H−t0(Rd)

extends as a continuous bilinear map from H̊σ (Rd)× H̊σ (Rd) to H 2σ−2−t0(Rd). Moreover there exists a
constant C > 0, depending only on t0 and σ , such that for any f, g ∈ H̊σ (Rd),

∥Bµ( f, g)∥H2σ−2−t0 ≤ C∥∇ f ∥Hσ−1∥∇g∥Hσ−1 .

Proof. By Lemma 4.10, we need to prove the corresponding result on

Bµ− B : ( f, g) ∈ H̊ 1(Rd)× H̊ 1(Rd) 7→ (Gµ

0 f )(Gµ

0 g)− (|D| f )(|D|g).

We rewrite

(Bµ− B)( f, g)= (|D|(tanh(
√
µ|D|)− 1) f )(Gµ

0 g)+ (|D| f )(|D|(tanh(
√
µ|D|)− 1)g)
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Yet since for any s ∈ R there exists C > 0 such that∥∥(|D|(tanh(
√
µ|D| − 1) f )

∥∥
H s ≤

∥∥(|D|(tanh(|D| − 1) f )
∥∥

H s ≤ C∥∇ f ∥Hσ−1

and ∥Gµ

0 g∥Hσ−1 ≤ ∥∇g∥Hσ−1 by Lemma 4.1, we infer immediately from Lemma 4.2 that∥∥(|D|(tanh(
√
µ|D| − 1) f )(Gµ

0 g)
∥∥

H2σ−2−t0 ≲ C∥∇ f ∥Hσ−1∥∇g∥Hσ−1 .

By similar considerations on the second term and triangular inequality, we obtain the desired estimate,
and the proof is complete. □

5. Full justification; proof of Theorems 3.3 and 3.4

In this section we complete the full justification of (RWW2) as an asymptotic model for water waves by
proving Theorems 3.3 and 3.4.

Proof of Theorem 3.3. The remainder terms R1, R2, R̃1 and R̃2 in the statement may be explicitly defined as

ϵδℓR1 = ϵGµ

0 ((ζ − Jδζ )Gµ

0ψ)+ ϵ∇ · ((ζ − Jδζ )∇ψ),

ϵδℓR2 =
ϵ

2
(Id−Jδ)(|∇ψ |2− (Gµ

0ψ)
2),

and

ϵ2 R̃1 =−
1
√
µ

Gµ
[ϵζ ]ψ +Gµ

0ψ − ϵGµ

0 (ζGµ

0ψ)− ϵ∇ · (ζ∇ψ),

ϵ2 R̃2 =−
ϵ

2

( 1
√
µ

Gµ
[ϵζ ]ψ + ϵ∇ζ · ∇ψ

)2

1+ ϵ2|∇ζ |2
+
ϵ

2
(Gµ

0ψ)
2

=−
ϵ

2

( 1
√
µ

Gµ
[ϵζ ]ψ + ϵ∇ζ · ∇ψ −Gµ

0ψ
)( 1
√
µ

Gµ
[ϵζ ]ψ + ϵ∇ζ · ∇ψ +Gµ

0ψ
)

1+ ϵ2|∇ζ |2

+
ϵ3

2
|∇ζ |2(Gµ

0ψ)
2

1+ ϵ2|∇ζ |2
.

We now estimate each of these terms.
By the second estimate of Lemma 4.9 with r = 0, we find

δℓ∥R1∥H s ≲ ∥ζ − Jδζ∥H s+1∥∇ψ∥H t0 +∥ζ − Jδζ∥H t0+1∥∇ψ∥H s .

Now, by Parseval’s theorem, we have for any σ ∈ R, ℓ≥ 0 and δ ≥ 0,

∥ζ − Jδζ∥Hσ ≤ δℓ∥| · |−ℓ(1− J )∥L∞∥ζ∥Hσ+ℓ .

For any s > t0, since ℓ≥ 0, we can put

θ =
s− t0

s+ ℓ+ 1
2 − t0

∈ (0, 1)
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and infer by interpolation and Young’s inequalities,

∥ζ∥H t0+ℓ+1∥∇ψ∥H s ≲ ∥ζ∥θH t0+1/2∥ζ∥
1−θ
H s+ℓ+1∥∇ψ∥

θ
H s+ℓ+1/2∥∇ψ∥

1−θ
H t0

≲ ∥ζ∥H t0+1/2∥∇ψ∥H s+ℓ+1/2 +∥ζ∥H s+ℓ+1∥∇ψ∥H t0 .

This provides the desired estimate for ∥R1∥H s thanks to Lemma 4.1. Then, we have as above

δℓ∥R2∥H s+1/2 ≤
1
2δ
ℓ
∥| · |

−ℓ(1− J )∥L∞∥|∇ψ |
2
− (Gµ

0ψ)
2
∥H s+ℓ+1/2,

and tame product estimates (Lemma 4.3) as well as Lemma 4.1 yield

∥|∇ψ |2− (Gµ

0ψ)
2
∥H s+ℓ+1/2 ≲ ∥∇ψ∥H t0∥∇ψ∥H s+ℓ+1/2 .

This provides the desired estimate for ∥R2∥H s+1/2 .
By Proposition A.1, we have immediately

∥R̃1∥H s ≤ C
(

1
h⋆
, ∥ϵζ∥H t0+2

)
∥ζ∥H t0+1

(
∥ζ∥H t0+1∥(Gµ

0 )
1/2ψ∥H s+1/2 +∥ζ∥H s+3/2∥(Gµ

0 )
1/2ψ∥H t0

)
.

This provides the desired estimate for ∥R̃1∥H s . Then, by Moser tame estimates (see for instance [Lannes
2013b, Proposition B.4]) we have for any F ∈ H s+1/2(Rd),∥∥∥∥ F

1+ ϵ2|∇ζ |2

∥∥∥∥
H s+1/2

≤ C(ϵ∥∇ζ∥H t0 )
(
∥F∥H s+1/2 + ϵ∥F∥H t0∥∇ζ∥H s+1/2

)
and, using both Proposition A.1 and Lemma 4.9 (with r = 0), and the triangular inequality, we get for
any σ ≥ 0∥∥∥∥ 1
√
µ

Gµ
[ϵζ ]ψ −Gµ

0ψ

∥∥∥∥
Hσ

≤ ϵ2C
(

1
h⋆
, ∥ϵζ∥H t0+2

)
∥ζ∥H t0+1

(
∥ζ∥H t0+1∥(Gµ

0 )
1/2ψ∥Hσ+1/2 +∥ζ∥Hσ+3/2∥(Gµ

0 )
1/2ψ∥H t0

)
+ ϵ∥ζ∥Hσ+1∥∇ψ∥H t0 + ϵ∥ζ∥H t0+1∥∇ψ∥Hσ .

The desired estimate for ∥R̃2∥H s+1/2 follows from the above with σ ∈
{
s+ 1

2 , t0
}
, Lemma 4.1, the triangular

inequality and tame product estimates, Lemma 4.3. □

Theorem 3.4 is a direct consequence of Theorems 3.2 and 3.3 and the well-posedness and stability of
the water waves system provided in [Alvarez-Samaniego and Lannes 2008a]. The proof is almost identical
to [loc. cit., Theorem 6.5] (in fact (WW2) arises explicitly in (6.9) therein). Specifically, one infers the
existence and uniqueness of a solution to (WW) on the appropriate time interval from Theorem 5.1 and
Proposition 5.1 in [loc. cit.], solutions to (RWW2) on the same timescale are provided by Theorem 3.2,
and the control of the difference stems from Theorem 3.3 and stability estimates on the water waves
system which again are provided in [loc. cit., Remark 5.4], referring to [Alvarez-Samaniego and Lannes
2008b, Corollary 3.13].
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6. Well-posedness results and proof of Theorem 3.2

In this section we prove several well-posedness results on the initial-value problem for (RWW2), which
we rewrite below for the sake of readability:{

∂tζ −Gµ

0ψ + ϵGµ

0 ((J
δζ )Gµ

0ψ)+ ϵ∇ · ((J
δζ )∇ψ)= 0,

∂tψ + ζ +
ϵ
2J
δ(|∇ψ |2− (Gµ

0ψ)
2)= 0.

(RWW2)

We prove in particular Theorem 3.2, as a consequence of the following two results.
We start with the “small-time” existence and uniqueness of solutions expressing the semilinear nature

of the system (for sufficiently regular data) as soon as J is regularizing of order at least −1.

Proposition 6.1. Let d ∈ N⋆, t0 > d
2 , s ≥ 0, and C > 1. There exists a constant T0 > 0 such that

for any µ≥ 1, any δ > 0 and J ∈ L∞(Rd) such that ⟨ · ⟩max(1,t0+3/2−s) J ∈ L∞(Rd), and for any
(ζ0, ψ0) ∈ H s(Rd) × H̊ s+1/2(Rd) the following holds. There exists T ⋆, T⋆ ∈ (0,+∞] and a unique
(ζ, ψ) ∈ C((−T⋆, T ⋆); H s(Rd)× H̊ s+1/2(Rd)) maximal solution to (RWW2) with Jδ = J (δD) and initial
data (ζ, ψ)|t=0 = (ζ0, ψ0). Moreover, (∂tζ, ∂tψ) ∈ C((−T⋆, T ⋆); H s−1/2(Rd)× H s(Rd)) and one has
min(T⋆, T ⋆) > T1 with

T1
def
=

T0

ϵ
(
∥ζ0∥Hmin(s,t0+1/2) +∥∇ψ0∥Hmin(s−1/2,t0)

) min(1, δmax(1,t0+3/2−s))

∥⟨ · ⟩max(1,t0+3/2−s) J∥L∞

and
max

t∈[−T1,T1]

(
∥ζ(t, · )∥2H s +∥(Gµ

0 )
1/2ψ(t, · )∥2H s

)
≤ C

(
∥ζ0∥

2
H s +∥(Gµ

0 )
1/2ψ0∥

2
H s

)
,

where we recall that (Gµ

0 )
1/2 def
=
(
|D| tanh(

√
µ|D|)

)1/2.

Then, we give a “large-time” result under some hyperbolic-type condition. First, we define the
Rayleigh–Taylor operator aµ

Jδ
as

a
µ

Jδ
[ϵζ, ϵ∇ψ] f def

= f − ϵ(Gµ

0 J
δζ )Jδ f − ϵ2Jδ

(
(Gµ

0ψ)|D|{(G
µ

0ψ)J
δ f }

)
. (6-1)

Then, we introduce the energy, for N ∈ N⋆,

EN (ζ, ψ)=
∑

α∈Nd ,|α|≤N−1

(
∥∂αζ∥2L2 +∥(G

µ

0 )
1/2∂αψ∥2L2

)
+

∑
α∈Nd ,|α|=N

(
ζ(α), a

µ

Jδ
[ϵζ, ϵ∇ψ]ζ(α)

)
L2 +∥(G

µ

0 )
1/2ψ(α)∥

2
L2 (6-2)

with ζ(α)
def
= ∂αζ and ψ(α)

def
= ∂αψ − ϵ(Gµ

0ψ)(J∂
αζ ).

Proposition 6.2. Let d ∈ {1, 2}, t0 > d
2 and N ∈ N with N ≥ t0 + 2. Let MJ > 0, MU > 0, aµ⋆ > 0

and C > 1. There exists T0 > 0 such that for any ϵ > 0, µ ≥ 1, δ ∈ (0, 1] and any regular rectifier Jδ

(see Definition 3.1) satisfying max
({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
≤MJ , the following holds. For any (ζ0, ψ0)∈

H N (Rd)× H̊ N+1/2(Rd) satisfying

0< ϵM0
def
= ϵ

√
E⌈t0⌉+2(ζ0, ψ0)≤ MU
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and the Rayleigh–Taylor condition

∀ f ∈ L2(Rd), ( f, aµ
Jδ
[ϵζ0, ϵ∇ψ0] f )L2 ≥ aµ⋆ ∥ f ∥2L2, (6-3)

the maximal solution to (RWW2) with initial data (ζ, ψ)|t=0 = (ζ0, ψ0) satisfies min(T⋆, T ⋆) > T2 where

T2
def
=

T0

ϵM0+ ϵ2δ−1 M2
0∥| · |

1/2 J∥2L∞
,

and for any 0≤ |t | ≤ T2 and any N⋆ ∈ {⌈t0⌉+ 2, N },

EN⋆(ζ(t, · ), ψ(t, · ))≤ C EN⋆(ζ0, ψ0).

As δ↘ 0, the lower bound on the time of existence guaranteed by Proposition 6.1 is of magnitude
T1 ≈ δϵ

−1 (when s is sufficiently large), while it is of magnitude T2 ≈min(ϵ−1, ϵ−2δ) in Proposition 6.2,
hence the “small-time” versus “large-time” terminology. Specifically, Proposition 6.1 provides the
unconditional small-time existence (and control) of solutions while Proposition 6.2 provides a conditional
large-time existence (and control) of solutions in the small steepness framework (ϵ≪ 1) and for weak
rectification (δ≪ 1).

The proof of Proposition 6.1 is provided on Section 6.1. It follows from standard techniques on semi-
linear dispersive equations. Incidentally, the analysis is completed by a blow-up criterion in Corollary 6.7,
and the well-posedness of the initial-value problem in the sense of Hadamard is discussed in Remark 6.8.

An additional global-in-time well-posedness (for small initial data) result is stated and proved in
Section 6.3, based on the low-regularity well-posedness result provided in Proposition 6.1, and the fact
that the Hamiltonian function, (1-4), is an invariant quantity.

The difficult and technical part consists in proving Proposition 6.2. The proof relies on careful a priori
energy estimates satisfied by smooth solutions, and is provided on Section 6.2. We divide the proof in
several parts: first in Section 6.2.1 we extract simple sets of equations satisfied by smooth solutions and
their derivatives. Based on these equations, and assuming that a certain hyperbolicity criterion holds, we
obtain in Section 6.2.2 energy estimates, that is a differential inequality satisfied by the functional EN .
The completion of the proof of Proposition 6.2 is provided in Section 6.2.3.

We conclude this introduction with several remarks, followed by the completion of the proof of
Theorem 3.2, as a consequence of Propositions 6.1 and 6.2.

Remark 6.3. The operator aµ
Jδ

defined in (6-1) is a key ingredient of our analysis. Notice that the function

a
µ

(2)
def
= 1− ϵ(Gµ

0 ζ )

is a O(ϵ2) approximation of the Rayleigh–Taylor coefficient appearing for instance in [Lannes 2013b,
(4.20), see also (4.27) and discussion in §4.3.5]. We claim that the last term in (6-1), which has no
counterpart in the fully nonlinear water waves system, is responsible for the observed spurious oscillations
in numerical simulations, as the consequence of the ill-posedness of the initial-value problem. Indeed,
without any regularization (that is setting Jδ = Id), the Rayleigh–Taylor condition (6-3) can never be
satisfied unless ϵ∇ψ0 = 0.



102 VINCENT DUCHÊNE AND BENJAMIN MELINAND

Another key ingredient of our “large-time” analysis is the use of ψ(α) instead of ∂αψ when defining the
energy functional EN (ζ, ψ). Setting Jδ = Id, we recognize in ψ(α) a O(ϵ2) approximation of Alinhac’s
good unknowns for the water waves system; see discussion in [Lannes 2013b, §4.1]. Notice that if the
rectifier operator Jδ is regularizing of order −1

2 , we infer (in contrast with the water waves situation) that
under the Rayleigh–Taylor condition,

EN (ζ, ψ)≈ ∥ζ∥H N +∥(Gµ

0 )
1/2ψ∥H N .

However the equivalence between the energy functional and the standard Sobolev norms is not uniform
with respect to δ ∈ (0, 1]; see Lemma 6.11.

Remark 6.4. We claim Proposition 6.2 holds assuming only that rectifiers Jδ are regularizing of order − 1
2

(and not −1). Yet in that case (RWW2) is of quasilinear nature and the well-posedness theory requires
additional arguments which we decided to avoid for simplicity.

Remark 6.5. With a small adaptation of this work, one can consider noninteger regularities, that is
N = s ∈ R with s > d

2 + 2. Then we need to replace the functional (6-2) with

Es(U )=
∑

α∈Nd ,|α|≤⌈s⌉−1

(
∥∂αζ∥2L2+∥(G

µ

0 )
1/2∂αψ∥2L2

)
+
(
|D|sζ,aµ

Jδ
[ϵζ,ϵ∇ψ]|D|sζ

)
L2+∥(G

µ

0 )
1/2ψ(s)∥

2
L2

with ψ(s)
def
= |D|sψ − ϵ(Gµ

0ψ)(J|D|
sζ ).

Let us now show how Theorem 3.2, which we rewrite below for the convenience of the reader, follows
from Propositions 6.1 and 6.2.

Theorem 6.6. Let d ∈ {1, 2}, t0 > d
2 , N ∈ N with N ≥ t0 + 2, C > 1 and M > 0. Set J ∈ L∞(Rd)

such that it defines regular rectifiers. There exists T0 > 0 such that for any µ ≥ 1 and ϵ > 0, for any
(ζ0, ψ0) ∈ H N (Rd)× H̊ N+1/2(Rd) such that

0< ϵM0
def
= ϵ

(
∥ζ0∥H ⌈t0⌉+2 +∥(Gµ

0 )
1/2ψ0∥H ⌈t0⌉+2

)
≤ M,

and for any δ ≥ ϵM0, the following holds.
There exists a unique (ζ, ψ) ∈ C([0, T0/(ϵM0)]; H N (Rd)× H̊ N+1/2(Rd)) solution to (RWW2) with

Jδ = J (δD) and initial data (ζ, ψ)|t=0 = (ζ0, ψ0), and it satisfies

sup
t∈[0,T0/(ϵM0)]

(
∥ζ(t, · )∥2H N +∥(G

µ

0 )
1/2ψ(t, · )∥2H N

)
≤ C

(
∥ζ0∥

2
H N +∥(G

µ

0 )
1/2ψ0∥

2
H N

)
.

Proof of Theorem 3.2/6.6. For any δ > 0, let(ζ δ, ψδ)∈ C([0, T ⋆
δ ); H N (Rd)× H̊ N+1/2(Rd)) be the maximal

solution for positive times (the result for negative times following from time-reversibility of the equations)
to (RWW2) with Jδ = J (δD), with initial data (ζ δ, ψδ)|t=0 = (ζ0, ψ0), as provided by Proposition 6.1.

We start with some preliminary estimates, restricting to the case δ ∈ (0, 1]. First by Lemma 4.1, the
continuous Sobolev embedding H t0(Rd)⊂ L∞(Rd) and Lemma 4.2, there exists C1 > 0, depending only
on t0 > d

2 such that, for all ζ ∈ H t0+1(Rd) and f ∈ L2(Rd),

∥(Gµ

0 J
δζ )(Jδ f )∥L∞ ≤ C1∥J∥2L∞∥ζ∥H t0+1∥ f ∥L2,
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and, for all ψ ∈ H̊ t0+1(Rd) and f ∈ L2(Rd),∥∥Jδ((Gµ

0ψ)|D|{(G
µ

0ψ)J
δ f }

)∥∥
L2 ≤ δ

−1/2
∥⟨ · ⟩

1/2 J∥L∞
∥∥(Gµ

0ψ)|D|{(G
µ

0ψ)J
δ f }

∥∥
H−1/2

≤ C1δ
−1/2
∥⟨ · ⟩

1/2 J∥L∞∥G
µ

0ψ∥H t0∥(G
µ

0ψ)(J
δ f )∥H1/2

≤ C2
1δ
−1
∥⟨ · ⟩

1/2 J∥2L∞∥G
µ

0ψ∥
2
H t0∥ f ∥L2 .

From the above we infer that there exists M1 > 0 depending only on t0 > d
2 and ∥⟨ · ⟩1/2 J∥L∞ such that

for any (ζ, ψ) ∈ H t0+1(Rd)× H̊ t0+1(Rd) satisfying

ϵ∥ζ∥H t0+1 + ϵ2δ−1
∥Gµ

0ψ∥
2
H t0 ≤ M1, (6-4)

the operator a
µ

Jδ
[ϵζ, ϵ∇ψ] satisfies the Rayleigh–Taylor condition (6-3) with a

µ
⋆ =

1
2 . This holds in

particular, using that δ ≥ ϵM0 and Lemma 4.1, if

0< ϵM0 = ϵ
(
∥ζ0∥H ⌈t0⌉+2 +∥(Gµ

0 )
1/2ψ0∥H ⌈t0⌉+2

)
≤ M1.

Then, using as above Lemmas 4.1 and 4.2, we define C2 > 0, depending only on t0 > d
2 , such that for

all ψ ∈ H̊ t0+1(Rd) and f ∈ L2(Rd),

∥(Gµ

0ψ)(J
δ f )∥H1/2 ≤ C2δ

−1/2
∥⟨ · ⟩

1/2 J∥L∞∥(G
µ

0 )
1/2ψ∥H t0+1/2∥ f ∥L2 .

Using this estimate on the second term of ψ(α)
def
= ∂αψ−ϵ(Gµ

0ψ)(J∂
αζ ), Lemma 4.1 as well as the above

analysis on a
µ

Jδ
[ϵζ, ϵ∇ψ], we infer that for any C ′ > 1, there exists M ′ > 0 depending only on t0 > d

2 ,
∥⟨ · ⟩

1/2 J∥L∞ and C ′ such that for any (ζ, ψ) ∈ H N (Rd)× H̊ N+1/2(Rd) satisfying

ϵ∥ζ∥H t0+1 ≤ M ′ and ϵ2δ−1
∥(Gµ

0 )
1/2ψ∥2H t0+1/2 ≤ M ′, (6-5)

then for any N⋆ ∈ {⌈t0⌉+ 2, N }, we have

1
C ′

EN⋆(ζ, ψ)≤ ∥ζ∥2H N⋆ +∥(G
µ

0 )
1/2ψ∥2H N⋆ ≤ C ′EN⋆(ζ, ψ). (6-6)

We can now prove the proposition. We define C ′ = C1/3 > 1 and we introduce M ′ > 0 accordingly
so that (6-5) yields (6-6). We consider two cases. Firstly, if ϵM0 ≥ min

(
M1,

M ′
C

)
or δ > 1, then

δ ≥min
(
M1,

M ′
C , 1

) def
= δ0 where δ0 depends only on t0 > d

2 , ∥⟨ · ⟩1/2 J∥L∞ , and C > 1. Therefore we can
simply use Proposition 6.1 with s = N , using that

min(1, δmax(1,t0+3/2−N ))≥ δ0.

Secondly, we assume that ϵM0 <min(M1,M ′/C) and δ ∈ (0, 1]. Thanks to the preliminary estimates we
can apply Proposition 6.2 with MU =

√
C ′M , aµ⋆ = 1

2 and amplification factor C ′′ ∈ (1,C/(C ′)2). Hence
there exists T̃0, depending only on t0, N , max

({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
, M and C such that T ⋆

δ > T2 where
(using again that δ ≥ ϵM0 and (6-6))

T2
def
=

T̃0

ϵ
√
E⌈t0⌉+2(ζ0, ψ0)+ ϵ2δ−1E⌈t0⌉+2(ζ0, ψ0)∥| · |1/2 J∥2L∞

≥
T̃0

ϵM0(
√

C ′+C ′∥| · |1/2 J∥2L∞)
,

and for any 0≤ t ≤ T2 and any N⋆ ∈ {⌈t0⌉+ 2, N },

EN⋆(ζ δ(t, · ), ψδ(t, · ))≤ C ′′ EN⋆(ζ0, ψ0). (6-7)
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The above estimate provides the desired control provided that (6-5) and hence (6-6) holds. Using that
C ′′(C ′)2 < C , ϵM0C ≤ M ′ and δ ≥ ϵM0, we infer from (6-7) with N⋆ = ⌈t0⌉+ 2 and the continuity of
(ζ δ(t, · ), (Gµ

0 )
1/2ψδ(t, · )) in H ⌈t0⌉+2(Rd)2 that

I def
=
{
t ∈ [0, T2] : ∥ζ

δ(t, · )∥2H ⌈t0⌉+2 +∥(G
µ

0 )
1/2ψδ(t, · )∥2H ⌈t0⌉+2 ≤ C

(
∥ζ0∥

2
H ⌈t0⌉+2 +∥(G

µ

0 )
1/2ψ0∥

2
H ⌈t0⌉+2

)}
is an open subset of [0, T2]. Since it is also closed and nonempty, we have I = [0, T2]. In particular
we have that (6-6) holds on [0, T2], and hence (6-7) with N⋆ = N provides the desired control, which
concludes the proof. □

6.1. Short-time well-posedness.

Proof of Proposition 6.1. Let us first notice that we can specialize the study to the case δ = 1. Indeed, if
Proposition 6.1 holds when δ = 1, then we can apply this result with Jδ = J δ(D) where J δ = J (δ · ) and
δ > 0 is arbitrary. Noticing that for any θ ≥ 0,

1
∥⟨ · ⟩θ J δ∥L∞

≥
min(1, δθ )
∥⟨ · ⟩θ J∥L∞

,

we infer that Proposition 6.1 holds for arbitrary δ > 0. Consequently in the following we fix δ = 1.
We write (RWW2) as

∂tU + LU + N (U )= 0, (6-8)

where U = (ζ, ψ)⊤,

L
def
=

(
0 −Gµ

0
1 0

)
, and N (U )=

(
ϵGµ

0 ((J
1ζ )Gµ

0ψ)+ ϵ∇ · ((J
1ζ )∇ψ)

ϵ
2J

1
(
|∇ψ |2− (Gµ

0ψ)
2
) )

.

Let X s def
= H s(Rd)×(H̊ s+1/2(Rd)/R) be the Hilbert space (see [Lannes 2013b, Proposition 2.3] concerning

the quotient space H̊ s+1/2(Rd)/R) endowed with the inner product(
(ζ1, ψ1), (ζ2, ψ2)

)
X s

def
=

∫
Rd
(3sζ1)(3

sζ2)+ (3
s(Gµ

0 )
1/2ψ1)(3

s(Gµ

0 )
1/2ψ2) dx.

We denote | · |X s the norm associated with the inner product ( ·, · )X s . Using Lemma 4.1, one easily checks
that the (unbounded) operator iL with domain X s+1/2 is self-adjoint on X s . Hence by Stone’s theorem
(see, e.g., [Pazy 1983, Theorem 10.8]) L generates a strongly continuous group of unitary operators on
(X s, ∥ · ∥X s ), which we denote etL.

By Lemma 4.9, Lemma 4.11
(
when 0≤ s < 1

2

)
and Lemma 4.3, we have that there exists C1 > 0 and

C2 > 0 depending only on s and t0 > d
2 such that for any U ∈ H s(Rd)× H̊ s+1/2(Rd),

∥N (U )∥H s×H s+1/2 ≤

{
ϵC1∥⟨ · ⟩

t0+3/2−s J∥L∞∥U∥2H s×H̊ s+1/2 if 0≤ s ≤ t0+ 1
2 ,

ϵC1∥⟨ · ⟩
1 J∥L∞∥U∥H t0+1/2×H̊ t0+1∥U∥H s×H̊ s+1/2 if s ≥ t0+ 1

2 ,

and for any U, V ∈ H s(Rd)× H̊ s+1/2(Rd)

∥N (U )− N (V )∥H s×H s+1/2 ≤ ϵC2∥⟨ · ⟩
max(1,t0+3/2−s) J∥L∞

(
∥U + V ∥H s×H̊ s+1/2

)
∥U − V ∥H s×H̊ s+1/2 .
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Recall (see Lemma 4.1) that (X s, | · |X s ) is equivalent to H s(Rd)× H̊ s+1/2(Rd)/R and that for any µ≥ 1
and any ( f, g) ∈ H s(Rd)× H s+1/2(Rd),

∥ f ∥2H s +∥∇g∥2H s−1/2 ≤ ∥( f, g)∥2X s = ∥ f ∥2H s +∥(Gµ

0 )
1/2g∥2H s ≤ ∥ f ∥2H s +∥g∥2H s+1/2 .

We shall then apply Banach fixed-point theorem on the Duhamel formula

U = GU (0)(U ), GU0 :U 7→
(

t 7→ e−t LU0−
∫ t

0
e−(t−τ) LN (U (τ, · )) dτ

)
. (6-9)

To this aim, we define for any M > 0 and any T > 0 (determined later on) the set

X s
T,M :=

{
U ∈ C([−T, T ]; X s) : max

t∈[−T,T ]
∥U (t, · )∥2X s ≤ M

}
.

From the above, we find that for any U ∈ X s
T,M and U0 ∈ X s , GU0(U ) ∈ C([−T, T ]; X s) and∥∥∥∫ t

0
e−(t−τ) LN (U (τ, · )) dτ

∥∥∥
X s
≤ ϵ|t |C1 CJ M,

where we denote here and thereafter CJ = ∥⟨ · ⟩
max(1,t0+3/2−s) J∥L∞ ; and for any U, V ∈ X s

T , one has (by
the triangular inequality)∥∥∥∫ t

0
e−(t−τ) L

(
N (U )− N (V )

)
(τ, · ) dτ

∥∥∥
X s
≤ 2ϵ|t |C2 CJ

√
M∥(U − V )(τ, · )∥X s .

Hence, choosing M and M ′ such that 0< M ′ < M and defining T as

T =min
(√

M −
√

M ′

ϵ C1 CJ M
,

1

3ϵ C2 CJ
√

M

)
, (6-10)

we find that GU0 defines a contraction mapping in XT,M for any U0 satisfying ∥U0∥
2
X s ≤ M .

This proves the existence and uniqueness of a solution in XT,M to (6-9) with U (0)= (ζ0, ψ0)
⊤. We

deduce the uniqueness in XT
def
= C([−T, T ]; X s) from a standard continuity argument, and one easily

checks the equivalence between U ∈ XT satisfying (6-9) and U ∈ XT satisfying (6-8). Up to now
the second component of the solution as well as the second equation of (6-8) are defined up to an
additive constant. Requiring additionally that (6-8) holds in C([−T, T ]; H s−1/2(Rd)× H s(Rd)) uniquely
determines these constants — and hence U ∈ C([−T, T ]; H s(Rd)× H̊ s+1/2(Rd))— and we have ∂tU ∈
C([−T, T ]; H s−1/2(Rd)× H s(Rd)) by the above estimates for N ( · ) and straightforward bounds on L.

There remains to prove the lower bound on the maximal time of existence. We focus first on the case
s > t0+ 1

2 . From the above (and in particular uniqueness) we can define a maximal time of existence
and maximal solutions U = (ζ, ψ) ∈ C((−T⋆, T ⋆); H s(Rd)× H̊ s+1/2(Rd)). On (−T⋆, T ⋆), we have by
the above estimates

∥U (t, · )∥X s ≤ ∥U (0, · )∥X s + |t | (ϵ C1 CJ ) ∥U (t, · )∥H t0+1/2×H̊ t0+1/2∥U (t, · )∥X s (6-11)

with CJ = ∥⟨ · ⟩
1 J∥L∞ , and (augmenting C1 > 0 if necessary) the same estimate replacing s with t0+ 1

2 .
Hence defining T1 > 0 such that

1+C T1 (ϵ C1 CJ )∥U (0, · )∥X t0+1/2 = C1/3,
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and
Is

def
=
{
t ∈ [−T1, T1] ∩ (−T⋆, T ⋆) : ∀τ ∈ [0, t], ∥U (τ, · )∥2X s ≤ C ∥U (0, · )∥2X s

}
,

we infer (since C2/3 < C) that Is ∩ It0+1/2 is an open subset of [−T1, T1] ∩ (−T⋆, T ⋆). Since it is also
closed and nonempty, Is ∩ It0+1/2 = [−T1, T1] ∩ (−T⋆, T ⋆), and hence (arguing as in Corollary 6.7)
min(T⋆, T ⋆) > T1. If now s ≤ t0+ 1

2 , taking M = C∥U0∥
2
X s and M ′ = ∥U0∥

2
X s (if U0 ̸= (0, 0) in which

case the result is trivial) in (6-10) provides immediately the corresponding lower bound for T⋆ and T ⋆.
Gathering the two previous results, we find that there exists T0 > 0 depending only on C and C1, such that

min(T⋆, T ⋆)≥
T0

ϵ
(
∥ζ0∥Hmin(s,t0+1/2) +∥(Gµ

0 )
1/2ψ0∥Hmin(s,t0+1/2)

)
∥⟨ · ⟩max(1,t0+3/2−s) J∥L∞

.

A subtlety arises as ∥∇ψ0∥H s−1/2 does not control ∥(Gµ

0 )
1/2ψ0∥H s with a uniform bound with respect to

µ≥ 1 (see Lemma 4.1). Yet the desired result follows from the following additional ingredient. Applying√
|D|/tanh(

√
µ|D|)⟨D⟩−1/2 to both equations in (RWW2) and following the above arguments but with a

careful use of Lemma 4.9, we infer that there exists C̃1 > 0 depending only on s and s⋆
def
= min

(
s, t0+ 1

2

)
such that for any t ∈ [0, T ⋆)

∥U (t, · )∥X s ≤ ∥U (0, · )∥X s + |t | (ϵ C̃1 CJ ) ∥U (t, · )∥X̃ s⋆∥U (t, · )∥X s ,

∥U (t, · )∥X̃ s⋆ ≤ ∥U (0, · )∥X̃ s⋆ + |t | (ϵ C̃1 CJ ) ∥U (t, · )∥2X̃ s⋆ ,

where we define ∥U∥X̃ s⋆
def
=
∥∥√|D|/tanh(

√
µ|D|)⟨D⟩−1/2U

∥∥
X s⋆ , and notice that

1
√
µ
∥ζ∥2H s⋆−1/2 +∥∇ζ∥

2
H s⋆−1 +∥∇ψ∥

2
H s⋆−1/2 ≲ ∥(ζ, ψ)∥

2
X̃ s⋆ ≲ ∥ζ∥

2
H s⋆ +∥∇ψ∥

2
H s⋆−1/2 .

Hence proceeding as previously we infer first the control of ∥U (t, · )∥X̃ s⋆ , then the control of ∥U (t, · )∥X s

(with the amplification factor C > 1), for t ∈ [−T̃1, T̃1] with T̃1 = T̃0/(ε∥U∥X̃ s⋆∥⟨ · ⟩
t0+3/2−s⋆ J∥L∞)

where T̃0 depends only on C and C̃1. The proof of Proposition 6.1 is now complete. □

Corollary 6.7. Under the assumptions of Proposition 6.1, denote T ⋆(ζ0, ψ0; s) ∈ (0,+∞] the maximal
time of existence associated with initial data (ζ0, ψ0) ∈ H s(Rd)× H̊ s+1/2(Rd) and index s ≥ 0, defined
as the supremum of T > 0 such that there exists (ζ, ψ) ∈ C([0, T ]; H s(Rd)× H̊ s+1/2(Rd)) solution to
(RWW2) with initial data (ζ, ψ)|t=0 = (ζ0, ψ0).

If (ζ0, ψ0) ∈ H s(Rd) × H̊ s+1/2(Rd) with s > d
2 +

1
2 , then T ⋆(ζ0, ψ0; s) = T ⋆(ζ0, ψ0; s ′) for any

s ′ ∈
( d

2 +
1
2 , s

]
and one has the blowup criterion

T ⋆(ζ0, ψ0; s) <∞ =⇒ ∀s ′ ∈
(d

2
+

1
2
, s
]
, ∥ζ(t, · )∥H s′ +∥(Gµ

0 )
1/2ψ(t, · )∥H s′−1/2 →∞ as t ↗ T ⋆.

The corresponding result also holds for the (negative) minimal time of existence.

Proof. Let s and s ′ such that s ≥ s ′ > d
2 +

1
2 , and (ζ0, ψ0) ∈ H s(Rd)× H̊ s+1/2(Rd). Denote for simplicity

T ⋆
s⋆

def
= T ⋆(ζ0, ψ0; s⋆) for s⋆ ∈ {s, s ′}. From Proposition 6.1 and Lemma 4.1 we have (reasoning by

contradiction and using a suitable sequence of times approaching T ⋆
s )

T ⋆
s <∞ =⇒ ∥ζ(t, · )∥H s +∥(Gµ

0 )
1/2ψ(t, · )∥H s−1/2 →∞ as t ↗ T ⋆

s .
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From the uniqueness in Proposition 6.1, we have obviously T ⋆
s ≤ T ⋆

s′ and there remains to prove that
T ⋆

s ≥ T ⋆
s′ . We argue by contradiction and assume T ⋆

s < T ⋆
s′ (and in particular T ⋆

s <∞). Thus (ζ, ψ) ∈
C([0, T ⋆

s ]; H s′(Rd)× H̊ s′+1/2(Rd)). Set M ′ def
= maxt∈[0,T ⋆s ]

(
∥ζ(t, · )∥H s′ +∥(Gµ

0 )
1/2ψ(t, · )∥H s′

)
. We use

once again the tame estimates (6-11) obtained in the proof of Proposition 6.1, and Lemma 4.1: there
exists C > 0, depending on ϵ, s ′, s and Jδ such that for any t ∈ [0, T ⋆

s ),

∥(ζ, (Gµ

0 )
1/2ψ)(t, · )∥H s×H s ≤ ∥(ζ, (Gµ

0 )
1/2ψ)(0, · )∥H s×H s + |t |C M ′ ∥(ζ, (Gµ

0 )
1/2ψ)(t, · )∥H s×H s .

Grönwall’s inequality provides the desired contradiction. □

Remark 6.8. In order to certify that the initial-value problem for (RWW2) is (unconditionally and
locally-in-time) well-posed in H s(Rd)× H̊ s+1/2(Rd) in the sense of Hadamard, one should discuss the
regularity of the solution map

8 : (ζ0, ψ0) ∈ H s(Rd)× H̊ s+1/2(Rd) 7→ (ζ, ψ) ∈ C
(
[−T, T ]; H s(Rd)× H̊ s+1/2(Rd)

)
.

The proof of Proposition 6.1 readily shows that the solution map is Lipschitz from any ball of H s(Rd)×

H̊ s+1/2(Rd) to C([−T, T ]; H s(Rd)× H̊ s+1/2(Rd)) (with T sufficiently small), and the estimates therein
allow to prove that the solution map 8 is in fact analytic (and hence infinitely differentiable), in the sense
that for any U0

def
= (ζ0, ψ0) ∈ H s(Rd)× H̊ s+1/2(Rd) in a given ball and restricting to T > 0 sufficiently

small we can write

8(U0)=

∞∑
k=1

8k(U0, . . . ,U0),

where the operators 8k :
(
H s(Rd)× H̊ s+1/2(Rd)

)k
→ C

(
[−T, T ]; H s(Rd)× H̊ s+1/2(Rd)

)
are continuous

k-multilinear and the series is normally convergent.

6.2. Large-time well-posedness; proof of Proposition 6.2. In this section we provide the proof of
Proposition 6.2. It follows from suitable energy estimates on smooth solutions to (RWW2). Here and
henceforth, we refer to (ζ, ψ) as a smooth (local-in-time) solution to (RWW2) when there exists an
interval I ⊂ R such that

∀N ∈ N, (ζ, ψ) ∈ C1(I ; H N (Rd)× H̊ N+1/2(Rd))

and (RWW2) holds for any t ∈ I . The existence of smooth solutions (for smooth initial data) follows from
Proposition 6.1 and Corollary 6.7. In Section 6.2.1 we extract a “quasilinear structure”3 of the system,
which is then used in Section 6.2.2 to infer the control of suitable energy functionals. The completion of
the proof is postponed to Section 6.2.3.

As in the previous section, let us notice that we can specialize the study to the case δ = 1. Indeed,
assume that Proposition 6.2 holds with δ = 1. Then for any δ ∈ (0, 1] we can apply the result with
Jδ = J δ(D) where J δ = J (δ· ). Since MJ δ ≤ MJ and ∥| · |1/2 J δ∥2L∞ = δ

−1
∥| · |

1/2 J∥2L∞ , we find that

3As mentioned in the introduction and proved in Proposition 6.1, the nature of (RWW2) is in fact semilinear. We refer to the
structure of (6-14)–(6-15) as quasilinear in the sense that we will refuse to make use of the full regularization effects of Jδ but
will rather obtain improved energy estimates using the skew-symmetry of the leading-order contributions of the system. The
system is genuinely quasilinear if Jδ is regularizing of order −m with m ∈

[ 1
2 , 1

)
but not regularizing of order −1.
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Proposition 6.2 holds with arbitrary δ ∈ (0, 1]. Consequently we fix δ = 1 in the following, and denote for
simplicity J

def
= J1.

6.2.1. Quasilinearization.

Proposition 6.9. Let d ∈ {1, 2}, t0 > d
2 , N ∈ N with N ≥ t0 + 2. There exists C > 0 such that for any

ϵ ≥ 0, µ≥ 1, J regular rectifier, and (ζ, ψ) smooth solution to (RWW2), the following holds. Let α ∈ Nd

a multi-index. If |α| ≤ N − 1, we have

∂t∂
αζ −Gµ

0 ∂
αψ = ϵR(α)1 , (6-12)

∂t∂
αψ + ∂αζ = ϵR(α)2 , (6-13)

with

∥R(α)1 ∥L2 ≤ C ∥J∥L∞
(
∥∇ψ∥H t0∥ζ∥H N +∥ζ∥H t0+1∥∇ψ∥H N−1

)
,

∥R(α)2 ∥L2 ≤ C ∥J∥L∞ ∥∇ψ∥H t0∥∇ψ∥H N−1,

whereas if |α| = N ,

∂tζ(α)−Gµ

0ψ(α)+ ϵ∇ · ((Jζ(α))∇ψ)= ϵ R̃(α)1 , (6-14)

∂tψ(α)+ a
µ
J [ϵζ, ϵ∇ψ]ζ(α)+ ϵJ(∇ψ · ∇ψ(α))= ϵ R̃(α)2 + ϵ

2 R̃(α)3 , (6-15)

with ζ(α)
def
= ∂αζ and ψ(α)

def
= ∂αψ − ϵ(Gµ

0ψ)(J∂
αζ ), aµJ defined in (6-1) and

∥R̃(α)1 ∥L2 ≤ C ∥J∥L∞
(
∥∇ψ∥H t0+1∥ζ∥H N +∥ζ∥H t0+2∥∇ψ∥H N−1

)
,

∥R̃(α)2 ∥H1/2 ≤ C
(
∥J∥L∞ ∥∇ψ∥H t0∥∇ψ∥H N−1/2 +max

({
∥J∥L∞, ∥| · |∇ J∥L∞

})
∥∇ψ∥H t0+1∥ψ(α)∥H1/2

)
,

∥R̃(α)3 ∥H1/2 ≤ C ∥⟨ · ⟩1/2 J∥L∞ max
({
∥J∥L∞, ∥| · |∇ J∥L∞

})
×∥∇ψ∥H t0

(
∥∇ψ∥H t0+1∥ζ∥H N +∥ζ∥H t0+2∥∇ψ∥H N−1

)
.

Proof. We first focus on the first equation. By the second estimate in Lemma 4.9 (with r = 0) and the fact
that ∥J∥H s→H s = ∥J∥L∞ and (see Lemma 4.1) ∥Gµ

0 ∥H̊ s+1→H s = 1 for any s ∈ R and µ > 0, we get

∥Gµ

0 ((Jζ )G
µ

0ψ)+∇ · ((Jζ )∇ψ)∥H N−1 ≲ ∥J∥L∞∥ζ∥H t0+1∥∇ψ∥H N−1 +∥J∥L∞∥ζ∥H N ∥∇ψ∥H t0 .

This provides the estimate for R(α)1 for |α| ≤ N − 1. We consider now the case |α| = N . We differentiate
α times the first equation of (RWW2). We get

∂t∂
αζ −Gµ

0 ∂
αψ + ϵGµ

0 ((J∂
αζ )Gµ

0ψ)+ ϵ∇ · ((J∂
αζ )∇ψ)= ϵ

∑
β+γ=α

0≤|β|≤N−1

A(β,γ )
def
= ϵ R̃(α)1 ,

where

A(β,γ ) = C(β, γ )
(
Gµ

0 ((J∂
βζ )Gµ

0 ∂
γψ)+∇ · ((J∂βζ )∇∂γψ)

)
.

If |β| = 0 or |β| = 1 using the first estimate in Lemma 4.9 (with s = 0 and r = 1− |β|), we get

∥A(β,γ )∥L2 ≲ ∥J∂βζ∥H t0+2−|β|∥∂γ∇ψ∥H |β|−1 ≲ ∥J∥L∞∥ζ∥H t0+2∥∇ψ∥H N−1 .
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If 2≤ |β| ≤ N − 1, we obtain by the triangular inequality and the product estimate in Lemma 4.3 with
s1 = N − |β|, s2 = t0+ 1− |γ |, s ′1 = t0+ 2− |β|, s ′2 = N − 1− |γ |,

∥A(β,γ )∥L2 ≤ ∥(J∂βζ )(Gµ

0 ∂
γψ)∥H1 +∥(J∂βζ )(∇∂γψ)∥H1

≲ ∥Jζ∥H N
(
∥Gµ

0ψ∥H t0+1 +∥∇ψ∥H t0+1
)
+∥Jζ∥H t0+2

(
∥Gµ

0ψ∥H N−1 +∥∇ψ∥H N−1
)

≲ ∥J∥L∞∥∇ψ∥H t0+1∥ζ∥H N +∥J∥L∞∥ζ∥H t0+2∥∇ψ∥H N−1 .

This concludes the estimate for R̃(α)1 .

We now focus on the second equation of (RWW2). First we notice that, by Lemma 4.3,∥∥J(|∇ψ |2− (Gµ

0ψ)
2)∥∥

H N−1 ≲ ∥J∥L∞∥∇ψ∥H t0∥∇ψ∥H N−1 .

This provides the estimate for R(α)2 for |α| ≤ N −1. Now we consider the case |α| = N . Differentiating α
times the second equation of (RWW2), we get

∂t∂
αψ + ∂αζ + ϵJB(α) = ϵ

∑
β+γ=α

1≤|β|≤N−1

JB(β,γ )
def
= ϵ R̃(α)2,i

with
B(α)

def
= ∇ψ · (∇∂αψ)− (Gµ

0ψ)(G
µ

0 ∂
αψ)

and
B(β,γ )

def
= C(β, γ )

(
(∇∂βψ) · (∇∂γψ)− (Gµ

0 ∂
βψ)(Gµ

0 ∂
γψ)

)
.

Then, using the unknown ψ(α)
def
= ∂αψ − ϵ(Gµ

0ψ)(J∂
αζ ), we can rewrite the previous equation as

∂tψ(α)+ ζ(α)+ ϵ(G
µ

0 ∂tψ)(Jζ(α))+ ϵ(G
µ

0ψ)(J∂tζ(α))+ ϵJB(α) = ϵ R̃(α)2,i

and using (6-14) and reorganizing terms,

∂tψ(α)+ ã[ϵJζ, ϵ∇ψ]ζ(α)+ ϵJ
(
(∇ψ) · (∇ψ(α))− (G

µ

0ψ)(G
µ

0ψ(α))
)
+ ϵ(Gµ

0ψ)(JGµ

0ψ(α))

= ϵ R̃(α)2,i − ϵ
2(Gµ

0ψ)(JR̃(α)1 )

where

ã[ϵJζ, ψ]ζ(α) = ζ(α)+ ϵ(G
µ

0 ∂tψ)(Jζ(α))− ϵ
2(Gµ

0ψ)(J∇ · ((Jζ(α))∇ψ))

+ ϵ2J
(
(∇ψ) · ∇{(Gµ

0ψ)(Jζ(α))}
)
− ϵ2J

(
(Gµ

0ψ)(G
µ

0 {(G
µ

0ψ)(Jζ(α))})
)

= a
µ
J [ϵζ, ψ]ζ(α)+ ϵ(G

µ

0 (∂tψ + ζ ))(Jζ(α))− ϵ
2(Gµ

0ψ)(J∇ · ((Jζ(α))∇ψ))

+ ϵ2J
(
(∇ψ) · ∇{(Gµ

0ψ)(Jζ(α))}
)
− ϵ2J

(
(Gµ

0ψ)
(
(Gµ

0 − |D|){(G
µ

0ψ)(Jζ(α))}
))
.

Let us estimate each of the contributions.

• We get from the second product estimates of Lemma 4.3
(
with s= 1

2 , s1=N− 1
2−|β|, s2= t0+1−|γ |,

s ′1 = t0+ 1− |β|, s ′2 = N − 1
2 − |γ |

)
and Lemma 4.1

∥R̃(α)2,i ∥H1/2 ≤ ∥J∥L∞
∑

β+γ=α
1≤|β|≤N−1

∥B(β,γ )∥H1/2 ≲ ∥J∥L∞∥∇ψ∥H t0+1∥∇ψ∥H N−1/2 .
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• Denoting

R̃(α)2,i i
def
= −J

(
(Gµ

0ψ)(G
µ

0ψ(α))
)
+ (Gµ

0ψ)(JGµ

0ψ(α))

and by the commutator estimate in Lemma 4.5 with s = 1
2 and Lemma 4.1, we have

∥R̃(α)2,i i∥H1/2 ≲ max
({
∥J∥L∞, ∥| · |∇ J∥L∞

})
∥∇ψ∥H t0+1∥∇ψ(α)∥H−1/2 .

• We have by Lemmas 4.2 and 4.1

∥(Gµ

0ψ)(JR̃(α)1 )∥H1/2 ≲ ∥Gµ

0ψ∥H t0∥JR̃(α)1 ∥H1/2 ≤ ∥∇ψ∥H t0∥JR̃(α)1 ∥H1/2

and by the previously obtained estimate on R̃(α)1 , and that ∥J∥L2→H1/2 = ∥⟨ · ⟩
1/2 J∥L∞ ,

∥JR̃(α)1 ∥H1/2 ≲ ∥⟨ · ⟩1/2 J∥L∞
(
∥J∥L∞∥∇ψ∥H t0+1∥ζ∥H N +∥J∥L∞∥ζ∥H t0+2∥∇ψ∥H N−1

)
.

• Rewriting

R̃(α)3,i
def
= J

(
(∇ψ) · (∇{(Gµ

0ψ)(Jζ(α))})
)
− (Gµ

0ψ)(J∇ · ((Jζ(α))∇ψ))

= [J,Gµ

0ψ]
(
(∇ψ) · (J∇ζ(α))

)
+ J

(
(∇ψ) · ((Jζ(α))(∇Gµ

0ψ))
)
− (Gµ

0ψ)(J{(Jζ(α))(1ψ)}),

we find using as above Lemma 4.5 for the first contribution and Lemma 4.2 for the other ones

∥R̃(α)3,i ∥H1/2 ≲ max
({
∥J∥L∞, ∥| · |∇ J∥L∞

})
∥∇ψ∥H t0+1∥∇ψ∥H t0∥J∇ζ(α)∥H−1/2

+∥J∥L∞∥∇ψ∥H t0+1∥∇ψ∥H t0∥Jζ(α)∥H1/2 .

• Then, we easily find, since |tanh(
√
µ|ξ |)− 1| ≤ |tanh(|ξ |)− 1|≲ ⟨ξ⟩−3/2 for any ξ ∈ R+, that

R̃3,i i
def
= −J

(
(Gµ

0ψ)(G
µ

0 {(G
µ

0ψ)(Jζ(α))})
)
+ J

(
(Gµ

0ψ)(|D|{(G
µ

0ψ)(Jζ(α))})
)

=−J
(
(Gµ

0ψ)(|D|(tanh(
√
µ|D|)− 1){(Gµ

0ψ)(Jζ(α))})
)

can be estimated as
∥R̃(α)3,i i∥H1/2 ≲ ∥J∥L∞∥∇ψ∥

2
H t0∥Jζ(α)∥L2 .

• Finally, we set

R̃(α)3,i i i
def
=
(
Gµ

0 (∂tψ + ζ )
)
(Jζ(α))

=−
ϵ

2

(
Gµ

0 J(|∇ψ |
2
− (Gµ

0ψ)
2)
)
(Jζ(α))

(where we used the first equation of (RWW2)) and by Lemma 4.2

∥R̃(α)3,i i i∥H1/2 ≲ ϵ∥J∥L∞∥∇ψ∥H t0+1∥∇ψ∥H t0∥Jζ(α)∥H1/2 .

We conclude combining the above estimates and the fact that ∥Jζ(α)∥H1/2 ≤ ∥⟨ · ⟩
1/2 J∥L∞∥ζ∥H N . □

Remark 6.10. Several contributions in R̃(α)3 (but also in R̃(α)2 via the control of ∥∇ψ∥H N−1/2) require the
regularizing properties of J to be controlled. A more careful analysis shows that most — but not all —
contributions could be tackled through additional terms on the Rayleigh–Taylor operator. Shortly put, if
we set J= Id, then Proposition 6.9 holds with suitable estimates on the remainders (by which we mean
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controlled by the energy functional) if we replace a
µ

Id[ϵζ, ϵ∇ψ]ζ(α) with ã
µ

Id[ϵζ, ϵ∇ψ]ζ(α)+ bα(ζ, ψ),
where

ã
µ

Id[ϵζ, ϵ∇ψ]ζ

=
(
1+ ϵ(Gµ

0 ∂tψ)+ ϵ
2(∇ψ) · (∇Gµ

0ψ)− ϵ
2(Gµ

0ψ)(1ψ)
)
ζ(α)− ϵ

2((Gµ

0ψ)|D|{(G
µ

0ψ)ζ(α)}
)

(6-16)

and

bα(ζ, ψ)= ϵ
∑

|β|=1, β≤α

(
α

β

)(
(Gµ

0 ∂
βψ)(Gµ

0 ∂
α−βψ)+ ϵ(Gµ

0ψ)G
µ

0

(
(Gµ

0 ∂
βψ)(∂α−βζ )

))
. (6-17)

The contribution bα(ζ, ψ) is “bad” in the sense that it cannot be estimated as an order-zero term and
has no particular skew-symmetric structure (when tested against Gµ

0ψ(α)). It can be seen as the genuine
source of instability for the system (RWW2).

6.2.2. Energy estimates. This section is devoted to the proof of energy estimates on smooth solutions
to (RWW2). We start with some elementary results which provide useful tools for the comparison of the
energy functional, EN (ζ, ψ), defined in (6-2), and suitable norms of (ζ, ψ).

Lemma 6.11. Let d ∈ {1, 2}, t0 > d
2 and N ∈ N with N ≥ t0+ 3

2 . There exists C > 0 such that for any
ϵ ≥ 0, µ≥ 1, ζ ∈ H N (Rd) and ψ ∈ H̊ N+1/2(Rd), and α ∈ Nd with |α| = N ,

∥∇ψ∥H t0 ≤ ∥(G
µ

0 )
1/2ψ∥H t0+1/2 ≤ ∥(Gµ

0 )
1/2ψ∥H N−1,

∥∇ψ∥H N−1 ≤ C
(
∥(Gµ

0 )
1/2ψ∥H N−1 + sup

|β|=N
∥(Gµ

0 )
1/2ψ(β)∥L2 + ϵ∥J∥L∞∥∇ψ∥H t0∥ζ∥H N

)
,

∥ψ(α)∥H1/2 ≤ C
(
∥(Gµ

0 )
1/2ψ∥H N−1 + sup

|β|=N
∥(Gµ

0 )
1/2ψ(β)∥L2 + ϵ∥J∥L∞∥∇ψ∥H t0∥ζ∥H N

)
,

∥∂αψ∥H1/2 ≤ C
(
∥(Gµ

0 )
1/2ψ(α)∥L2 + ϵ∥⟨ · ⟩1/2 J∥L∞∥∇ψ∥H t0∥ζ∥H N

)
,

where we recall that ψ(α)
def
= ∂αψ − ϵ(Gµ

0ψ)(J∂
αζ ).

Proof. The first inequality has been proved in Lemma 4.1. Then the following holds for any β ∈ Nd with
|β| = N :

∥∂βψ∥L2 ≤

∥∥∥∥(1+ |D|2)1/4|D|
(Gµ

0 )
1/2∂βψ

∥∥∥∥
L2
≤

∥∥∥∥( 1
|D|
+

1
(1+ |D|2)1/4

)
(Gµ

0 )
1/2∂βψ

∥∥∥∥
L2

≤ ∥(Gµ

0 )
1/2ψ∥H N−1 +∥(Gµ

0 )
1/2∂βψ∥H−1/2

and, since ∂βψ = ψ(β)+ ϵ(G
µ

0ψ)(J∂
βζ ),

∥(Gµ

0 )
1/2∂βψ∥H−1/2 ≤ ∥Pψ(β)∥H−1/2 + ϵ∥(Gµ

0ψ)J∂
βζ∥L2 ≲ ∥Pψ(β)∥L2 + ϵ∥J∥L∞∥∇ψ∥H t0∥∂

βζ∥L2

where we use Lemma 4.1 and the continuous Sobolev embedding H t0(Rd)⊂ L∞(Rd). The control of
∥∂βψ∥L2 , and hence ∥∇ψ∥H N−1 using the first inequality, immediately follows. We infer the same control
on ∥ψ(α)∥L2 which, combined with ∥∇ψ(α)∥H−1/2 ≤ ∥(Gµ

0 )
1/2ψ(α)∥L2 (see Lemma 4.1), yields the third

inequality. Finally,

∥∇∂αψ∥H−1/2 ≤ ∥(Gµ

0 )
1/2∂αψ∥L2 ≤ ∥(Gµ

0 )
1/2ψ(α)∥L2 + ϵ∥(Gµ

0ψ)J∂
αζ∥H1/2
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and, by the product estimate in Lemma 4.2

∥(Gµ

0ψ)J∂
αζ∥H1/2 ≲ ∥∇ψ∥H t0∥Jζ∥H N+1/2 ≤ ∥⟨ · ⟩

1/2 J∥L∞∥∇ψ∥H t0∥ζ∥H N ,

and the fourth inequality follows. □

Now we are ready to prove the following key estimates.

Proposition 6.12. Let d ∈ {1, 2}, t0 > d
2 , N ∈N with N ≥ t0+2, aµ⋆ > 0, MJ ,MU > 0. There exists C > 0

such that for any ϵ ≥ 0, µ≥ 1, regular rectifier J (see Definition 3.1) with max
({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
≤

MJ , and any (ζ, ψ) smooth solution to (RWW2) on the time interval I ⊂ R and satisfying for any t ∈ I

ϵM(t) def
= ϵ

(
∥ζ(t, · )∥H t0+2 +∥∇ψ(t, · )∥H t0+1

)
≤ MU

and the Rayleigh–Taylor condition (with a
µ
J defined in (6-1))

∀ f ∈ L2(Rd),
(

f, aµJ [ϵζ(t, · ), ϵ∇ψ(t, · )] f
)

L2 ≥ aµ⋆ ∥ f ∥2L2,

one has for any t ∈ I ,

d
dt

EN (ζ(t, · ), ψ(t, · ))≤ C
(
ϵM(t)+∥| · |1/2 J∥2L∞ϵ

2 M(t)2
)
EN (ζ(t, · ), ψ(t, · )),

where the functional EN is defined in (6-2).

Proof. In this proof, we denote by C a constant which depends uniquely on N and t0, and by CM a
constant which depends additionally and nondecreasingly on MU and MJ . They vary from line to line.
Let α ∈ Nd and consider Proposition 6.9.

When |α| ≤ N − 1, we sum the L2(Rd) inner product of (6-12) against ∂αζ and the L2(Rd) inner
product of (6-13) in with Gµ

0 ∂
αψ . It follows, using Cauchy–Schwarz inequality and Lemma 4.1, that

d
dt

(
∥∂αζ∥2L2 +∥∂

α(Gµ

0 )
1/2ψ∥2L2

)
≤ ϵ C ∥J∥L∞

(
∥∇ψ∥H t0+1∥ζ∥2H N +∥ζ∥H t0+2∥ζ∥H N ∥∇ψ∥H N−1 +∥∇ψ∥H t0+1∥∇ψ∥2H N−1

)
. (6-18)

When |α| = N , we sum the L2(Rd) inner product of (6-14) against aµJ [ϵζ, ϵ∇ψ]ζ(α) and the L2(Rd)

inner product of (6-15) with Gµ

0ψ(α), where we recall the notations

ζ(α)
def
= ∂αζ and ψ(α)

def
= ∂αψ − ϵ(Gµ

0ψ)(Jζ(α)).

This yields

1
2

d
dt

((
ζ(α), a

µ
J [ϵζ, ϵ∇ψ]ζ(α)

)
L2 +∥(G

µ

0 )
1/2ψ(α)∥

2
L2

)
=

1
2

(
ζ(α),

[
∂t , a

µ
J [ϵζ, ϵ∇ψ]

]
ζ(α)

)
L2 +

ϵ

2

(
[J,Gµ

0 Jζ ]∂tζ(α), ζ(α)
)

L2 (6-19a)

− ϵ
(
∇ · ((Jζ(α))∇ψ), a

µ
J [ϵζ, ϵ∇ψ]ζ(α)

)
L2 − ϵ

(
J(∇ψ · ∇ψ(α)),Gµ

0ψ(α)
)

L2 (6-19b)

+ ϵ
(
R̃(α)1 , a

µ
J [ϵζ, ϵ∇ψ]ζ(α))L2 + ϵ

(
R̃(α)2 + ϵ R̃(α)3 ,Gµ

0ψ(α)
)

L2 . (6-19c)

We now estimate each term on the right-hand side of (6-19).
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Contributions in (6-19a). By direct inspection, we find[
∂t , a

µ
J [ϵζ, ϵ∇ψ]

]
ζ(α)

= ϵ(Gµ

0 J∂tζ )Jζ(α)− ϵ
2J
(
(Gµ

0 ∂tψ)|D|{(G
µ

0ψ)(Jζ(α))}− ϵ
2J(Gµ

0ψ)|D|{(G
µ

0 ∂tψ)(Jζ(α))}
)

and hence, using triangular inequality and product estimates in Lemma 4.2,∥∥[∂t ,a
µ
J [ϵζ,ϵ∇ψ]

]
ζ(α)

∥∥
L2 ≲ϵ ∥J∥2L∞∥∂tζ∥H t0+1∥ζ(α)∥L2+ϵ2

∥| · |
1/2 J∥2L∞∥∂t∇ψ∥H t0∥∇ψ∥H t0∥ζ(α)∥L2 .

Using (RWW2) and the first inequality in Lemma 4.9 (with s = t0+ 1, r = 1) we have

∥∂tζ∥H t0+1 ≤ ∥∇ψ∥H t0+1 + ϵ C ∥J∥L∞∥ζ∥H t0+2 ∥∇ψ∥H t0 ,

and by the product estimate in Lemma 4.2 we infer

∥∂t∇ψ∥H t0 ≤ ∥ζ∥H t0+1 + ϵ C∥J∥L∞∥∇ψ∥H t0∥∇ψ∥H t0+1 .

By Cauchy–Schwarz inequality and collecting the above, we find∣∣(ζ(α), [∂t , a
µ
J [ϵζ, ϵ∇ψ]

]
ζ(α)

)
L2

∣∣
≤ ϵCM∥∇ψ∥H t0+1∥ζ(α)∥

2
L2 + ϵ

2 C ∥⟨ · ⟩1/2 J∥2L∞
(
∥ζ∥H t0+2 +∥∇ψ∥H t0+1

)2
∥ζ(α)∥

2
L2 . (6-20)

For the second term in (6-19a), we have by Lemma 4.5 with s = 0,∥∥[J,Gµ

0 Jζ ]∂tζ(α)
∥∥

L2 ≤ C max
({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
∥∇Jζ∥H t0+1∥∂tζ(α)∥H−1

which yields, proceeding as above but with the second inequality in Lemma 4.9 (with s = N − 1)∣∣ ϵ
2
(
[J,Gµ

0 Jζ ]∂tζ(α), ζ(α)
)

L2

∣∣≤ ϵ CM∥ζ∥H t0+2
(
∥ζ∥H N +∥∇ψ∥H N−1

)
∥ζ(α)∥L2 . (6-21)

Contributions in (6-19b). Using integration by parts and that J is self-adjoint, we find(
∇ · ((Jζ(α))∇ψ), a

µ
J [ϵζ, ϵ∇ψ]ζ(α)

)
L2

=
(
∇ · ((Jζ(α))∇ψ), ζ(α)− ϵ(G

µ

0 Jζ )Jζ(α)− ϵ
2J
(
(Gµ

0ψ)|D|{(G
µ

0ψ)(Jζ(α))}
))

L2

=
1
2
(
(Jζ(α))1ψ, ζ(α)

)
L2 −

1
2
(
[J,∇ψ]∇ζ(α), ζ(α)

)
L2

−
ϵ
2
(
(Jζ(α))1ψ, (G

µ

0 Jζ )Jζ(α)
)

L2 +
ϵ
2
(
(Jζ(α))∇ψ, (Jζ(α))∇(G

µ

0 Jζ )
)

L2

−
ϵ2

2
(
(Jζ(α))1ψ, J

(
(Gµ

0ψ)|D|{(G
µ

0ψ)(Jζ(α))}
))

L2

+
ϵ2

2
(
(Jζ(α))∇ψ, J

(
{∇(Gµ

0ψ)}|D|{(G
µ

0ψ)(Jζ(α))}
))

L2

+
ϵ2

2
(
(Jζ(α))∇ψ, J

(
(Gµ

0ψ)|D|
{
{∇(Gµ

0ψ)}(Jζ(α))
}))

L2

−
ϵ2

2
(
ζ(α), J

[
J
(
(Gµ

0ψ)|D|{(G
µ

0ψ)•}
)
,∇ψ

]
· ∇Jζ(α)

)
L2 .

The first two contributions are easily estimated, using Lemma 4.5 with s = 0, as

| ⋆ | ≤ C max
({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
∥∇ψ∥H t0+1∥ζ(α)∥

2
L2 .
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The next two are straightforward by the continuous embedding H t0(Rd)⊂ L∞(Rd):

| ⋆ | ≤ ϵ2 C ∥J∥3L∞ ∥∇ψ∥H t0+1∥ζ∥H t0+2∥ζ(α)∥
2
L2 .

For the next three, we use the regularizing effect of J and obtain by a repeated use of the product estimates
in Lemma 4.2

| ⋆ | ≤ ϵ2 C ∥J∥L∞∥⟨ · ⟩
1/2 J∥2L∞ ∥∇ψ∥

3
H t0+1∥ζ(α)∥

2
L2 .

Finally, for the last term, we decompose

J
[
J
(
(Gµ

0ψ)|D|{(G
µ

0ψ)•}
)
,∇ψ

]
∇Jζ(α) = J2((Gµ

0ψ)
[
|D|,∇ψ

]
{(Gµ

0ψ)∇Jζ(α)}
)

+ J
[
J,∇ψ]

(
(Gµ

0ψ)|D|{(G
µ

0ψ)∇Jζ(α)}
)
.

We estimate the right-hand side in L2(Rd) thanks the regularizing effect of J, and the commutator
estimates in Lemma 4.4 (see also Lemma 4.6) and Lemma 4.5 with s =−1

2 , and again product estimates
in Lemma 4.2, which yields by Cauchy–Schwarz inequality

| ⋆ | ≤ ϵ2 C max
({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
∥⟨ · ⟩

1/2 J∥2L∞ ∥∇ψ∥
3
H t0+1∥ζ(α)∥

2
L2 .

Collecting the above, we find∣∣ϵ(∇ · ((Jζ(α))∇ψ), aµJ [ϵζ, ϵ∇ψ]ζ(α))L2

∣∣
≤ ϵ CM∥∇ψ∥H t0+1

(
1+ ϵ2

∥⟨ · ⟩
1/2 J∥2L∞∥∇ψ∥

2
H t0+1

)
∥ζ(α)∥

2
L2 . (6-22)

Next, we have(
J(∇ψ · ∇ψ(α)),Gµ

0ψ(α)
)

L2 =
1
2

(
[J,∇ψ] · ∇ψ(α),Gµ

0ψ(α)
)

L2 −
1
2

(
[Tµ,∇ψ] · J∇ψ(α),∇ψ(α)

)
L2,

where we denote

Tµ
def
= −

tanh(
√
µ|D|)
|D|

∇.

Using Lemma 4.1 and the commutator estimates in Lemma 4.5 with s = 1
2 (see also Lemma 4.6) we find∣∣ϵ(J(∇ψ ·∇ψ(α)),Gµ

0ψ(α)
)

L2

∣∣≤ ϵ C max
({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
∥∇ψ∥H t0+1∥(Gµ

0 )
1/2ψ(α)∥

2
L2 . (6-23)

Contributions in (6-19c). We have by Lemma 4.2,

∥a
µ
J [ϵζ, ϵ∇ψ]ζ(α)∥L2 ≤ ∥ζ(α)∥L2

(
1+ ϵ∥J∥2L∞∥ζ∥H t0+1 + ϵ2

∥⟨ · ⟩
1/2 J∥2L∞∥∇ψ∥

2
H t0

)
and hence by the estimate for R̃(α)1 ∈ L2(Rd) displayed in Proposition 6.9,∣∣ϵ(R̃(α)1 , a

µ
J [ϵζ, ϵ∇ψ]ζ(α))L2

∣∣≤ ϵ CM∥ζ∥H N
(
∥∇ψ∥H t0+1∥ζ∥H N +∥ζ∥H t0+2∥∇ψ∥H N−1

)
. (6-24)

Finally, using Lemma 4.1 and the estimates for R̃(α)2 , R̃(α)3 ∈ H 1/2(Rd) in Proposition 6.9,∣∣(ϵ R̃(α)2 +ϵ
2 R̃(α)3 ,Gµ

0ψ(α)
)

L2

∣∣
≤ ϵCM

((
∥ζ∥H t0+2+∥∇ψ∥H t0+1

)(
∥∇ψ∥H N−1/2+∥ψ(α)∥H1/2

)
+ϵ∥⟨ · ⟩1/2 J∥L∞∥∇ψ∥H t0

(
∥ζ∥H t0+2+∥∇ψ∥H t0+1

)(
∥∇ψ∥H N−1+∥ζ∥H N

))
×∥(Gµ

0 )
1/2ψ(α)∥L2 . (6-25)
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Finally we note that by Lemma 6.11,

∥∇ψ∥H N−1 + sup
|β|=N
∥ψ(β)∥H1/2 ≤ C

(
1+ ϵ∥J∥L∞∥∇ψ∥H t0

)
EN (ζ, ψ)1/2 ≤ CMEN (ζ, ψ)1/2,

∥∇ψ∥H N−1/2 ≤ C
(
1+ ϵ∥⟨ · ⟩−1/2 J∥L∞∥∇ψ∥H t0

)
EN (ζ, ψ)1/2,

and by (6-3)

∥(Gµ

0 )
1/2ψ(α)∥L2 ≤ EN (U )1/2, ∥ζ(α)∥L2 ≤

(
1
a
µ
⋆

EN (U )
)1/2

, ∥ζ∥H N ≤

(
max

(
1,

1
a
µ
⋆

)
EN (U )

)1/2

.

The result is now a direct consequence (6-18) and (6-19) with (6-20)–(6-25) and since

∥⟨ · ⟩
1/2 J∥L∞ ≤ ∥| · |

1/2 J∥L∞ +∥J∥L∞ .

The proof is complete. □

We conclude this section with the following result showing that the Rayleigh–Taylor condition, (6-3),
propagates in time.

Lemma 6.13. Let d ∈ {1, 2}, t0 > d
2 , N ∈ N with N ≥ t0 + 2, MJ ,MU > 0. There exists C > 0 such

that for any ϵ ≥ 0, µ≥ 1, rectifier J regularizing of order −1
2 with ∥J∥L∞ ≤ MJ , and any (ζ, ψ) smooth

solution to (RWW2) on the time interval I ⊂ R and satisfying

ϵM def
= sup

t∈I

(
ϵ∥ζ(t, · )∥H t0+2 + ϵ∥∇ψ(t, · )∥H t0+1

)
≤ MU

one has for any f ∈ L2(Rd) and any t, t ′ ∈ I ,∣∣( f, aµJ [ϵζ(t, · ), ϵ∇ψ(t, · )] f
)

L2 −
(

f, aµJ [ϵζ(t
′, · ), ϵ∇ψ(t ′, · )] f

)
L2

∣∣≤ K |t − t ′| ∥ f ∥2L2

with K = C×
(
ϵM +∥| · |1/2 J∥2L∞(ϵM)2

)
.

Proof. We have(
f, aµJ [ϵζ(t, · ), ϵ∇ψ(t, · )] f

)
L2

=
(

f, aµJ [ϵζ(t
′, · ), ϵ∇ψ(t ′, · )] f

)
L2 +

∫ t

t ′

(
f, [∂t , a

µ
J [ϵζ, ϵ∇ψ]] f

)
L2 dτ (6-26)

and the result readily follows from the estimate (6-20), and ∥⟨ · ⟩1/2 J∥L∞ ≤ ∥| · |
1/2 J∥L∞ +∥J∥L∞ . □

6.2.3. Proof of Proposition 6.2. We shall now complete the proof of Proposition 6.2. By Proposition 6.1
and Corollary 6.7, we have the existence and uniqueness of (ζ, ψ)∈C((−T⋆, T ⋆); H N (Rd)×H̊ N+1/2(Rd))

maximal solution to (RWW2) with initial data (ζ, ψ)
∣∣
t=0 = (ζ0, ψ0) ∈ H N (Rd)× H̊ N+1/2(Rd), thus we

only need to show that the solution is estimated as in the proposition on the prescribed time interval.
To this aim, we first consider χ : Rd

→ R+ a smooth cut-off function (radial, infinitely differentiable,
with compact support, and such that χ(ξ)= 1 for |ξ | ≤ 1), and define for n ∈ N,

(ζ n
0 , ψ

n
0 )

def
=

(
χ
( D

2n

)
ζ0, χ

( D
2n

)
ψ0

)
.
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By construction,

(ζ n
0 , ψ

n
0 ) ∈

⋂
s∈N

(H s(Rd)× H̊ s+1/2(Rd))

and (ζ n
0 , ψ

n
0 )→ (ζ0, ψ0) in H N (Rd)× H̊ N+1/2(Rd) as n→∞. By Proposition 6.1, and the blowup

alternative in Corollary 6.7, we have for any n ∈ N the existence and uniqueness of T n
⋆ , T ⋆

n > 0 and

(ζ n, ψn) ∈
⋂

s∈N

C((−T n
⋆ , T ⋆

n ); H s(Rd)× H̊ s+1/2(Rd))

maximal solution to (RWW2) with initial data (ζ n, ψn)
∣∣
t=0 = (ζ

n
0 , ψ

n
0 ). Let us first remark that for

any f ∈ L2,∣∣( f, aµJ [ϵζ
n
0 , ϵ∇ψ

n
0 ] f

)
L2 −

(
f, aµJ [ϵζ0, ϵ∇ψ0] f

)
L2

∣∣
≤ C0

(
ϵ∥J∥2L∞∥ζ

n
0 − ζ0∥H t0+1 + ϵ2

∥⟨ · ⟩
1/2 J∥2L∞∥∇ψ

n
0 +∇ψ0∥H t0∥∇ψ

n
0 −∇ψ0∥H t0

)
×∥ f ∥2L2, (6-27)

where we used Lemma 4.1 and product estimates in Lemma 4.2, and C0 depends uniquely on t0. Hence
by restricting to n ≥ n⋆ with n⋆ sufficiently large, we have that (ζ n

0 , ψ
n
0 ) satisfy (6-3) with coercivity

factor aµ⋆ /2 (say). Similarly, augmenting n⋆ if necessary, we have for any n ≥ n⋆

∥ζ n
0 ∥H t0+1/2 ≤ 2∥ζ0∥H t0+1/2, ∥(Gµ

0 )
1/2ψn

0 ∥H t0+1/2 ≤ 2∥(Gµ

0 )
1/2ψ0∥H t0+1/2,

EN (ζ n
0 , ψ

n
0 )≤
√

CEN (ζ0, ψ0), E⌈t0⌉+2(ζ n
0 , ψ

n
0 )≤
√

CE⌈t0⌉+2(ζ0, ψ0),

where C is prescribed in the assumptions of Proposition 6.2. In the rest of the proof, we assume that
n ≥ n⋆. We introduce now C1 > 1 to be defined later, and the interval I n

⊂ R+ as the set of T ≥ 0
such that

∀t ∈ [−T, T ], ∥ζ n(t, · )∥2H t0+2 +∥∇ψ
n(t, · )∥2H t0+1 ≤ C1E⌈t0⌉+2(ζ0, ψ0)= C1 M2

0 . (6-28)

We need some preliminary estimates. Assume that (ζ n, ψn) is defined on [−T, T ] for some T > 0. We
claim the following.

(a) Let t ∈ [−T, T ]. Assume that
(

f, aµJ [ϵζ
n(t, · ), ϵ∇ψn(t, · )] f

)
L2 ≥ (a

µ
⋆ /3)∥ f ∥2L2 for any f ∈ L2.

There exists Ct0 > 0, depending only on t0, such that

∥∇ψn(t, · )∥2H t0 ≤ Ct0E
⌈t0⌉+2(ζ n(t, · ), ψn(t, · )).

Furthermore, if ∥∇ψn(t, · )∥2H t0 ≤ Ct0C M2
0 , there exists C̃t0 > 0, depending only on t0, such that

∥ζ n(t, · )∥2H t0+2+∥∇ψ
n(t, · )∥2H t0+1 ≤ C̃t0

(
1+

3
a
µ
⋆

)(
1+∥J∥L∞

√
Ct0C MU

)
×E⌈t0⌉+2(ζ n(t, · ), ψn(t, · )),

and, there exists C2 > 0, depending only on t0, N , 3/aµ⋆ ,
√

C MU and ∥| · |1/2 J∥L∞ such that for any
t ∈ [−T, T ] and any N⋆ ∈ {⌈t0⌉+ 2, N },

1
C2

EN⋆(ζ n(t, · ), ψn(t, · ))≤ ∥ζ n(t, · )∥2H N⋆ +∥(G
µ

0 )
1/2ζ n(t, · )∥2H N⋆ ≤ C2EN⋆(ζ n(t, · ), ψn(t, · )).
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(b) Assume that ∥ζ n(t, · )∥2
H t0+2 + ∥∇ψ

n(t, · )∥2
H t0+1 ≤ C1 M2

0 for any t ∈ [−T, T ]. Then there ex-
ists C3 > 0, depending only on t0, ∥J∥L∞ and

√
C1 MU such that, for any t ∈ [−T, T ] and f ∈ L2,(

f, aµJ [ϵζ
n(t, · ), ϵ∇ψn(t, · )] f

)
L2 ≥

a
µ
⋆

2
∥ f ∥2L2 −C3×

(√
C1ϵM0+∥| · |

1/2 J∥2L∞C1(ϵM0)
2)
|t |∥ f ∥2L2 .

Furthermore, if
(

f, aµJ [ϵζ
n(t, · ), ϵ∇ψn(t, · )] f

)
L2 ≥ (a

µ
⋆ /3)∥ f ∥2L2 for any t ∈ [−T, T ] and any

f ∈ L2, there exists C4> 0, depending only on t0, N , aµ⋆ , max
({
∥J∥L∞, ∥⟨ · ⟩∇ J∥L∞

})
and
√

C1 MU ,
such that, for any t ∈ [−T, T ] and any N⋆ ∈ {⌈t0⌉+ 2, N },

EN⋆(ζ n(t, · ), ψn(t, · ))≤ exp
(
C4
(√

C1ϵM0+∥| · |
1/2 J∥2L∞C1(ϵM0)

2)
|t |
)√

CEN⋆(ζ0, ψ0).

Estimates (a) follow from Lemma 6.11 and the definition of the energy in (6-2). Estimates (b) follow
from Lemma 6.13 and Proposition 6.12 (using that (ζ n, ψn) is smooth). Using the previous notations, we
can now define C1 such that

C1 = 2CC̃t0

(
1+

3
a
µ
⋆

)(
1+∥J∥L∞

√
Ct0C MU

)
.

With such definition of C1, we have 0 ∈ I n from Estimates (a). We now introduce T2 as the largest time
such that

C4(
√

C1ϵM0+∥|· |
1/2 J∥2L∞C1(ϵM0)

2)T2≤ ln(C1/2), C3
(√

C1ϵM0+∥|· |
1/2 J∥2L∞C1(ϵM0)

2)T2≤
a
µ
⋆

6
.

We claim that T n def
= max(I n) ≥ T2. We argue by contradiction and assume that T2 > T n . Notice that

T n > 0 and is well-defined (that is sup(I n) ∈ I n when sup(I n) <∞) using the continuity in time of
the solution with arbitrary smoothness in space, provided by Corollary 6.7 and the prescribed bound on
(ζ n(t, · ), ψn(t, · )) ∈ H t0+2

× H̊ t0+2. Using Estimates (b) and then (a), we get successively that for any
t ∈ [0, T n

] and any f ∈ L2,(
f, aµJ [ϵζ

n(t, · ), ϵ∇ψn(t, · )] f
)

L2 ≥
1
3a
µ
⋆ ∥ f ∥2L2, E⌈t0⌉+2(ζ n(t, · ), ψn(t, · ))≤ CE⌈t0⌉+2(ζ0, ψ0),

∥∇ψn(t, · )∥2H t0 ≤ CCt0 M2
0 , and ∥ζ n(t, · )∥2H t0+2 +∥∇ψ

n(t, · )∥2H t0+1 ≤
1
2C1 M2

0 .

Using again Corollary 6.7 we obtain a time T > T n such that T ∈ I n , which is a contradiction.
It remains to pass to the limit. Thanks to Remark 6.8, there exists T > 0, depending uniquely on

t0, N , ϵ, µ, ∥⟨ · ⟩1 J∥L∞ and a prescribed bound on the initial data, such that if (ζ̃ n
0 , ψ̃

n
0 )→ (ζ̃0, ψ̃0) in

H N (Rd)× H̊ N+1/2(Rd), then the emerging solution is defined on the time interval [−T, T ] and one
has 8((ζ̃ n

0 , ψ̃
n
0 ))→8((ζ̃0, ψ̃0)) in C([−T, T ]; H N (Rd)× H̊ N+1/2(Rd)). Notice that we have a uniform

bound for (ζ n, ψn) ∈ C([−T2, T2]; H N (Rd)× H̊ N+1/2(Rd)), by (6-28) together with the last inequality
of Estimates (a). This provides a lower bound on T > 0 which allows to show after a finite number of
iterations (and thanks to the uniqueness of the solution to the Cauchy problem) that (ζ n, ψn)→ (ζ, ψ)

in C([−T2, T2]; H N (Rd) × H̊ N+1/2(Rd)). In particular, (ζ, ψ) satisfy the desired energy control on
[−T2, T2] thanks to the second inequality of Estimates (b). The proof of Proposition 6.2 is complete.

6.3. Global-in-time well-posedness. We conclude this section with the following result showing the
global-in-time existence of solutions for sufficiently small initial data.
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Proposition 6.14. Let m < −
( 3

2 +
d
2

)
and C > 1. There exists ϵ0 > 0 such that for any µ≥ 1,

ϵ > 0, any δ > 0 and Jδ = J (δD) being regularizing of order m (see Definition 3.1), and for any
(ζ0, ψ0) ∈ L2(Rd)× H̊ 1/2(Rd) such that

ϵ∥⟨ · ⟩−m J (δ· )∥L∞
(
∥ζ0∥

2
L2 +∥(G

µ

0 )
1/2ψ0∥

2
L2

)1/2
≤ ϵ0, (6-29)

there exists a unique (ζ, ψ) ∈ C(R; L2(Rd)× H̊ 1/2(Rd)) global-in-time solution to (RWW2) with initial
data (ζ, ψ)|t=0 = (ζ0, ψ0). Moreover for any t ∈ R one has

1
C

( 1
2∥ζ(t, · )∥

2
L2 +

1
2∥(G

µ

0 )
1/2ψ(t, · )∥2L2

)
≤Hµ

Jδ
(ζ(t, · ), ψ(t, · ))=Hµ

Jδ
(ζ0, ψ0)

≤ C
( 1

2∥ζ0∥
2
L2 +

1
2∥(G

µ

0 )
1/2ψ0∥

2
L2

)
(6-30)

where we recall that

Hµ

Jδ
(ζ, ψ)

def
=

1
2

∫
Rd
ζ 2
+ ((Gµ

0 )
1/2ψ)2+ ϵ(Jδζ )(|∇ψ |2− (Gµ

0ψ)
2) dx.

Remark 6.15. In the second equation of (RWW2), the meaning of quadratic terms for low-regularity
functions ψ ∈ H̊ 1/2(Rd) is clarified by Lemma 4.11.

Proof. First we recall that Hµ

Jδ
(ζ, ψ) is an invariant of (RWW2), in the sense that for any (ζ, ψ) smooth

solutions to (RWW2) defined on a time interval I ⊂ R, t 7→Hµ

Jδ
(ζ(t, · ), ψ(t, · )) is constant on I . This

is readily checked by computing

d
dt

Hµ

Jδ
(ζ(t, · ), ψ(t, · ))= (ζ, ∂tζ )L2 +

(
(Gµ

0 )
1/2ψ, ∂t(G

µ

0 )
1/2ψ

)
L2 +

1
2

(
ϵ(Jδ∂tζ )(|∇ψ |

2
− (Gµ

0ψ)
2)
)

L2

+
(
(ϵJδζ )

(
(∇ψ · ∇∂tψ)− (G

µ

0ψ)(G
µ

0 ∂tψ)
))

L2,

replacing time derivatives with the formula provided by (RWW2) and using suitable integration by
parts or Parseval’s theorem (see Lemma 4.1) to infer that d

dt H
µ

Jδ
(ζ(t, · ), ψ(t, · )) = 0. The result for

(ζ, ψ) ∈ C((−T⋆, T ⋆); L2(Rd) × H̊ 1/2(Rd)) maximal solution with initial data (ζ, ψ)|t=0 = (ζ0, ψ0),
defined by Proposition 6.1, follows by the density of the Schwartz space into Sobolev spaces, and the
continuity of the solution map (see Remark 6.8).

Then we remark that, by Lemma 4.11 and Cauchy–Schwarz inequality, and then Lemma 4.1 and
Young’s inequality, we have for any (ζ, ψ) ∈ L2(Rd)× H̊ 1/2(Rd),∣∣Hµ

Jδ
(ζ, ψ)− 1

2∥ζ∥
2
L2 −

1
2∥(G

µ

0 )
1/2ψ∥2L2

∣∣≤ ϵCm∥ζ∥L2
(
∥⟨ · ⟩

−m J (δ· )∥L∞∥∇ψ∥
2
H−1/2

)
≤ ϵCm∥⟨ · ⟩

−m J (δ· )∥L∞
(
∥ζ∥2L2 +∥(G

µ

0 )
1/2ψ∥2L2

)3/2
,

where Cm depends only on m <−
(
1+ d

2

)
. By choosing ϵ0 > 0 such that ϵ0Cm <

C−1
C we infer that

for all initial data satisfying (6-29),
{
t ∈ [0, T ⋆), (6-30) holds

}
is an open subset of [0, T ⋆). Since

it is also closed and nonempty, we obtain that (6-30) holds on [0, T ⋆). If T ⋆ < ∞, we may use
Proposition 6.1 with an “initial” time sufficiently close to T ⋆ and the control provided by (6-30) to
construct T̃ ⋆ > T ⋆ and (ζ̃ , ψ̃) ∈ C([0, T̃ ⋆

]; L2(Rd)× H̊ 1/2(Rd)) satisfying (ζ̃ , ψ̃)|[0,T ⋆) = (ζ, ψ)|[0,T ⋆)
and (RWW2) on the time interval [0, T̃ ⋆

]. This brings the desired contradiction, and proves that T ⋆
=+∞.

Symmetrically, −T⋆ =−∞ and the proof is complete. □
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Appendix A: The water waves system

Let us recall a few facts on the water waves system, describing the motion of inviscid, incompressible and
homogeneous fluids with a free surface. Under the assumption of potential flow, and assuming that the
bottom is flat, the evolution equations can be rewritten (with dimensionless variables set accordingly to
the deep water regime, following the convention of [Alvarez-Samaniego and Lannes 2008a, Appendix A]
with ν = 1/

√
µ) as ∂tζ −Gµ

[ϵζ ]ψ = 0

∂tψ + ζ +
ϵ

2
|∇ψ |2−

ϵ

2
(Gµ
[ϵζ ]ψ+ϵ∇ζ ·∇ψ)2

1+ϵ2|∇ζ |2
= 0,

(WW)

where (ζ, ψ) : (t, x)∈R×Rd
→R2 (with d ∈ {1, 2}), ϵ, µ> 0 and the Dirichlet-to-Neumann operator, Gµ,

is defined for sufficiently nice functions as

Gµ
[ϵζ ]ψ

def
= (∂z8)

∣∣
z=ϵζ − ϵ∇ζ · (∇x8)

∣∣
z=ϵζ

with 8 being the solution to the Laplace problem{
1x8+ ∂

2
z8= 0 on {(x, z) ∈ Rd+1, −

√
µ < z < ϵζ(x)},

8|z=ϵζ = ψ, ∂z8|z=−
√
µ = 0.

Basic properties about the Dirichlet-to-Neumann operator can be found in [Lannes 2013b, Chapter 3]
or [Alvarez-Samaniego and Lannes 2008a, Section 3]. The only result that we use in this paper is the
following asymptotic expansion adapted from Propositions 3.9 and 3.3 in [Alvarez-Samaniego and Lannes
2008a]. Recall that Gµ

0
def
= |D| tanh(

√
µ|D|).

Proposition A.1. Let d ∈ {1, 2}, s ≥ 0, t0 > d
2 , h⋆ > 0 and M > 0. There exists C > 0 such that for any

ϵ > 0, µ≥ 1 and ζ ∈ H max(s+3/2, t0+2) such that

1+
ϵ
√
µ
ζ ≥ h⋆, ∥ϵζ∥H t0+2 ≤ M,

and for any ψ ∈ H̊ 1+s(Rd), we have Gµ
[ϵζ ]ψ ∈ H s(Rd) and

Gµ
[ϵζ ]ψ −Gµ

0ψ − ϵ
(
Gµ

0 (ζGµ

0ψ)+∇ · (ζ∇ψ)
)
= ϵ2 R,

where

∥R∥H s ≤ C∥ζ∥H t0+1
(
∥ζ∥H t0+1∥(Gµ

0 )
1/2ψ∥H s+1/2 +∥ζ∥H s+3/2∥(Gµ

0 )
1/2ψ∥H t0

)
.

The asymptotic expansion above provides the foundation for the rigorous justification of (WW2) as an
asymptotic model for (WW) with precision O(ϵ2), in the sense of consistency. The precise statement is
displayed in Theorem 3.3 (see the discussion below).
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Appendix B: A toy model

In order to describe the high-frequency instability mechanism which we diagnose in this work, and the
features of the proposed regularization, we consider in this section the toy model{

∂tζ −Gµ

0ψ = 0,

∂tψ + ζ − ϵ
2α[ψ](Jδ)2|D|ζ = 0,

(B-1)

where we recall that Gµ

0
def
= |D| tanh(

√
µ|D|) with µ≥ 1, δ > 0 and Jδ = J (δ|D|) is a Fourier multiplier

associated with a real-valued symbol J . Finally, we set

α[ψ]
def
=

∫
(Gµ

0ψ)
2 dx.

System (B-1) is inspired by Proposition 6.9 and specifically (6-14)–(6-15). It mimics the (possible)
destabilization effect on the high-frequency component of solutions to (RWW2) stemming from the lack
of coercivity of the operator aµ

Jδ
[ϵζ, ϵ∇ψ] defined in (6-1), while disregarding other contributions such

as advection terms, bounded operators in a
µ

Jδ
, and the choice of Alinhac’s good unknowns.

In the following discussion, we consider the (2πZ)d-periodic framework for convenience, although
our the results can be adapted to the Euclidean space framework, Rd . We can hence rewrite (B-1), using
the decomposition in Fourier series, as an infinite system of ordinary differential equations. Specifically,
we have for sufficiently regular real-valued solutions to (B-1) defined on (2πT)d ,

∀k ∈ Zd ,


d

dt
ζ̂k− tanh(

√
µ|k|)|k|ψ̂k = 0,

d
dt
ψ̂k+

(
1− ϵ2α[ψ]J (δ|k|)2|k|

)̂
ζk = 0,

(B-2)

with
α[ψ] = (2π)d

∑
k∈Zd

(tanh(
√
µ|k|)|k||ψ̂k|)

2.

Here, we set the convention

ζ̂k =
1

(2π)d

∫
(2πT)d

ζ(x)e−i k·x dx; ζ(x)=
∑
k∈Zd

ζ̂kei k·x .

In the following, we denote

ℓ2,s def
=
{
a def
= (ak)k∈Zd , a−k = ak, ∥a∥2ℓ2,s

def
=
∑

k∈Zd (1+ |k|2)s |ak|
2 <∞

}
and H s((2πT)d) the space of (2πZ)d-periodic distributions such that ζ̂ ∈ ℓ2,s , endowed with the norm
∥ζ∥H s

def
= ∥̂ζ∥ℓ2,s , and L2((2πT)d) the (2πZ)d -periodic real-valued square-integrable functions.

In (B-2), the coupling between each mode arises only through the coefficient α[ψ]. This is of course
a simplistic model for nonlinear interactions, but we believe it captures the essence of the instability
mechanism at stake in (RWW2). For the sake of the discussion, let us now simplify even further the
problem by fixing α as a constant. Then the system is explicitly solvable. We observe that a plane wave
solution with wave vector k is stable (that is its amplitude remains bounded for all times) if and only if
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1−αϵ2 J (δ|k|)2|k|> 0. In the opposite situation, that is when 1−αϵ2 J (δ|k|)2|k|< 0, the corresponding
mode experiences an exponential growth with growth rate

c(|k|)=
(
tanh(
√
µ|k|)|k|(αϵ2 J (δ|k|)2|k| − 1)

)1/2

(whereas the growth is linear in the critical situation, that is when αϵ2 J (δ|k|)2|k| = 1). Notice that if
α > 0 and Jδ = Id, then modes associated with sufficiently large |k| are necessarily unstable, and that
the growth rate is unbounded. As a consequence, the initial-value problem for the dynamical system
(B-2) is strongly ill-posed in any polynomially weighted ℓ2,s spaces in that case. On the contrary, if
αϵ2 lim supk→∞(k J 2(δk)) < 1, then the system is (globally) well-posed in ℓ2,s

× ℓ2,s+1/2.
The following propositions show that this naive analysis describes fairly well the behavior of the toy

model with variable α = α[ψ].

Proposition B.1 (local well-posedness in the subcritical case). Let J : N→ R be such that

k J 2(k)→ 0 as k→∞. (B-3)

Let M ≥ 0 and δ > 0. Then there exists Tδ > 0 such that for any µ ≥ 1, any s ≥ 3
4 and any initial data

(ζ0, ψ0) ∈ H s((2πT)d)× H s+1/2((2πT)d) such that

ϵ∥ζ0∥H1/2 + ϵ∥∇ψ0∥L2 ≤ M,

there exists a unique (ζ, ψ) ∈ C
(
[−Tδ, Tδ]; H s((2πT)d) × H s+1/2((2πT)d)

)
solution to (B-1) with

Jδ = J (δ|D|) and satisfying (ζ, ψ)|t=0 = (ζ0, ψ0), where

T =
Tδ

(ϵ∥ζ0∥H3/4 + ϵ∥∇ψ0∥H1/4)2
.

Moreover, if we assume supk∈N k3/2 J 2(k) <∞, then the above holds with s ≥ 1
2 and

T =
T0 δ

3/2

(ϵ∥ζ0∥H1/2 + ϵ∥∇ψ0∥L2)2
,

where T0 depends uniquely on M and supk∈N k3/2 J 2(k).

Proof. Let us first consider the case where only a finite number of modes, ζ̂k,0, ψ̂k,0, are nonzero.
Then (B-2) is a finite system of ordinary differential equations. The Cauchy–Lipschitz theorem applies,
and defines uniquely a maximal local-in-time solution. On the maximal time of existence, we denote

ak(t)= 1− ϵ2α(t)J (δ|k|)2|k|, α(t)= (2π)d
∑
k∈Zd

(tanh(
√
µ|k|)|k||ψ̂k(t)|)2,

and
Es(t)

def
=

∑
k∈Zd

⟨k⟩2s(
|̂ζk|

2(t)+ tanh(
√
µ|k|)|k||ψ̂k,0|

2(t)
)
≈ ∥̂ζ∥2

ℓ2,s +∥ψ̂∥
2
ℓ2,s+1/2

(we assume above and henceforth that ψ̂k,0 = 0, the general case follows after subtracting its mean-value
to ψ). In the following, we set T ∈ (0,+∞] the maximal value such that

∀t ∈ (−T, T ), E1/2(t)≤ 4E1/2(0), E3/4(t)≤ 2E3/4(0).
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In particular, we have α(t)≤ 4(2π)dE1/2(0) for t ∈ (−T, T ), and by (B-3) we can choose k⋆ ∈ N such
that

∀k ≥ k⋆, 4(2π)dϵ2E1/2(0) k J 2(δk)≤ 1
2 . (B-4)

Hence we have { 1
2 ≤ ak(t)≤ 1 if |k| ≥ k⋆,

0≤ 1− ak(t)≤ 4(2π)dϵ2E1/2(0)maxk∈N k J 2(δk) if |k|< k⋆.

We first estimate the low-frequency modes, |k|< k⋆. By (B-2) and since tanh(
√
µ|k|)≤ 1 we infer

d
dt

(
|̂ζk|

2(t)+ tanh(
√
µ|k|)|k||ψ̂k|

2(t)
)
≤ 2|k||ak(t)− 1| |̂ζk|(t)|ψ̂k|(t)

and hence, using Gronwall’s inequality, we find that there exists C1>0 depending only on maxk∈N k J 2(δk)
such that for any |k|< k⋆, and t ∈ (−T, T ),

|̂ζk|
2(t)+ tanh(

√
µ|k|)|k||ψ̂k|

2(t)≤
(
|̂ζk,0|

2
+ tanh(

√
µ|k|)|k||ψ̂k,0|

2)eC1 ϵ
2E1/2(0) k1/2

⋆ |t |.

In particular, restricting to t ∈ (−T1, T1) with T1 = ln
( 3

2

)
(C1 ϵ

2E1/2(0) k1/2
⋆ )−1 if necessary, we find that

for any s ∈ R,∑
|k|<k⋆

⟨k⟩s
(
|̂ζk|

2
+ tanh(

√
µ|k|)|k||ψ̂k|

2)(t)≤ 3
2

∑
|k|<k⋆

⟨k⟩s
(
|̂ζk,0|

2
+ tanh(

√
µ|k|)|k||ψ̂k,0|

2).
We now consider the high-frequency modes, |k| ≥ k⋆. Testing the first equation in (B-2) with akζ̂k and
the second equation with tanh(

√
µ|k|)|k|ψ̂k, we find

d
dt
(
ak |̂ζk|

2(t)+ tanh(
√
µ|k|)|k||ψ̂k|

2(t)
)
= a′k(t)|̂ζk|

2(t)=−ϵ2α′(t)J (δ|k|)2|k| |̂ζk|
2(t),

with
α′(t)=−(2π)d

∑
k∈Zd

2(tanh(
√
µ|k|)|k|)2ak(t)ℜ(̂ζkψ̂k)(t).

Hence, since tanh(
√
µ|k|)≤ 1 and using Cauchy–Schwarz inequality, we have for all t ∈ (−T, T )

|α′(t)| ≤ (2π)d
∑
k∈Zd

|ak(t)||k|3/2
(
|̂ζk|

2(t)+ tanh(
√
µ|k|)|k||ψ̂k|

2(t)
)
≤ C2E3/4(0),

where C2 depends uniquely on ϵ2E1/2(0)maxk∈N k J 2(δk). In particular, since 1
2 ≤ ak(t)≤ 1 when |k| ≥ k⋆

and restricting to t ∈ (−T2, T2) with T2 = ln
( 5

4

)
(C2 ϵ

2E3/4(0) 2 maxk∈N k J 2(δk))−1 if necessary, we have
for any s ∈ R,∑

|k|≥k⋆

⟨k⟩s
(
|̂ζk|

2(t)+ tanh(
√
µ|k|)|k||ψ̂k|

2(t)
)
≤

5
2

∑
|k|≥k⋆

⟨k⟩s
(
|̂ζk,0|

2
+ tanh(

√
µ|k|)|k||ψ̂k,0|

2).
Combining the above, we find that for any s ∈ R, and t ∈ (−T⋆, T⋆) with t⋆ =min(T, T1, T2),

Es(t)≤ 5
2 Es(0). (B-5)
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The standard continuity argument shows T ≥ min(T1, T2) and (̂ζk, ψ̂k) ∈ C([−T, T ]; ℓ2,s
× ℓ2s+1/2)

satisfies (B-5) on [−T, T ]. There remains to notice that Tδ
def
= ϵ2E3/4(0)min(T1, T2) depends only

on M , J and δ (in particular through the value of k⋆).
By using these uniform bounds one easily obtains the corresponding result for general initial data (that

is with an infinite number of nonzero modes, ζ̂k,0, ψ̂k,0) by truncating Fourier modes and taking the limit.
This concludes the first part of the proof.

The second part is immediate recalling the inequality valid for any k ∈ Zd

d
dt

(
|̂ζk|

2
+ tanh(

√
µ|k|)|k||ψ̂k|

2)(t)≤ 2|k||ak(t)− 1| |̂ζk|(t)|ψ̂k|(t)

and the fact that for any t in the maximal time interval,

|k|1/2|ak(t)− 1| = ϵ2
|α(t)|J (δ|k|)2|k|3/2 = 4(2π)dδ−3/2ϵ2E1/2(0)max

k∈N
(k3/2 J 2(k)). □

Proposition B.2 (conditional well-posedness in the critical case). Let J : N→ R be such that

MJ
def
= lim sup

k→∞
(k J 2(k)) <∞. (B-6)

There exists C0 > 0 and T0 > 0 such that for any s ≥ 3
4 , any µ≥ 1 and any δ > 0, and for any initial data

(ζ0, ψ0) ∈ H s((2πT)d)× H s+1/2((2πT)d) such that

δ−1(ϵ2
∥ζ0∥

2
H1/2 + ϵ

2
∥∇ψ0∥

2
L2

)
MJ ≤ C0, (B-7)

there exists a unique (ζ, ψ) ∈ C([−T, T ]; H s((2πT)d) × H s+1/2((2πT)d)) solution to (B-1) with
Jδ = J (δ|D|) and satisfying (ζ, ψ)|t=0 = (ζ0, ψ0), where

T =
T0 δ

(ϵ∥ζ0∥H3/4 + ϵ∥∇ψ0∥H1/4)2
.

Proof. The proof of Proposition B.2 is a direct adaptation of the proof of Proposition B.1, noticing
that the restriction (B-7) allows to set k⋆ = 1 in (B-4) if C0 is set sufficiently small. We can then
continue the proof and remark that T2 = C2 (δ

−1ϵ2E3/4(0) maxk∈N k J 2(k))−1, where C2 depends only
on δ−1ϵ2E1/2(0) maxk∈N k J 2(k)≤ C0, which provides the desired control for T = T2. □

Remark B.3 (time of existence). A combination of Propositions B.1 and B.2 offers a lower bound on the
time of existence of solutions to (B-1) as

T ≳
δ

ϵ2 M2
0
, where M0

def
= ∥ζ0∥H3/4 +∥∇ψ0∥H1/4

in the situation where supk∈N k3/2 J 2(k) <∞, and if we impose additionally the restriction δ ≥ ϵM0.
Indeed, we can then apply Proposition B.2 for sufficiently small values of ϵM0, while the last conclusion
of Proposition B.1 provides T ≳ δ3/2/(ϵ2 M2

0 )≳ (ϵM0)
1/2δ/(ϵ2 M2

0 )≳ δ/(ϵ
2 M2

0 ) when ϵM0 ≳ 1.

Proposition B.4 (ill-posedness in the supercritical case). Let J : N→ R be such that

lim sup
k→∞

(k J 2(k))=∞. (B-8)
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For all ϵ > 0 and δ > 0, there exists (ζ n
0 , ψ

n
0 )n∈N ∈ C∞((2πT)d)N and (Tn)n∈N ∈ (R

+)N such that

∀s ∈ R, ∥ζ n
0 ∥H s +∥ψn

0 ∥H s → 0 and Tn ↘ 0 (n→∞),

and for any µ≥ 1 the solution (ζ n, ψn) to (B-1) with Jδ = J (δ|D|) and (ζ n, ψn)|t=0 = (ζ
n
0 , ψ

n
0 ) satisfies

∀s ′ ∈ R, ∥ψn(t, · )∥H s′ →∞ (t ↗ Tn).

The same result holds backwards in time.

Proof. We use the initial data

ζ n
0 (x)= 0; ψn

0 (x)= bn cos(k0 · x)+ cn cos(kn · x), (B-9)

with k0 ∈Zd such that k0
def
= |k0| satisfies k0J

2(δk0) ̸= 0, kn ∈Zd such that |kn|= kn , where (kn)n∈N ∈NN is
a sequence such that kn→∞ and kn J 2(δkn)→∞ as n→∞, and bn, cn > 0 will be determined later on.

Since (B-2) is a finite system of ordinary differential equations, the Cauchy–Lipschitz theorem ap-
plies, and defines uniquely maximal local-in-time solutions, which we denote ζ̂ n

= (̂ζ n
±k0
, ζ̂ n
±kn
) and

ψ̂n
= (ψ̂n

±k0
, ψ̂n
±kn
), on the maximal (forward-in-time) interval I n

= [0, T n
⋆ ). On the maximal time of

existence, we denote for k ∈ {±k0,±kn}

an
k(t)= 1− ϵ2αn(t)J (δ|k|)2|k|, αn

k(t)= (2π)
d(tanh(

√
µ|k|)|k||ψ̂n

k (t)|)
2.

Notice that for any t ∈ I n , αn
k(t)≥ 0 and

αn(t)= 2αn
k0
(t)+ 2αn

kn
(t).

We define α0 =
1
4(2π)

d(tanh(
√
µk0)k0)

2. Henceforth we assume that bn > 0 is such that

1
4 b2

nα0ϵ
2 J (δkn)

2kn > 1 and b2
n <

2
5(α0ϵ

2 J (δk0)
2k0)

−1. (B-10)

Step 1: exponential growth. We have the following controls.

(a) Assume there exists t0 ∈ I n such that αn
kn
(t0) ≥ 1

4 b2
nα0 with ζ̂ n

kn
(t0) ≥ 0 and ψ̂n

kn
(t0) > 0. Then ζ̂ n

kn

and ψ̂n
kn

are increasing on I n
∩ [t0,+∞) and for any t ∈ I n

∩ [t0,+∞),

ψ̂n
kn
(t)≥ 1

2 ψ̂
n
kn
(t0) exp

(√
tanh(
√
µkn)kn(t − t0)

)
. (B-11)

(b) Assume there exists t0 ∈ I n
∩ [0, k−1/2

0 ] such that αn
kn
(t)≤ 1

4 b2
nα0 holds for any t ∈ [0, t0]. Then, ζ̂ n

kn

and ψ̂n
kn

are increasing on [0, t0], and for any t ∈ [0, t0],

ψ̂n
kn
(t)≥ 1

4 cn exp
(√

tanh(
√
µkn)knt

)
. (B-12)

First we prove controls (a). Since αn(t0) ≥ 2αn
kn
(t0) ≥ 1

2 b2
nα0 and using the first assumption in (B-10),

we get that an
kn
(t0) <−1. By continuity, for t close enough to t0, we have on [t0, t]

d
dt
ζ̂ n

kn
= tanh(

√
µkn)knψ̂

n
kn
;

d
dt
ψ̂n

kn
≥ ζ̂ n

kn

from which we infer that ζ̂ n
kn

and ψ̂n
kn

(and hence αn
kn

) are increasing and (considering the differential
inequalities for

√
tanh(
√
µkn)knψ̂

n
kn
± ζ̂ n

kn
)

ψ̂n
kn
(t)≥ ψ̂n

kn
(t0) cosh(

√
tanh(kn)kn(t − t0))≥ 1

2 ψ̂
n
kn
(t0) exp(

√
tanh(kn)kn(t − t0)).

Since αn
kn

is increasing, continuity arguments show that the above holds on I n
∩ [t0,+∞).
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We now prove controls (b). We note that, using the second assumption in (B-10) and since αn
kn
(0)≤

1
4 b2

nα0,
ϵ2αn(0)J (δk0)

2k0 = ϵ
2(2b2

nα0+ 2αn
kn
(0))J (δk0)

2k0 < 1.

By continuity, we have an
k0
∈ [0, 1] on [0, t] for t close enough to 0, and hence

d
dt
ζ̂ n

k0
= tanh(

√
µk0)k0ψ̂

n
k0
; 0≥

d
dt
ψ̂n

k0
≥−ζ̂ n

k0
.

Restricting to t ≤ t−1/2
0 , we infer that ζ̂ n

k0
is increasing, ψ̂n

k0
(and hence αn

k0
) is decreasing, and

ψ̂n
k0
(t)≤ 1

2 bn, 0≤ ζ̂ n
k0
(t)≤ tk0

1
2 bn, ψ̂n

k0
(t)≥ 1

2 bn −
1
2 bn

1
2 k0t2

≥
1
4 bn.

In particular, αn
k0
(t)≤ b2

nα0, so that, using the assumption αn
kn
(t)≤ 1

4 b2
nα0 and (B-10), we infer

ϵ2αn(t)J (δk0)
2k0 ≤

5
2ϵ

2α0b2
n J (δk0)

2k0 < 1.

Hence by continuity we find that the above holds on [0, t0]. Notice now that since αn
k0
(t)≥ 1

4α0b2
n , we

have for any t ∈ [0, t0],
αn(t)≥ 2αn

k0
(t)≥ 1

2 b2
nα0.

We can then use similar arguments than in the proof of control (a) to infer that ζ̂ n
kn

and ψ̂n
kn

are increasing
and the desired lower bound on ψ̂n

kn
(t).

Gathering controls (a) and (b), and arguing on the sign of αn
kn
(0)− 1

4 b2
nα0, we find that under the

assumption (B-10), there holds for any t ∈ I n
∩ [0, k−1/2

0 ],

ψ̂n
kn
(t)≥ 1

8 cn exp
(√

tanh(
√
µkn)knt

)
, (B-13)

and hence, using the identity d
dt ζ̂

n
kn
= tanh(

√
µkn)knψ̂

n
kn

,

ζ̂ n
kn
(t)≥ 1

8 cn
√

tanh(
√
µkn)kn

(
exp

(√
tanh(
√
µkn)knt

)
− 1

)
. (B-14)

Step 2: blowup. We set bn =
(1

8ϵ
2α0 J (δkn)

2kn
)−1/2 so that Condition (B-10) holds for n sufficiently

large, and we define cn = 8 exp(−k1/4
n ). We also consider n sufficiently large so that

√
tanh(
√
µkn)≥

1
2 .

Then (B-13)–(B-14) yields, for any t ∈ I n
∩ [0, k−1/2

0 ],

ψ̂n
kn
(t)≥ exp

( 1
2 k1/2

n t − k1/4
n
)
, ζ̂ n

kn
(t)≥ 1

2 k1/2
n exp(−k1/4

n )
(
exp

( 1
2 k1/2

n t
)
− 1

)
.

Then, one has

an
kn
(t)≤ 1− ϵ2αn(t)J (δkn)

2kn ≤ 1− 2ϵ2αn
kn
(t)J (δkn)

2kn ≤ 1− ϵ2(2π)d 1
8 J (δkn)

2k3
n|ψ̂

n
kn
(t)|2.

Hence for n sufficiently large, we have 2k−1/4
n < k−1/2

0 and for any t ∈ I n
∩ [2k−1/4

n , k−1/2
0 ], there holds

ψ̂n
kn
(t)≥ 1, ζ̂ n

kn
(t)≥ 1

4 k1/2
n and an

kn
(t)≤−ψ̂n

kn
(t)2, from which we infer

d
dt
ψ̂n

kn
≥ (ψ̂n

kn
)2ζ̂ n

kn
≥

1
4 k1/2

n (ψ̂n
kn
)2.

This yields the desired blowup in time T n
⋆ ≤ 2k−1/4

n + 4k−1/2
n .

The blowup for negative time follows from time-reversibility: (t, ζ0, ψ0)← (−t, ζ0,−ψ0), and this
completes the proof. □
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Remark B.5. A direct inspection of the proof shows that our ill-posedness holds in fact for initial data in
the Gevrey-σ−1 class for any σ ∈

[
0, 1

2

)
and for any σ ∈ [0, 1) if Jδ = Id.

Remark B.6. Despite its simplistic nature, we believe that the toy model (B-1) faithfully accounts for the
instability mechanism at stake in the full model (WW2) and its regularized analogue, (RWW2).

Specifically, we observe in the proof of Proposition B.1 (and also in Proposition B.4) a dichotomy
between the treatment of stable and unstable modes, and the fact that a sufficiently regularizing operator Jδ

allows for a stability criterion (see (B-4)) depending on both δ and ϵ parameters.
It follows a local-in-time well-posedness theory with controls over solutions on a time interval that is
• “small” in general, i.e., with poor lower bounds when δ tends towards 0;

• “large” (i.e., with improved lower bounds) provided the initial data are sufficiently small;

see Propositions B.1 and B.2.
Note that the smallness condition on the initial data as well as the lower bounds for the maximal

existence time of the solutions are not uniform with respect to δ, consistently with the model being
ill-posed if δ = 0, which corresponds to Jδ = Id. Useful results can be obtained by imposing a lower
bound on δ as a function of ϵ, as shown in Remark B.3.

This strategy faithfully reflects the procedure that leads to one of our main results, Theorem 3.2, on the
well-posedness of (RWW2). Indeed, its proof is based on (i) an unconditional well-posedness theorem
for small times, combined with (ii) an existence theorem for solutions over large times under a condition
of sufficient smallness on the initial data, the first result making stronger use of the regularization induced
by the operator Jδ.

We also constructed the toy model (B-1) so as to reproduce scales and orders accurately. Specifically,
we see that the threshold on the order of Jδ as a regularization operator that distinguishes between well-
posedness and ill-posedness is m=−1

2 . In our result concerning (WW2), we impose that Jδ is regularizing
of order m=−1, but argue in Remark 6.4 that m=− 1

2 would suffice for the large-time existence property,
while m = −1 is only used to simplify the small-time well-posedness. Finally, the time of existence
and control of solutions to (B-1) given in Remark B.3 is roughly speaking of order T ≈ δ/ϵ2 under the
assumption δ≳ϵ. In Theorem 3.2, we obtain T ≈min(δ/ϵ2, 1/ϵ) under the assumption δ≳ϵ, the additional
constraint T ≲ 1/ϵ being due to standard quadratic interactions that we neglected in the toy model.
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