
HEIGHTS ON SL2 AND FREE SUBGROUPS

EMMANUEL BREUILLARD

Abstract. In this mostly expository paper, we discuss the strong uniform Tits
Alternative and give a complete proof of it in the special case of GL2(C). The
main arithmetic ingredient, the height gap theorem, is also given a complete
treatment in that case. We then prove several applications involving expansion
properties of SLd(Z=pZ), a uniform l2 spectral gap, and diophantine properties
of subgroups of GLd(C).
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1. Introduction

1.1. Statement of the main results. Recall that the Tits alternative [31] as-
serts that any �nitely generated subgroup of GLd(K); where K is some �eld,
contains a non abelian free subgroup on two generators unless it is amenable, or
equivalently in this case, unless it contains a solvable subgroup of �nite index (i.e.
is virtually solvable). In [7] and [8], we showed the following uniform version of
Tits�theorem :

Theorem 1.1. (strong uniform Tits Alternative [8]) For every d 2 N there
is N = N(d) 2 N such that if K is any �eld and F a �nite symmetric subset
of GLd(K) containing 1, either FN contains two elements which freely generate
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a non abelian free group, or the group generated by F is virtually solvable (i.e.
contains a �nite index solvable subgroup).

We have denoted by F n = F �:::�F the product set of n copies of F: In this paper
we will discuss some consequences of this result and we will give a self-contained
proof of it in the special case of SL2 (hence equivalently GL2) and K any �eld of
characteristic 0 (note that this is equivalent to proving the result for K = C, since
every �nitely generated �eld of characteristic 0 embeds in C). This case is already
representative of the general case as it captures the main di¢ culty, namely treat
all number �elds in a uniform way. The proof given in [8] is an elaboration of the
proof for SL2 that we are about to give.
Theorem 1.1 improves earlier re�nements of Tits�theorem due to Eskin-Mozes-

Oh (see [13]) and to T. Gelander and the author (see [9]). These two papers were
concerned with the S-arithmetic version of Theorem 1.1, namely they proved
uniformity of N (the �freeness radius�of F ) for sets F with coe¢ cients inside a
�xed �nitely generated ring. While in [13] the main concern was to prove uniform
exponential growth by constructing generators of a free semigroup in FN ; in [9]
it was shown that the result of [13] could be pushed to get generators of a free
group in FN ; where N was depending only on d and on the ring generated by the
matrix coe¢ cients of the elements of F . Our main contribution in Theorem 1.1 is
to remove the dependence on the ring of coe¢ cients. As in Tits�proof or in [9], the
proof of Theorem 1.1 can be divided into an arithmetic step on the one hand and
a geometric step on the other. While in [9] (as well as in Tits�original theorem)
the arithmetic step was the easier one and most of the work lied in showing that
a certain geometric con�guration (the so-called �ping-pong�) did arise, roles are
reversed in our proof of Theorem [8] and the arithmetic step is the harder step,
while the geometric step routinely follows Tits�original proof after a careful check
that all estimates are indeed uniform over all local �elds. For SL2 however none
of the usual di¢ culties of higher rank arise and as will become clear below this
geometric step is even more transparent (in that case or other rank 1 situations
this geometric step can also be performed di¤erently by acting directly on the
hyperbolic space/tree as has been pointed out by T. Gelander).
The proof of Theorem 1.1 is e¤ective in the sense that the constant N can, in

principle, be made explicit. Examples due to Grigorchuk and de la Harpe [18]
imply that N(d) must tend to in�nity with d. They exhibited a sequence (�n)n�0
(�n � GL(n;Z)) of 4-generated subgroups whose growth exponent decays to 1:
These groups arise by chopping the usual presentation of the Grigorchuk group
after �nitely many relators (see [18]).
The arithmetic step in Theorem 1.1 relies on the following result, proved by

the author in [7], which can be seen as a global adelic analogue of the Margulis
Lemma about discrete subgroups of isometries in hyperbolic geometry. We will
present here a self-contained proof of it in the case of SL2:
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Let Q be an algebraic closure of Q: In [7] we introduced the arithmetic spectral
radius (or normalized height) of F , de�ned asbh(F ) = lim

n!+1

1

n
h(F n);

where h is the (absolute) height de�ned for F a �nite subset of Md(Q) by :

h(F ) =
1

[K : Q]
X
v2VK

nv log
+ jjF jjv

where log+ = maxf0; logg, K is the number �eld generated by the matrix coef-
�cients of F , VK is the set of all places of K, and jjF jjv = maxfjjf jjv; f 2 Fg
is the maximal operator norm of f 2 F; where jjf jjv = maxx 6=0 jjf(x)jjv=jjxjjv for
the standard norm jjxjjv induced on Kd

v by the standard absolute value j � jv on
the completion Kv of K associated to v 2 VK : We have also set nv = [Kv;Qv];
where Qv is the �eld of p-adic numbers if vjp is �nite and is R if v is in�nite. The
normalization of the absolute value j � jv is such that j�jnvv is the modulus of the
multiplication by � on Kv:

The quantities h(F ) and bh(F ) are well de�ned, i.e. they are independent of the
chosen number �eld. Moreover bh(F ) is invariant under conjugation by elements
from GLd(Q). The main statement is:

Theorem 1.2. (Height Gap Theorem [7]) There is a positive constant " =
"(d) > 0 such that if F is a �nite subset of GLd(Q) generating a non virtually
solvable subgroup �; then bh(F ) > ":
Moreover, if the Zariski closure of � is semisimple, thenbh(F ) � inf

g2GLd(Q)
h(gFg�1) � C � bh(F )

for some absolute constant C = C(d) > 0:

When d = 2; i.e. for SL2; the �rst part of Theorem 1.2 has the following
geometric interpretation: either there is a �nite place v where F acts without
global �xed point on the corresponding Bruhat-Tits tree, or after applying some
Galois automorphism of C, the set F; as it acts on the hyperbolic 3-space H3 via
SL2(C), moves every point away from itself by a positive absolute constant ". This
is analogous to the Margulis lemma in hyperbolic geometry, according to which if
F generates a discrete subgroup of SL2(C) which is not virtually nilpotent, then
every point of H3 is moved away from itself by some element of F by some �xed
constant (see [30]).
The main purpose of Theorem 1.2 is to yield in F , or a bounded power of F , a

nice hyperbolic element, i.e. a semisimple matrix whose eigenvalue is of modulus
at least 2; say, in some local completion.
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Finally we point out that our proof of Theorem 1.1 yields a free subgroup
with the extra property that it is uniformly undistorted in the original subgroup,
namely:

Theorem 1.3. (Uniformly quasi-isometrically embedded free subgroup
[8]). There is a constant C = C(d) > 0 such that if K is any �eld and � is any
non virutally solvable subgroup of GLd(K) generated by a �nite symmetric subset
F (giving rise to a word metric d�(�; �) on �) there exists a free subgroup H of �
generated by two elements (giving rise to a word metric dH(�; �)) such that for all
h 2 H

1

C � jF jC � d�(1; h) � dH(1; h) � d�(1; h):

1.2. Some consequences for uniform growth, spectral gap and diophan-
tine properties. We will prove here these corollaries for GLd(C), d � 2:
Corollary 1.4. (Strong uniform exponential growth) There is " = "(d) > 0
such that if F is a �nite subset of GLd(C) containing 1 and generating a non
amenable subgroup, then for all n � 1, jF nj � (1 + ")n: In particular,

�F = lim
n!+1

1

n
log jF nj � log(1 + ") > 0:

Let us remark that it may be the case that �F is bounded away from 0 assum-
ing only that F generates a non virtually nilpotent subgroup of GL2(C): However
we observed in [6] that such an assertion, if true, would imply the Lehmer con-
jecture about the Mahler measure of algebraic numbers. We also observed there
that although every linear solvable group of exponential growth contains a free
semigroup, no analog of Theorem 1.1 (the UF property of [1]) holds for solvable
groups, namely one may �nd sets Fn in GL2(C) containing 1 and generating a
solvable subgroup of exponential growth, such that no pair of elements in (Fn)n

may generate a free semigroup.
Von Neumann showed that groups containing a free subgroup are non amenable,

i.e. have a spectral gap in `2: The uniformity in Theorem 1.1 implies also a
uniformity for the spectral gap (see [29] for this observation). More precisely:

Corollary 1.5. (Strong uniform Spectral Gap in `2) There is " = "(d) > 0
with the following property. If F is a �nite subset of GLd(C) containing the
identity and generating a non amenable subgroup and if � is a countable subgroup
of GLd(C) containing F and f 2 `2(�), then there is � 2 F such thatX

x2�

��f(��1x)� f(x)��2 � " �X
x2�

jf(x)j2

In particular, if F in GLd(C) is a �nite subset containing the identity and gen-
erating a non amenable subgroup, then for every �nite subset A in GLd(C), we
have jFAj � (1 + ")jAj:
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In [24] Lubotzky, Phillips and Sarnak showed that for the compact Lie group
G = SU(2); the spectral measure of the �Hecke operators�T� = 1

2k

P
1�i�k gi+g

�1
i

acting on L20(G) is supported on [�m�;m�] where m� is the norm of T� viewed
as an operator on `2(�); � being the abstract group generated by the gi�s. This
spectral measure is by de�nition the limiting distribution of the eigenvalues of
T� on the nth dimensional representation of G. Corollary 1.5 implies that m� is
bounded away from 1 independently of � as soon as k is �xed and � is a non
amenable subgroup of G. In other words, there is " = "(k) > 0 such that the
proportion of eigenvalues of T� lying in [�1;�1 + "] [ [1 � "; 1] tends to 0 as n
tends to in�nity. The analogous result for Cayley graphs of SL2(Z=pZ) is also a
direct consequence of Corollary 1.5, i.e. the spectral measure of any limit of such
Cayley graphs is supported on [�1+"; 1�"]: It is believed (spectral gap conjecture,
see [24] [28]) that 1 is never an accumulation point of eigenvalues of T� for any
given � (or at least almost any in SU(2)) whose support generates a non amenable
subgroup.
Since by Kesten�s theoremm� is also the exponential rate of decay of the return

probability (see [21]), we also have:

Corollary 1.6. (Strong uniform decay of return probability) There is " =
"(k; d) > 0 with the property that for any non amenable k-generated subgroup �
of GLd(C) we have

P(Sn = 1) � (1� ")n

for all n � 1, where Sn is the simple random walk on �:

The next corollary gives an upper bound on the co-growth of subgroups of
GLd(C):

Corollary 1.7. (Co-growth gap) Given m 2 N, there is n(m) > 0 such that for
every n � n(m) the following holds: F = fa1; :::; amg � GLd(C) generates a non
virtually solvable subgroup; if and only if the number of elements w in the free
group Fm of word length n such that w(a1; :::; am) = 1 is at most (2m� 1� "

mD )
n.

Here ";D > 0 are constants depending on d only.

This result can be paraphrased by saying that non amenable subgroups of
GLd(C) are very strongly non amenable, i.e. have few relations. This puts a
purely group theoretical restriction on an abstract �nitely generated group given
in terms of generators and relations to admit an embedding in GLd(C):
The uniformity in Theorem 1.1 allows to reduce mod p and we obtain a state-

ment giving a lower bound on the girth of subgroups of GLd in positive charac-
teristic:

Corollary 1.8. (Large girth) Given k; d � 2, there is N;M 2 N and "0; C > 0
such that for every prime p and every �eld K of characteristic p and any �nite
subset F with k elements generating a subgroup of GLd(K) which contains no
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solvable subgroup of index at most M; then FN contains two elements a; b such
that w(a; b) 6= 1 in GLd(K) for any non trivial word w in F2 of length at most
f(p) = C � (log p)"0 :

It was conjectured in [16] that the statement of Corollary 1.8 holds for generating
subsets F of SL2(Fp) with "0 = 1:
Theorem 1.3 on the uniform QI-embedding of the free subgroup yields a uniform

bound for the distortion of the subgroup of large girth. This in turn gives uniform
expansion for subsets of say GL2(Fp) lying in a ball of radius � (log p)"0 : Namely:

Corollary 1.9. (Uniform expansion for small sets) Given k; d � 2, there is
N;M 2 N and "0; C; �; � > 0 such that for every prime p and every �eld K of
characteristic p and any �nite symmetric subset F with k elements, containing
1 and generating a subgroup of GLd(K) which contains no solvable subgroup of
index at most M; then for any subset A � FC�(log p)

"0 there is s 2 F such that
jsA4 Aj � �jAj. In particular ��nF (e) � (1 � �)n for all n � C � (log p)"0 ; where
�F is the uniform probability measure on F .

If we could get "0 = 1 in the above corollary, then applying the argument
of Bourgain and Gamburd ([4]) would give a proof that the family of all Cayley
graphs of SL2(Z=pZ) for varying p but with a �xed number of generators forms an
expander family. See Lubotzky�s book [23] for background material on expanders.
It was also proved in [16] that a random d-regular Cayley graph of GL2(Fp) has
girth at least (1 � o(1)) logd�1(p). Here we obtain "0 = 2�10 for GL2; which is
quite far.
In the same vein, one obtains the following two weak form of "non-Liouvilleness"

for subgroups of GLd(C). Let d be some Riemannian distance on GL2(C):

Corollary 1.10. (Short words are not simultaneously very Liouville)
Given d; there is N0 2 N and "1 > 0 with the following property. For every �nite
set F � GLd(C) generating a non virtually solvable subgroup, there is �0(F ) > 0
such that for every � 2 (0; �0) there are two short words a; b 2 FN such that
d(w(a; b); 1) � � for every reduced word w in the free group F2 with length `(w)
at most (log ��1)"1 :

In [19] Kaloshin and Rodnianski proved that for G = SU(2) � SL2(C) almost
every pair (a; b) 2 G � G satis�es d(w(a; b); 1) � exp(�C(a; b) � `(w)2) for all
w 2 F2nfeg and some constant C(a; b) > 0: Besides it is easy to see that if
a; b 2 GL2(Q) then the pair (a; b) satis�es the stronger diophantine condition
d(w(a; b); 1) � exp(�C(a; b) � `(w)): It is conjectured in [28] and [16], that this
stronger condition also holds for almost every pair (a; b) 2 SU(2):
Our result also allows us to estimate the number of words of length � n that

fall in a shrinking neighborhood of 1 in GLd(C): More precisely,
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Corollary 1.11. (Weak diophantine property) There are � ; "1; C > 0 with
the following property. For every fa; bg � GLd(C) which generates a non virtually
solvable subgroup, there is �0(a; b) > 0 such that for every � 2 (0; �0) and every
n � C(log ��1)"1, the proportion of elements w in the free group F2 of word length
n such that d(w(a; b); 1) � � is at most exp(��n):
In [15], Gamburd, Jacobson and Sarnak, showed for G = SU(2) that if a pair

(a; b) 2 G satis�es the conclusion of Corollary 1.11 with "1 = 1 and C > C0 (for
some explicit C0 > 0) then (a; b) has a spectral gap on L2(G): In [5], Bourgain
and Gamburd showed that if a pair (a; b) 2 G satis�es the above condition with
"1 = 1 and some C = C(a; b) > 0; perhaps small, then (a; b) has a spectral gap on
L2(G): This latter condition is automatically satis�ed if (a; b) satis�es the stronger
diophantine condition above, for instance if (a; b) 2 GL2(Q): Hence these pairs
have a spectral gap. It is unknown whether there are (topologically generating)
pairs with no spectral gap.

Remark 1.12. We emphasize here that all the constants in the above theorems
and corollaries can be e¤ectively computed. Only at one point in the proof do we
use a compactness argument. This is in our proof of Lemma 2.1 (b). However this
statement can be given an e¤ective proof valid inMd(C) (available upon request).

Comment on the proof of Corollaries 1.8 to 1.11: Observe (see Corollary 9.2)
that the condition on a �nite subset F = fA;Bg of GLd(C) that it should gen-
erate an amenable (or equivalently virtually solvable) subgroup of GLd(C) is an
algebraic one, as is the condition that all short words in A and B satisfy a relation
of length at most n. Thus the statement of Theorem 1.1 can be read as a union
of countably many assertions of �rst order logic. According to the �compactness
theorem� from model theory, since each assertion holds for C it must also hold
for an arbitrary �eld K of su¢ ciently large characteristic (depending on n). This
readily gives this existence of some function f(p) going to +1 with p in Corollary
1.8. To derive the bound (log p)"0, as well as the bounds (log ��1)"0 in Corollaries
1.10 and 1.11, we use a standard version of the e¤ective Nullstellensatz due to
Masser and Wustholz (see [26]).

1.3. Outline of the paper and of the proof of Theorems 1.2 and 1.1 for
SL2(C). In Section 3 we introduce our main objects, the height and normalized
height of a �nite set F of matrices and prove basic properties about them. One
of the key properties, the comparison between bh and e, relies crucially on Section
2, which is devoted to the proof of a key lemma, the spectral radius lemma. This
lemma says in substance that unless F can be conjugated in a bounded part of SL2;
one will �nd a short word with letters in F with a large eigenvalue. In Section 4 we
prove the �rst part of Theorem 1.2 (the height gap). The proof makes crucial use of
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equidistribution properties of algebraic numbers of small height and in particular
a result of Zhang (Theorem 4.9) and Bilu�s equidistribution theorem for Galois
orbits (Theorem 4.4 below). Using the Eskin-Mozes-Oh escape lemma (see Lemma
4.8 below) we �rst reduce to the 2-generated case, when F = fId; A;Bg say. We
can also assume that A is diagonal. By making local estimates at each place, and
with the help of Bilu�s theorem, we then show that bh(F ) small implies that the
heights of b11, b22 and b12b21 are small. But as b11b22� b12b21 = 1; Zhang�s theorem
quickly yields to a contradiction if b12b21 6= 0: So b12b21 = 0 and F is made of
upper or lower triangular matrices.
Theorem 1.1 is of purely algebraic nature and we begin its proof by showing that

its validity over Q implies its validity over C. One then needs to exhibit a place v
where one can play ping-pong on the projective line P1(Kv) for the local �eldKv; as
in Tits�proof of his alternative. These �ping-pong players�will be the generators
of the desired free subgroup. To achieve this, one needs to be able to conjugate F
in SL2(Kv) in such a way that three conditions are satis�ed. First the norm jjF jjv
ought to be controlled (up to a �xed power) by the maximal eigenvalue say j�jv
of an element, say A; lying in F (or FN for a bounded N). Second j�jv should be
large enough, i.e. bounded away from 1. And third, at least one element, say B,
from F; or FN ; must send the eigenvectors of A far apart from one another with a
distance controlled by some negative power of jjF jjv: This criterion for ping-pong
is explained in Section 6.
In Section 7 we show that a place v with these properties does exist. This is

done in two steps, �rst (Section 5) we show that the minimal height bh(F ) can
be almost achieved (up to multiplicative and additive constants) by the ordinary
height h(F ) after possibly conjugating F inside SL2(Q): This is the second half
of Theorem 1.2 : this step uses the estimates needed in the �rst part of Theorem
1.2 (i.e. the proof of the height gap). In a second step (Section 7), we use the
product formula on P1(Q) to show that the distances between eigenvectors of A
and their images under B are controlled in terms of h(F ); and hence bh(F ); only.
This implies the existence of a place v satisfying the �rst and third conditions.
Theorem 1.2 ensures that v can be chosen to satisfy the second condition also.
Sections 8 and 9 are devoted to the applications.

2. Spectral Radius Lemma for several matrices

In this section we state and prove the crucial Lemma 2.1. It says that given a
�nite set of matrices with coe¢ cients in a local �eld, one may always �nd a short
word with letters in that �nite set whose maximal eigenvalue is as large as the
minimal norm of the �nite set. Together with Proposition 2.5 it can be interpreted
as an analog for several matrices of the classical spectral radius lemma relating
the maximal eigenvalue and the rate of growth of the powers of a matrix. This
lemma expresses in a condensed form an idea from a key proposition of the work
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of Eskin-Mozes-Oh where the concept of an almost algebra was used to essentially
achieve the same goal. We emphasize here that getting an equality in part (a) of
Lemma 2.1 as opposed to a mere inequality like in part (b) of the same lemma is
absolutely crucial in the whole proof and in particular in Theorem 1.2.
Let k be a local �eld of characteristic 0. Let k�kk be the standard norm on k2;

that is the canonical Euclidean (resp. Hermitian) norm if k = R (resp. C) and
the sup norm (k(x; y)kk = maxfjxjk; jyjkg) if k is non Archimedean. We will also
denote by k�kk the operator norm induced on M2(k) by the standard norm k�kk
on k2: Let Q be a bounded subset of matrices in M2(k). We set

kQkk = sup
g2Q

kgkk

and call it the norm of Q. Let k be an algebraic closure of k: It is well known (see
Lang�s Algebra [22]) that the absolute value on k extends to a unique absolute
value on k; hence the norm k�kk also extends in a natural way to k

2
and toM2(k):

This allows to de�ne the minimal norm of a bounded subset Q of M2(k) as

Ek(Q) = inf
x2GL2(k)



xQx�1


k

We will also need to consider the maximal eigenvalue of Q; namely

�k(Q) = maxfj�jk; � 2 spec(q); q 2 Qg
where spec(q) denotes the set of eigenvalues (the spectrum) of q in k: Finally let
Rk(Q) be the spectral radius of Q

Rk(Q) = lim
n!+1

jjQnjj
1
n
k

These quantities are related to one another. The key property concerning them
is given in the following assertion (which also holds in Md(k), k � 2, see [7]).

Lemma 2.1. (Spectral Radius Lemma) Let Q be a bounded subset of M2(k),

(a) if k is non Archimedean, then �k(Q2) = Ek(Q)2:
(b) if k is Archimedean, there is a constant c 2 (0; 1) independent of Q, such

that �k(Q2) � c2 � Ek(Q)2:
Proof. We make use of the following easy lemmas.

Lemma 2.2. Let L be a �eld and Q a subset ofM2(L) such that Q and Q2 consist
of nilpotent matrices. Then there is a basis (u; v) of L2 such that Qu = 0 and
Qv � Lu:

Proof. For any A;B 2 Q; we have A2 = B2 = (AB)2 = 0. It follows, unless A
or B are zero, that kerA = ImA and kerB = ImB: Also if AB 6= 0; we get
kerB = ker(AB) = Im(AB) = ImA; while if AB = 0; then ImB = kerA: So at
any case kerA = ImA = kerB = ImB: So we have proved that the kernels and
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images of non zero elements of Q coincide and are equal to some line Lu; say. Pick
v 2 L2nfLug, then (u; v) forms the desired basis. �
Lemma 2.3. Let k be a local �eld with ring of integers Ok and uniformizer
�. Let A = (aij) 2 M2(Ok) such that trace(A) and det(A) belong to (�2) and
a11; a22; a21 2 (�), while a12 2 O�

k : Then a21 2 (�2).

Proof. We have a12a21 = a11a22 � det(A) 2 (�2); and a12 2 O�
k ; hence a21 2

(�)2: �

When k is a non-archimedean local �eld, if a set Id+Q in SL2(k) and its square
have only eigenvalues very close to 1; then it must �x pointwise the 1-neighborhood
of some point in the Bruhat-Tits tree of SL2(k): This is essentially the content of
the next lemma.

Lemma 2.4. (small eigenvalues implies large �xed point set) Let k be a local �eld
with ring of integers Ok and uniformizer � together with an absolute value j � jk,
which is (uniquely) extended to an algebraic closure k of k. Let Q be a subset of
M2(Ok) such that �k(Q) and �k(Q2) are both � j�j3k: Then there is T 2 GL2(k)
such that TQT�1 � �M2(Ok):

Proof. We can write Q as the disjoint union Q1[�Q2 where Q1 does not intersect
�M2(Ok): Let Q0 = Q1 [ Q2: Then �k(Q0) and �k(Q02) are both � j�jk: Hence
projecting toM2(L); where L is the residue �eld L = Ok=(�), the matrices fromQ0
and Q02 become nilpotent. According to Lemma 2.2, one may �nd a basis (u; v) of
L2 such that Q0u = 0 and Q0v � Lu: According to Nakayama�s lemma, this basis
is the projection of a basis (u; v) of O2

k: Up to conjugating by a matrix in GL2(Ok),
we may assume that (u; v) is the canonical basis of O2

k: Therefore Q
0 consists of

matrices A = (aij) 2 M2(Ok) with a11; a22; a21 2 (�): Moreover, matrices in Q1
satisfy a12 2 O�

k and hence by Lemma 2.3, a21 2 (�2): But for the matrices coming
from �Q2 also we have a21 2 (�2): So we have a21 2 (�2) for all matrices in Q: Let
T = diag(�; 1) 2 GL2(k): Then clearly TQT�1 � �M2(Ok): �

We go back to the proof of Lemma 2.1. We �rst prove (b): By contradiction,
if such a c did not exist, then we may �nd a sequence of such Qn such that
�k(Q

2
n)

Ek(Qn)2
! 0:We can change Qn into

Qn
Ek(Qn)

and thus obtain a sequence of compact
sets in M2(k) such that Ek(Qn) = 1 with �k(Q2n) ! 0 and �k(Qn) ! 0: and
passing to a limit, we obtain a compact subset Q of M2(k) such that �k(Q2) =
�k(Q) = 0 while Ek(Q) = 1: By Lemma 2.2, we can thus �nd a basis (u; v) where
Qu = 0 and Qv � Lu: But then conjugating Q by a suitable diagonal matrix can
shrink the norm of Q as much as we want, hence Ek(Q) = 0: A contradiction.
We now prove (a): Let � be a uniformizer for k. Let x = logEk(Q) where

the log is taken in base j�j�1k : Suppose that �k(Q2) < Ek(Q)
2 and let " = x �

1
2
log �k(Q

2) > 0: Then as �k(Q) � �k(Q
2)

1
2 ; we have x � log �k(Q) � " > 0:
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Note that with our choice of normalization, log �k(Q2) 2 1
2
Z: Let n 2 N such

that 2n" > 3. Let k0 be the extension k(2n
p
�) where 2n

p
� is some 2n-root of

� in k: Since x = logEk(Q) = log inffjjgQg�1jjk; g 2 GL2(k)g, we may assume
after possibly conjugating Q inside GL2(k1), for some �nite extension k1 of k0;
that y := log jjQjjk � x+ 1

2n
and also that y = minflog jjgQg�1jjk, g 2 GL2(k1)g:

Let �1 be a uniformizer in k1: Then log j�1j�1k � 1
2n
and y = log j�1jm for some

m 2 Z. Let Qy = ��m1 Q � M2(Ok1): We get logEk(Qy) = x � y � 0 and
log �k(Qy) � 1

2
log �k(Q

2
y) = x � y � " � �" � � 3

2n
� log j�1j3k: We are thus in

a position to apply Lemma 2.4, which implies that Qy, and hence Q itself, can
be further conjugated inside GL2(k1) so as to strictly reduce its norm. But this
contradicts the minimality of y. �
Proposition 2.5. Let Q be a bounded subset of M2(k). We have

Rk(Q) = lim
n!+1

Ek(Q
n)

1
n = inf

n2N
Ek(Q

n)
1
n = lim

n!+1
�k(Q

2n)
1
2n = sup

n2N
�k(Q

n)
1
n

Moreover if k is non Archimedean, Rk(Q) = Ek(Q), while if k is Archimedean,
then c � Ek(Q) � Rk(Q) � Ek(Q), where c is the constant from Lemma 2.1 (b).

Proof. We omit the proof: these identities follow either directly from the de�nitions
or as a straightforward application of Lemma 2.1. �
Note that some periodicity phenomenon may arise if Id =2 Q, namely it may be

that �k(Q2n+1) = 1 for all n while �k(Q2n) tends to in�nity (for instance take for
Q a set of symmetries around several points on a given geodesic in the hyperbolic
plane). However if Id 2 Q, then we do have limn!+1 �k(Q

n)
1
n = Rk(Q):

Note also that if Q belongs to SL2(k); then Ek(Q) � Rk(Q) � �k(Q) � 1 and
all three quantities remain unchanged if we add Id to Q. The following lemma
explains what happens if these quantities are close or equal to 1:

Lemma 2.6. (Linear growth of displacement squared) Suppose k is Archimedean
(i.e. k = R or C). Then we have for every n 2 N and every bounded symmetric
subset Q of SL2(k) containing Id,

(1) Ek(Q
n) � Ek(Q)

p
n�1
8 :

Moreover,
logRk(Q) � c1 � logEk(Q) �minf1; logEk(Q)g

for some constant c1 > 0. In particular Ek(Q) = 1 i¤Rk(Q) = 1:

Proof. We use non-positive curvature of hyperbolic space H3: For x 2 H3 set
L(Q; x) = maxg2Qn d(gx; x) and L(Q) = infx L(Q; x). Fix " > 0 and let xk 2 H3 be
a point almost minimizing the displacement ofQk, i.e. L(Qk; xk)�" � rk = L(Qk):
Note that rk = 2 logE(Qk): For each g 2 Q, both Qk�2gxk and Qk�2xk lie in the
intersection of the balls of radius rk+ " centered at xk and at gxk: By the CAT(0)
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inequality for the median, this intersection is contained in the ball of squared
radius (rk + ")2� 1

4
d(gxk; xk)

2 centered at the midpoint m between xk and gxk: If
h 2 Qk�2, then the midpoint between hxk and hgxk is hm: Hence, since balls are
convex, hm also lies in that ball centered at m: So r2k�2 � (rk+ ")2� 1

4
d(gxk; xk)

2,
and thus 1

4
L(Q)2 � (rk+")2�r2k�2. As " was arbitrary, we get 14L(Q)

2 � rk2�r2k�2
and summing over even k; n

4
L(Q)2 � r22n for all n; hence (1): But by Lemma 2.1 (b);

�k(Q
2n) � c2Ek(Qn)2, hence Rk(Q) � �k(Q2n)

1
2n � c 1nEk(Q)

q
n�1
8n2 : Optimizing in

n, we obtain the desired bound. �

3. Height, arithmetic spectral radius and minimal height

For any rational prime p let us �x an algebraic closure Qp of the �eld of p-adic
numbers Qp:We take the standard normalization of the absolute value on Qp (i.e.
jpjp = 1

p
). It admits a unique extension to Qp, which we denote by j � jp. Let Q

be the �eld of all algebraic numbers and K a number �eld. Let VK be the set of
equivalence classes of valuations on K: For v 2 VK let Kv be the corresponding
completion. For each v 2 VK ; Kv is a �nite extension of Qp for some prime p.
We normalize the absolute value on Kv to be the unique one which extends the

standard absolute value onQp. Namely jxjv = jNKv jQp(x)j
1
nv
p where nv = [Kv : Qp].

Equivalently Kv has nv di¤erent embeddings in Qp and each of them gives rise to
the same absolute value on Kv: We identify Kv, the algebraic closure of Kv with
Qp. Let Vf be the set of �nite places and V1 the set of in�nite places.
Let F be a �nite subset in M2(K). For v 2 VK ; in order not to surcharge

notation, we will use the subscript v instead of Kv in the quantities Ev(F ) =
EKv(F ), �v(F ) = �Kv(F ), etc.
Recall that if x 2 K then its (Weil-) height is by de�nition (see e.g. [3]) the

following quantity

h(x) =
1

[K : Q]
X
v2VK

nv log
+ jxjv

It is well de�ned (i.e. independent of the choice of K 3 x). Let us similarly de�ne
the height of a matrix f 2M2(K) by

h(f) =
1

[K : Q]
X
v2VK

nv log
+ jjf jjv

and the height of a �nite set F of matrices in M2(K) by

h(F ) =
1

[K : Q]
X
v2VK

nv log
+ jjF jjv

where nv = [Kv : Qv]. We also de�ne the minimal height of F as:
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(2) e(F ) =
1

[K : Q]
X
v2VK

nv log
+Ev(F )

and the arithmetic spectral radius (or normalized height) of F as:bh(F ) = 1

[K : Q]
X
v2VK

nv log
+Rv(F )

For any height h, we also set h = h1 + hf , where h1 is the in�nite part of h (i.e.
the part of the sum over the in�nite places of K) and hf is the �nite part of h (i.e.
the part of the sum over the �nite places of K).
Note that these heights are well de�ned independently of the number �eld K

such that F �M2(K): The above terminology is justi�ed by the following facts:

Proposition 3.1. (Basic properties of heights I) For any �nite set F in M2(Q),
we have:
(1) bh(F ) = limn!+1

1
n
h(F n) = infn2N

1
n
h(F n);

(2) ef (F ) = bhf (F ) and e(F ) + log c � bh(F ) � e(F ) where c is the constant in
Lemma 2.1 (b);

(3) bh(F n) = n � bh(F ) and bh(F [ fIdg) = bh(F ):
Proof. This follows directly from Proposition 2.5. �
We also record the following simple observations:

Proposition 3.2. (Basic properties of heights II) We have, for a �nite set F in
M2(Q);
(1) e(xFx�1) = e(F ) if x 2 GL2(Q):
(2) e(F n) � n � e(F );
(3) If � is an eigenvalue of an element of F; then h(�) � bh(F ) � e(F );

Proof. This is clear. �
We can also compare e(F ) and bh(F ) when bh(F ) is small:

Proposition 3.3. (Basic properties of heights III) Let c1 be the constant from
Lemma 2.6, then bh1(F ) � c1

4
� e1(F ) �minf1; e1(F )g

for any �nite subset F in SL2(Q): In particular e(F ) is small as soon as bh(F ) is
small.

Proof. From Lemma 2.6, bhv(F ) � c1 � ev(F ) �minf1; ev(F )g for every v 2 VK : We
may write e1(F ) = �e+(F )+(1��)e�(F ) where e+ is the average of the ev greater
than 1 and e� the average of the ev smaller than 1. Applying Cauchy-Schwartz, we
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have bhv(F ) � c1�(�e++(1��)(e�)2): If �e+(F ) � 1
2
e1(F ); then bhv(F ) � c1

2
e1(F ),

and otherwise (1 � �)e� � e1
2
, hence bhv(F ) � (1 � �)(e�)2 � 1

4
e21: At any casebh1(F ) � c1

4
� e1(F ) �minf1; e1(F )g: �

4. Height Gap Theorem

In this section, we prove Theorem 1.2 from the Introduction. First observe that
according to Propositions 3.3 and 3.1 (2), bh(F ) is small if and only if e(F ) is small.
So we may as well replace bh(F ) by e(F ) in Theorem 1.2. We now assume that
F = fId; A;Bg; with A semisimple. The general case follows from this as we will
show in Lemma 4.7. Since e(F ) is invariant under conjugation by any element in
GL2(Q); we may assume that A is diagonal, i.e.

(3) A =

�
� 0
0 ��1

�
; B =

�
a b
c d

�
The main part of the argument consists in the following proposition:

Proposition 4.1. (small normalised height implies small height of matrix coor-
dinates) For every � > 0 there exists d0,� > 0 such that, if F = fA;Bg are as in
(3) and if e(F ) � � and deg(�) � d0; then

maxfh(ad); h(bc)g � �

In order to prove this statement, we are �rst going to give local estimates at
each place v; then use Bilu�s equidistribution theorem to show that when these
estimates are put together, the error terms give only a negligible contribution to
the height.
Let K be the number �eld generated by the coe¢ cients of A and B. Let v 2 VK

be a place of K. We set sv = logEv(F ) and � = � � ��1: We �rst show the
following local estimate :

Lemma 4.2. (Local estimates) For each v 2 VK we have

maxfjajv; jdjv;
p
jbcjvg � Cve2sv maxf1; j��1jvg;

where Cv is a constant equal to 1 if v is a �nite place and equal to a number
C1 > 1 if v is in�nite. Moreover there are absolute constants "0 > 0 and C0 > 0
such that if v is in�nite and sv � "0, then

maxfjadjv; jbcjvg � 1 + C0(
p
sv +

p
sv
j�jv

+
sv
j�j2v

):

Proof. In order not to overburden notation in this proof we set sv to be some
number arbitrarily close but strictly bigger than logEv(F ) and we can let it tend
to logEv(F ) at the end. If v is in�nite, then Qv = C and SL2(C) = KAN
where K = SU2(C), A is the subgroup of diagonal matrices with real positive
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entries, and N is the subgroup of unipotent complex upper triangular matrices.
As K leaves the norm invariant, there must exist a matrix P 2 AN such that

maxfkPAP�1k ; kPBP�1kg � esv . Since P 2 AN; we may write P =
�
t y
0 t�1

�
with t > 0 and y 2 C. Then we have, setting � = �� ��1;

(4) PAP�1 =

�
� ty�
0 ��1

�
; PBP�1 =

�
a+ cyt�1 bt2 + dyt� ayt� cy2
t�2c �yct�1 + d

�
:

If v is �nite and Kv is the corresponding completion, with ring of integers Ov
and uniformizer �, we have SL2(Kv) = KvAvNv where Kv = SL2(Ov), Av =
fdiag(�n; ��n); n 2 Zg and Nv is the subgroup of unipotent upper triangular
matrices with coe¢ cients in Kv. Hence we also get a P 2 AvNv satisfying (4)
with y 2 Kv and t = �n for some n 2 Z.
We �rst assume that v is �nite. Recall that the operator norm in SL2(Kv)

is given by the maximum modulus of each matrix coe¢ cient. Hence we must
have jt�2cjv � esv and jty�jv � esv : It follows that jcyt�1jv � e2sv j��1jv and
hence jajv � maxfesv ; e2sv j��1jvg: Similarly, jdjv � maxfesv ; e2sv j��1jvg: Hence
jadjv � maxfe2sv ; e4sv j��1j2vg: Moreover ad� bc = 1, hence jbcjv � maxf1; jadjvg �
maxfe2sv ; e4sv j��1j2vg:
Now we assume that v is in�nite. Claim: There is u0 > 0 such that if 0 � u �

u0 and kBk � eu; then

(5) maxfja� dj; jb+ cjg � 2
p
u

(6) maxfjaj2 + jbj2; jdj2 + jcj2g � 1 + 6u+ 8
p
u

(7) maxfjaj; jbj; jcj; jdjg � 1 + 3u+ 4
p
u � 1 + 5

p
u

To prove this recall that the operator norm in SL2(C) satis�es tr(B�B) =
jaj2+ jbj2+ jcj2+ jdj2 = kBk2+ kBk�2 : Hence jaj2+ :::+ jdj2 � 1+ e2u; hence � 4
if u is small enough (say u � :5). On the other hand, for small u; ja�dj2+jb+cj2 =
jaj2 + ::: + jdj2 � 2 � e2u � 1 � 4u: Hence (5). Now jdj � jaj + 2

p
u and since

jaj; jbj � 2; we get jdj2 � jaj2 + 4u+ 8
p
u and vice versa and similarly for b and c.

Hence (6) and (7) and the claim is proved.
Let now " > 0 and assume that sv � ". From (4) we get j�j2+ j��1j2+ jty�j2 �

1 + e2" hence jty�j2 � e2" � 1 � 4" if " is small enough. So jty�j � 2
p
": Now

since kPBP�1k � e"; we have jt�2cj � 2 as soon as " � 1
2
: Hence jyct�1j � 4

p
"

j�j

and maxfjaj; jdjg � 1 + 5
p
" + 4

p
"

j�j : Finally for some absolute constant C > 0

jadj � 1 + C(
p
"+

p
"
j�j +

"
j�j2 ):

On the other hand, jcy2j = jt�2c(ty)2j � 8"
j�j2 and jd � ajjytj �

24
p
"

j�j +
16"
j�j2 : Also

by (5); jbt2 + (d � a)yt � cy2 + t�2cj � 2
p
"; and jbc + jt�2cj2j � 2jbt2 + t�2cj �
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4
p
"+ 48

p
"

j�j +
48"
j�j2 , and by (6), jt

�2cj2 � 1+14
p
"; hence up to enlarging the absolute

constant C; we also have jbcj � 1 + C(
p
"+

p
"
j�j +

"
j�j2 ):

Without the assumption that sv is small, we can make a coarser estimate:
jt�2cj2 � 1 + e2sv ; jty�j2 � 1 + e2sv , hence jcyt�1j � 1+e2sv

j�j and maxfjaj; jdjg �
1+e2sv

j�j +
p
1 + e2sv � 2e2sv maxf1; 1j�jg and jadj � 4e

4sv maxf1; 1
j�j2g. Similarly, we

compute jbcj � 20e4sv maxf1; 1
j�j2g:

�

We now put together the local information obtained above to bound the heights.
Let n = [K : Q] and Vf and V1 the set of �nite and in�nite places of K. Set "0,
C0 and C1 the constants obtained in the previous lemma. For A > 0 and x 2 Q;
we set

(8) hA1(x) =
1

[K : Q]
X

v2V1;jxjv�A

nv � log+ jxjv

where the sum is limited to those v 2 V1; for which jxjv � A: We have:

Lemma 4.3. For some constant C2 (2 � C2 � 2 + (2 logC1 + 4)= log 2), we have
for all "1 2 (0; 12) and all " � minf"0; "

2
1g

(9) maxfh(ad); h(bc)g � C";"1e(F ) + 6C0
p
"

"1
+ 2hf (�

�1) + C2 � h"
�1
11 (��1)

where C";"1 =
�
12 + 2 logC1

"
+ 2j log "1j

"

�
and � = �� ��1:

Proof. If v 2 V1 and sv � "; then according to Lemma 4.2 log+ jadjv � 2 logC1+
4sv + 2 log

+ j��1jv hence
1

n

X
v2V1;sv�"

nv�log+ jadjv �
�
4 +

2 logC1
"

�
1

n

X
v2V1;sv�"

nvsv+
2

n

X
v2V1;sv�"

nv�log+ j��1jv

Fix "1 < 1
2
. On the other hand, if sv � " � minf"0; "21g and j�jv � "1 then

log+ jadjv � C0(
p
sv +

p
sv
j�j +

sv
j�j2 ) � 3C0

p
"
"1
and, as nv � 2;

1

n

X
v2V1;sv�";j�jv�"1

nv � log+ jadjv � 6C0
p
"

"1

While if sv < " and j�jv � "1 � 1
2
; then log+ jadjv � C2 log

+ j��1jv for some
absolute constant C2; (2 � C2 � 2 + (2 logC1 + 4)= log 2), hence

1

n

X
v2V1;sv<";j�jv�"1

nv � log+ jadjv �
1

n

X
v2V1;sv<";j�jv�"1

C2nv � log+ j��1jv
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When v 2 Vf , from Lemma 4.2, we getX
v2Vf

nv � log+ jadjv �
X
v2Vf

4nvsv +
X
v2Vf

2nv � log+ j��1jv

But
2

n

X
v2V1;sv�";j�jv�"1

nv � log+ j��1jv �
2j log "1j

"

1

n

X
v2V1;sv�"

nvsv

Putting together the above estimates, we indeed obtain (9) for ad: The same
computation works for bc: �
It is now time to recall the following result (see also [12] and [25]):

Theorem 4.4. (Bilu�s equidistribution of small points, [2]) Suppose (�n)n�1
is a sequence of algebraic numbers (i.e. in Q) such that h(�n)! 0 and deg(�n)!
+1 as n ! +1: Let O(�n) be the Galois orbit of �n in Q. Then we have the
following weak-� convergence of probability measures on C,

(10)
1

#O(�n)
X

x2O(�n)

�x !
n!+1

d�

where d� is the normalized Lebesgue measure on the unit circle fz 2 C, jzj = 1g:
We now draw two consequences of this equidistribution statement :

Lemma 4.5. (bounding errors terms via Bilu�s theorem I) For every � > 0 there is
d1,�1 > 0 and "1 > 0 with the following property. If � 2 Q is such that h(�) � �1,
deg(�) � d1 then

h"
�1
11 (

1

1� �) � �

where h"
�1
11 was de�ned in (8):

Proof. Let P 2 Z[X] be the minimal polynomial of �; i.e. P (X) =
P

0�i�n aiX
i =

an
Q
x2O(�)(X�x): As P (1) 2 Znf0g; log jP (1)j = log janj+

P
x2O(�) log j1�xj � 0:

So X
j1�xj�"1

log
1

j1� xj �
X

j1�xj>"1

log j1� xj+ log janj

Recall (see [22] III.1.) that h(�) = 1
n

�P
x2O(�) log

+ jxj+ log janj
�
: Hence

(11)
1

n

X
j1�xj�"1

log
1

j1� xj � h(�) +
1

n

X
j1�xj>"1

log j1� xj

Consider the function f"1(z) = 1jz�1j>"1 log j1� zj. It is locally bounded on C. By
Theorem 4.4, for every "1 > 0, there must exist d1; �1 > 0 such that, if h(�) � �1
and deg(�) � d1; then

��� 1nPx f"1(x)�
R 1
0
f"1(e

2�i�)d�
��� � �

3
: On the other hand we
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verify that � 7! log j1� e2�i�j is in L1(0; 1) and
R 1
0
log j1� e2�i�jd� = 0: Hence we

can choose "1 > 0 small enough so that
���R 10 f"1(e2�i�)d���� � �

3
: Combining these

inequalities with (11) and choosing �1 � �
3
; we get h"

�1
11 ((1� �)�1) � �:

�
Combining this with Bilu�s theorem, we get:

Lemma 4.6. (bounding errors terms via Bilu�s theorem II) For every � > 0
there exists �0 > 0 and A1 > 0 such that for any � 2 Q; if h(�) � �0 and
d = deg(�) > A1, then

hf (
1

1� �) � 2�

Proof. We apply the product formula to � = 1� �, which takes the form h(�) =
h(��1); hence hf (��1) = h1(�) � h1(��1) + hf (�): But hf (�) = hf (1 � �) �
hf (�) � �0 and h1(�) � h1(��1) = 1

[K:Q]
P

v2V1 nv � log j�jv. Lemma 4.5 shows
that the convergence (10) in Bilu�s theorem not only holds for compactly sup-
ported functions on C, but also for functions with logarithmic singularities at 1:
In particular it holds for the function f(z) = log j1� zj; which is exactly what we
need, since

R 1
0
f(e2�i�)d� = 0: Hence 1

[K:Q]
P

v2V1 nv � log j�jv becomes small. We
are done. �
Proof of Proposition 4.1. Since hf ( 1

����1 ) � hf (�)+hf (
1

1��2 ) and similarly h
A
1(

1
����1 ) �

hA1(�) + h
A
1(

1
1��2 ), it follows from the last two lemmas that we can �nd "1 > 0,

� > 0 and d0 2 N so that 2hf (��1)+C2 �h
"�111 (��1) � �

3
as soon as h(�) � e(F ) � �

and deg(�) � d0: Then choose " so the 2C1
p
"
"1
� �

3
and �nally take � even smaller

so that C";"1� � �
3
: Now apply Lemma 4.3 and we are done. �

End of the proof of Theorem 1.2: The following lemma allows us, when proving
Theorem 1.2, to assume without loss of generality that F = f1; A;Bg, where A
and B are two semisimple elements in SL2(Q) that do not satisfy some prescribed
�nite set of algebraic relations. More precisely:

Lemma 4.7. For every d1 2 N, there existsN(d1) 2 N with the following property.
Let F be a �nite subset of SL2(Q) containing 1 and generating a non-virtually
solvable subgroup, then there exists A;B 2 FN(d1) such that A and B are semi-
simple, generate a non-virtually solvable subgroup of SL2; A is not of order at
most d1, and bc =2 f0;�1; e

2i�
3 ; e

4i�
3 g after we conjugate A and B in the form (3).

Proof. This is a direct application of Lemma 4.8 below applied to � = F � F
in SL2 � SL2 � GL4 with X = X1 [ X2 [ X3 [ X4 where X1 = f(A;B); A or
B has order at most d1g; X2 = f(A;B), tr(A) or tr(B) is 2g, X3 = f(A;B);
A and B generate a virtually solvable subgroupg and X4 the Zariski closure of
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f(gAg�1; gBg�1); g 2 SL2; A diagonal, bc 2 f0;�1; e 2i�3 ; e 4i�3 gg: For dimension
reasons X4 is a proper subvariety of SL2�SL2 and Propositions 9.2 and 9.1 show
that so is X3: �
Lemma 4.8. (Eskin-Mozes-Oh "Escape from subvarieties", see [13] and
[9]) Let K be a �eld, d 2 N. For every m 2 N; there is N 2 N such that
if X a K�algebraic subvariety of GLd(K) such that the sum of the degrees of
the geometrically irreducible components of X is at most m, then for any subset
� � GLd(K) containing Id and generating a subgroup which is not contained in
X(K), we have �N * X(K).

Observe that for every d0 2 N there is �0 > 0 and d1 > 0 such that if h(�) < �0
and � is not a root of 1 of order at most d1; then deg(�) � d0: However, recall the
following well known result (which is also a straightforward corollary of Theorem
4.4),

Theorem 4.9. (Zhang�s theorem [32]) There exists an absolute constant �0 > 0
such that for any x 2 Q; we have

h(x) + h(1 + x) > �0

unless x 2 f0;�1; e 2i�3 ; e 4i�3 g:

Let � = �0
2
where �0 is given by Theorem 4.9. Proposition 4.1 yields d0 > 0

and � = �(�0
2
) > 0 such that maxfh(ad); h(bc)g � � as soon as e(fId; A;Bg) � �

and deg(�) � d0: By Lemma 4.7, if we have some nice A;B 2 FN(d1): If e(F ) �
minf�(�0

2
);�0g

N(d1)
; then e(fId; A;Bg) � minf�; �0g and � is not a root of 1 of order at

most d1: Hence deg(�) � d0 and by Proposition 4.1, h(ad) + h(bc) � 2� = �0.
Then according to Theorem 4.9, bc 2 f0;�1; e 2i�3 ; e 4i�3 g; which contradicts our
choice of A;B. So minf�(�0

2
);�0g

N(d1)
> 0 is the desired gap.

This ends the proof of Theorem 1.2.

Finally observe that Theorem 1.2 combined with Lemma 3.1 to 3.3 implies :

Proposition 4.10. There exists a constant c0 > 0 such that if F is any �nite
subset of SL2(Q) generating a non-virtually solvable subgroup, then

e(F ) � bh(F ) � c0 � e(F )
5. Simultaneous quasi-symmetrization over Q

Here we are going to use our previous height estimates once again to show
the following proposition. Observe that the minimal height e(F ) coincides with
the in�mum of h(gFg�1) over all adelic points g = (gv)v: The lemma we are
about to state essentially means that this in�mum is attained (up to additive and
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multiplicative constants) with a conjugating matrix g lying already in SL2(Q)
as opposed to SL2(A) (the adelic group). When a matrix with real entries is
symmetric, then its norm coincides with the modulus of its maximal eigenvalue.
Thus the lemma amounts to conjugating F simultaneously (i.e. by a single g 2
SL2(Q)) in a "quasi-symmetric" position.

Proposition 5.1. (Simultaneous quasi-symmetrization) There is an absolute con-
stant C > 0 such that if F is a �nite subset of SL2(Q) generating a non-virtually
solvable subgroup, then there is an element g 2 SL2(Q) such that

h(gFg�1) � C � e(F ) + C

Proof. As we may replace F by a bounded power of it, Lemma 4.7 above allows us
to assume that F contains a semisimple element. Let F = fId; A;B1; :::; Bkg with
A semisimple. Conjugating by some g 2 SL2(Q); we may assume that A is in di-
agonal form and we write each Bi in the form (3) with entries ai; bi; ci; di: Changing
F into F 2 if necessary, we may assume that both b1 and c1 are not zero (otherwise
F would be contained in the group of upper or lower triangular matrices). We may
further conjugate F by the diagonal matrix diag(t; t�1), where t 2 Q is a root of
t4 = c1=b1; so as to ensure b1 = c1: Then h(B1) � h(a1)+h(d1)+2h(b1)+log 2: On
the other hand, since a1d1� b1c1 = 1; we have b21 = a1d1� 1 and 2h(b1) = h(b21) �
h(a1d1) + log 2 � 2e(fA;Bg) + log 2C1. On the other hand, by Lemma 4.2 ap-
plied to fA;Big we have maxfjaijv; jdijvg � Cve2sv maxf1; j��1jvg; for every place
v; where � = � � ��1 and sv = sv(fA;Big) = logEv(fA;Big): Applying Lemma
4.2 to fA;B1Big we get maxfj(B1Bi)11jv; j(B1Bi)22jvg � Cve

2sv maxf1; j��1jvg
with sv = sv(fA;B1Big) = logEv(fA;B1Big): We compute the matrix entry
(B1Bi)11 = a1ai + b1ci. We get

jcijv = j[(B1Bi)11 � a1ai]b�11 jv � Cve2sv maxf1; j��1jvgmaxf1; jb�11 jvg
Similarly for jbijv: Hence,

jjF jjv � Cv max
i=1;:::;k

fj�jv; j��1jv; jaijv; jdijv; jbijv; jcijvg

� Cv max
i=1;:::;k

Ev(fA;B1; B1Big)2 �maxf1; j��1jvgmaxf1; jb�11 jvg

In particular this means that

h(F ) � 2 logC1 + 2e(F
2) + h(�) + h(b1)

� 7e(F ) + 4 log 2C1

So we are done. �
Corollary 5.2. There exists a constant Cqs > 0 such that if F is as in the
Proposition, then there is an element g 2 SL2(Q) such that

h(gFg�1) � Cqs � e(F )
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Proof. It is clear from the combination of the previous proposition and Theorem
1.2. �

6. Ping-Pong

Here we state and prove a ping-pong criterion, which gives a su¢ cient condition
on the �nite set F for it, or a bounded power of it, to contain two free generators
of a free subgroup. Let k1; k2; k3 2 N be three positive integers and let k be a
local �eld of characteristic zero with its standard absolute value. We set Ck = 2
if k is Archimedean and Ck = 1 if k is non Archimedean. Let F � SL2(k) be a
�nite set containing 1 such that �k(F k1) > CkjjF jjk (see Section 2 for notation,
it is important to require a strict inequality here when k is non Archimedean).
Let A 2 F k1 be such that �k(A) = �k(F

k1): Then of course A is semisimple
and admits two distinct eigenvectors v+ and v� in k2q where kq is either k or
some quadratic extension of k. Since we may always replace k by kq, there is no
loss of generality in assuming that v+ and v� lie in k2: Let dk be the canonical
(Fubini-Study) projective distance on P1(k); namely dk(u; v) = jju^vjjk

jjujjkjjvjjk :

Lemma 6.1. (geometric conditions for ping-pong) Assume that there is B 2 F k2
such that dk(Bv"; v"

0
) � jjF jj�k3k ; and dk(v"; v"

0
) � jjF jj�k3k for each "; "0 2 f�g.

Then Al and BAlB�1 play ping-pong on P1(k) and generate a free subgroup of
SL2(k) as soon as l � (k2 + 1)(k3 + 1).

Proof. Note that 8u; v 2 P1(k) we have dk(Bu;Bv) � jjBjj2dk(u; v) for B 2
SL2(k): Note also that without loss of generality, we may assume that jjv+jjk =
jjv�jjk = 1: Let �; ��1 be the eigenvalues of A, where we have chosen j�jk � 1.
By the assumption on A, j�j > CkjjF jjk � 1: Since the roles of v+ and v� are
interchangeable, we may assume that v+ corresponds to � and v� to ��1: Let
P 2 GL2(k) be de�ned by Pe1 = v+ and Pe2 = v�: Note that j detP j = jjv+ ^
v�jj = dk(v

+; v�): Also jjP jj = 1 if k is non Archimedean, and jjP jj2 � 2 if k
is Archimedean, so in general jjP jj2 � Ck: Moreover jjP�1jj = jjP jj=j detP jk �
CkjjF jjk3 : Set A0 = P�1AP; B0 = P�1BP; F 0 = P�1FP; then A0 = diag(�; ��1):
For u; v 2 P1(k); dk(Pu; Pv) = jjPu^Pvjj

jjPujj�jjPvjj � j detP jjjP
�1jj2dk(u; v) � Ck�dk(u;v)

j detP j :

Hence for i; j 2 f1; 2g;

(12) dk(B
0ei; ej) �

1

Ck
dk(v

+; v�)dk(BPei; P ej) �
1

Ck

1

jjF jj2k3 :

Observe also that jjF 0jj � jjF jj � jjP jj2=j detP j � CkjjF jjk3+1:
Let m � 2l be positive integers to be determined shortly below. Let U+A = fx 2

P1(k); dk(x; e1) � j�j�2lg; U�A = fx 2 P1(k); dk(x; e2) � j�j�2lg; U+C = fx 2 P1(k);
dk(x;B

0e1) � j�j�mg and U�C = fx 2 P1(k); dk(x;B0e2) � j�j�mg: We need to
show that these four sets are disjoint, and that A0l maps (U�A )c into U+A , A0�l maps
(U+A )c into U�A ; C 0 = B0A0lB0�1 maps (U�C )c into U+C and C 0�1 maps (U+C )c into U�C :
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If for instance U+A \ U�C 6= ;, then d(B0ei; ej) � Ck
j�jm for some i; j, which in turn

would contradict (12) since j�jm > C2k jjF jj2k3 as soon as m � 2k3: The same holds
in other situations as soon as m � 2(k3 + 1):
Now since A0 is diagonal, A0 maps (U�A )c into U+A , A0�l maps (U+A )c into U�A :

Finally let us check the last two conditions. If x 2 (U�C )c; then dk(x;B0e2) > j�j�m
and dk(B0�1x; e2)jjB0jj2 > j�j�m. So B0�1x 2 (U�A )c as long as j�j2l�m � jjB0jj2.
Then A0lB0�1x 2 U+A and dk(C 0x;B0e1) � jjB0jj2=j�j2l � j�j�m. And similarly if
x 2 (U+C )c:
So the above works as soon as m � 2(k3+1) (so that j�jm > C2k jjF jj2(k3+1)) and

2l�m � 2k2(k3+1) (so that j�j2l�m > C2k2k jjF jj2k2k3+2k2 � jjF 0jj2k2 � jjB0jj2). �
Remark 6.2. A similar ping-pong lemma holds with the ping pong players Al

and BAlB (instead of BAlB�1) if we assume similar lower bounds on dk(B�v"; v"
0
)

for � 2 f0;�1;�2g and "; "0 2 f�g: This allows to �nd the ping pong players in
some F n, i.e. without having to take inverses of elements of F .

6.1. Quasi-isometrically embedded free subgroup. A free subgroup H gen-
erated by two free elements a and b in a group � with �nite generating set F
(assumed symmetric) is said to be C-quasi isometrically embedded if for all h 2 H

1

C
� d�(1; h) � dH(1; h) � C � d�(1; h)

where d� is the word metric in � associated to F and dH the word metric in H
corresponding to the generating set fa�1; b�1g: In the setting of Lemma 6.1 we
have:

Lemma 6.3. (QI embedding of free subgroup) The two elements Al and BAlB�1

generate a free subgroup H which is C-quasi isometrically embedded in the group
� with generating set F with C = 2k2 + k1l: More precisely,

1

C
� d�(1; h) � dH(1; h) � 4 � d�(1; h)

Proof. The inequality on the left hand side is clear as a := Al and b := BAlB�1

both belong to FC : To prove the inequality on the right hand side, observe that
both a and b act on the complement of their repelling neighborhood by trans-
formations that contract distances by a factor at least 1

j�jk � 1
jjF jjk : This im-

plies that any element h that can be written as h = w(a; b) for some reduced
word w of length n = dH(1; h) in the free group will act on some open sub-
set of P1(k) by contracting distances by a factor at least 1

jjF jjnk
; and in particular

Lip(h) � jjF jjnk ; where Lip(h) is the bi-Lipschitz constant of h acting on P1(k),
Lip(h) = supf

�
d(hx;hy)
d(x;y)

��1
jx; y 2 P1(k)g: On the other, one easily checks that for

any g 2 SL2(k); Lip(g) � jjgjj4k, hence Lip(F n) � jjF jj4nk for all n and hence
Lip(h) � jjF jj4d�(1;h)k which yields dH(1; h) � 4 � d�(1; h) as desired. �



HEIGHTS ON SL2 AND FREE SUBGROUPS 23

7. Proof of Theorems 1.1 and 1.3 for SL2(C)

We �rst assume that F has coe¢ cients in Q: We explain at the end of this
section why this case implies the general case.
We are going to show that if F generates a non virtually solvable subgroup

of SL2(K) for some number �eld K; then for at least one place v 2 VK the
conditions of the ping-pong lemma 6.1 are satis�ed, with k1; k2 and k3 bounded
and independent of K. This will be done by �nding an appropriate prime and a
place above it where F will satisfy the requirements of Lemma 6.1.
Let F be a �nite subset of SL2(Q) which generates a non virtually solvable

subgroup and contains 1. According to Lemma 4.7, as one may change F into a
bounded power of itself if necessary, we may assume that F contains two semi-
simple elements which generate a non virtually solvable subgroup. Now, from
Corollary 5.2, after possibly conjugating F inside SL2(Q); we may assume that
h(F ) � Cqs � e(F ); where Cqs > 0 is the universal constant given by Corollary 5.2.
The last important ingredient in the proof of Theorem 1.1 is the product formula

on the projective line P1(Q) (see [3]), i.e. 8(u; v) 2 P1(Q)2

(13)
Y
v2VK

dv(u; v)
1

[K:Q] =
1

H(u) �H(v)

where logH(u) = h(u) = 1
[K:Q]

P
v2VK nv logmaxfju1jv; ju2jvg if (u1; u2) 2 K2

represents u 2 P1(K): This formula is straightforward from the usual product
formula and the de�nition of the standard distance dv(u; v) =

jju^vjjKv
jjujjKv jjvjjKv

:

Lemma 7.1. (Height of F controls heights of eigenobjects) Let A 2 SL2(Q) and
v 2 P1(Q) an eigendirection of A, then h(v) � 3h(A) + log 2:
Proof. Simply solve for v in Av = �v using Cramer�s rule. �
Let us introduce some notation. Suppose A 2 SL2(Q) is semisimple with

eigendirections v+A and v
�
A in P1(Q) and suppose B 2 SL2(Q): Then, assuming A

and B have coe¢ cients in a number �eld K, we set for each place v 2 VK :

�+;�v (B;A) = log
1

dv(Bv
+
A ; v

�
A)

where dv is the standard distance on P1(Kv) and Kv is the completion of K at
v. Note that as dv � 1; we have �+;�v (B;A) � 0: If dv(Bv+A ; v

�
A) = 0 we set

�+;�v (B;A) = 0:We de�ne similarly �+;+v (B;A); ��;+v (B;A); and ��;�v (B;A) in the
obvious manner and we set

�v(B;A) = �
+;�
v (B;A) + �+;+v (B;A) + ��;+v (B;A) + ��;�v (B;A)

For a �nite subset F of SL2(Q), we also de�ne

�v(F ) =
X

�v(Id;A) + �v(B;A)



24 EMMANUEL BREUILLARD

where the sum runs over all pairs fA;Bg of elements of F with A semisimple and
B in �nice position� with respect to A; namely such that Bv+A =2 fv+A ; v�Ag and
Bv�A =2 fv+A ; v�Ag: If this set of pairs is empty we set � to be 0: However, in our
case, it will be non empty if not for F itself then for a bounded power of it (see
Lemma 7.3 below). We also de�ne the corresponding global quantity:

�(B;A) =
1

[K : Q]
X
v2VK

nv � �v(B;A)

and

�(F ) =
1

[K : Q]
X
v2VK

nv � �v(F )

Proposition 7.2. (Height of F controls adelic distance between eigenobjects)
With the above notation, for every B 2 SL2(Q) in nice position with respect to a
semisimple A 2 SL2(Q) (or for B = Id), we have

�(B;A) � 24h(A) + 4h(B) + 12 log 2

In particular for any �nite subset F in SL2(Q)

�(F ) � 12jF j2(3h(F ) + log 2)

Proof. From the product formula (13) above we have �+;�(B;A) = h(Bv+A)+h(v
�
A):

On the other hand we easily compute h(Bv+A) � h(B)+h(v+A)+log 2: From Lemma
7.1, we get �+;�(B;A) � h(B) + 6h(A) + 3 log 2; hence the desired bounds. �

Note that since we assume that F generates a non virtually solvable group,
then according to Theorem 1.2, h(F ) � e(F ) � " for some �xed ": Therefore there
exists a constant Dqs > 0 such that �(F ) � DqsjF j2h(F ).

Lemma 7.3. There is an integer n0 � 2 such that if F is a �nite subset of
SL2(C) containing 1 and generating a non virtually solvable group, then for any
semisimple A 2 F there exists B 2 F n0 which is in nice position with respect to
A.

Proof. This is another occurrence of the escape trick described in Lemma 4.8.
The subvarieties XA = fB 2 GL2; Bv+A 2 fv�Ag or Bv�A 2 fv�Agg are conjugate to
each other in GL2: In particular there is N as in Lemma 4.8 such that for each
semisimple A in F , FN is not contained in XA(C), as the group generated by
F clearly cannot be contained in any XA(C) for it would otherwise be virtually
solvable. �

We have for all n 2 N

�(F n) � Dqs � jF nj2 � h(F n) � Dqs � jF j2n � n � h(F )
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We may write with obvious notation

� =
X

p2f1g[P

�p = �1 + �f

We �x n = n0 as in Lemma 7.3 and let D0
qs = Dqs � n0 so that �(F n0) �

D0
qs � jF j2n0 �h(F ) and h(F ) � Cqs � e(F ): For each p 2 f1g[P we set ep = ep(F );

hp = hp(F ) and �p = �p(F n0): We now claim:

Claim : There exists a constant C 00 > 0 such that for any set F in SL2(Q) con-
taining 1 and generating a non virtually solvable subgroup, there exist p 2 f1g[P
and a place vjp such that, maxf�v; hvg � C 00 � jF jn0 � ev and ev > ep

2
: Moreover if

p =1, we may assume that e1 � 1
2
e:

We now prove this claim. Suppose �rst that e1 � 1
2
e, then �1 + h1 �

Cqs(D
0
qsjF j2n0 + 1) � e1. But

e1 �
2

[K : Q]
X
v2V +1

nvev

where V +1 = fv 2 V1; ev � e1
2
g. Indeed

e1 =
1

[K : Q]

0@X
v2V +1

nvev +
X
v2V �1

nvev

1A � 1

[K : Q]
X
v2V +1

nvev +
e1
2
:

Hence
P

v2V +1 nv(�v + hv) � 4Cqs(D
0
qsjF j2n0 + 1) �

P
v2V +1 nvev: So for at least one

v 2 V +1 we have maxf�v; hvg � �v + hv � 4Cqs(D0
qsjF j2n0 + 1) � ev:

Now suppose e1 < e
2
; then ef � e

2
> 0 and

P
p2P �p + hp � 2Cqs(D0

qsjF j2n0 +
1) �

P
p2P ep hence there must be one p 2 P for which ep > 0 and �p + hp �

2Cqs(D
0
qsjF j2n0 + 1) � ep: As this is an average over the places vjp; as before

there must be some place vjp for which ev � ep
2
and maxf�v; hvg � �v + hv �

4Cqs(D
0
qsjF j2n0 + 1) � ev: So we have justi�ed the claim.

End of the proof of Theorems 1.3 and 1.1: Let us recapitulate what we have
so far. We started with a set F in SL2(Q) containing 1 and generating a non
virtually solvable subgroup. We found the constant n0 � 2 as in Lemma 7.3. We
also found a constant C 00 such that for some prime p and a place vjp such that
maxf�v(F n0); hv(F )g � C 00 � jF j2n0 � ev(F ); and ev(F ) � 1

4
ep(F ) > 0 (with e1 � e

2

in case p =1). Set D00
F := C

00 � jF j2n0 :
Suppose �rst that v 2 Vf : Recall that we had �v(F 2) � Ev(F )2 by Lemma 2.1.

Let A0 2 F 2 be such that �v(A0) = �v(F 2): Then �v(A0) � Ev(F )2 � jjF jj
2
D00
F

v > 1
and hence if k1 2 N is the �rst even integer strictly larger that D00

F ; we have
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�v(A) > jjF jjv if A = A
k1=2
0 2 F k1 : Moreover we have �v(F n0) � D00

F � ev(F );
therefore for every B 2 F n0 which is in nice position with respect to A0 (and
there are such B�s according to Lemma 7.3) we have �v(Id;A0) + �v(B;A0) �
D00
F � ev(F ): Fix one such B. We have dv(Bv"A; v"

0
A) � Ev(F )

�D00
F � jjF jj�D

00
F

v and
also dv(v"A; v

"0
A) � Ev(F )�D

00
F � jjF jj�D

00
F

v for all "; "0 2 f�g: Therefore we are in a
position to apply the ping-pong lemma 6.1 to the pair A and B with k1 as above
(� D00

F + 2), k2 = n0 and k3 = D
00
F :

Suppose now that v 2 V1: We have Ev(F ) � exp( e
2
) � exp( "

2
) where " is

the constant from Theorem 1.2. Now Lemma 2.6 shows that there is a constant
n1 = n1(") 2 N such that Ev(F n1) � 2

c2
where c is the constant in Lemma 2.1.

Then by Lemma 2.1 �v(F 2n1) � c2Ev(F
n1)2 � 2Ev(F

n1) � 2Ev(F ) � 2jjF jj
1
D00
F :

Observe that after possibly changing n0 we may assume that it is larger than
2n1: Pick A0 2 F 2n1 such that �v(A0) = �v(F

2n1): Finally if k01 is the smallest
integer strictly larger than D00

F , we set A = A
k01
0 2 F k1 where k1 = 2n1k01: We have

�v(A) > 2jjF jjv. Moreover �v(F n0) � D00
F � ev(F ); therefore for every B 2 F n0

which is in nice position with respect to A0 (and there are such B�s according to
Lemma 7.3) we have �v(Id;A0)+�v(B;A0) � D00

F �ev(F ): Fix one such B. We have
dv(Bv

"
A; v

"0
A) � Ev(F )�D

00
F � jjF jj�D

00
F

v and also dv(v"A; v
"0
A) � Ev(F )�D

00
F � jjF jj�D

00
F

v

for all "; "0 2 f�g: Therefore we are in a position to apply the ping-pong lemma
6.1 to the pair A and B with k1 as above (� 2n1(D00

F +1)), k2 = n0 and k3 = D
00
F :

Theorem 1.3 on the quasi-isometric embedding of the free group (in the case
F � SL2(Q)) now follows readily by application of Lemma 6.3. To complete the
proof of Theorem 1.1, it remains to observe that we can reduce to the situation
where F has three elements f1; a; bg by application of Lemma 4.7. Note that we
cannot do this reduction for Theorem 1.3 because we need there to control the
behaviour of every element of F .
There are several ways to see that Theorems 1.3 and 1.1 for SL2(Q) imply the

same theorems for SL2(C): One can use the remark made in the introduction
that both results are equivalent to a countable union of assertions expressible in
�rst order logic. By elimination of quanti�ers for algebraically closed �elds, we
know that two algebraically closed �elds of the same characteristic satisfy the
same statements of �rst order logic (see e.g. [14] chp. 9). Hence the validity of
Theorems 1.3 and 1.1 over Q is equivalent to its validity over C.
Another way to see it is to invoke Proposition 9.3 below and use the fact that

if V is an algebraic variety de�ned over Q; then V (Q) is Zariski-dense in V (C).
From Proposition 9.3 and the above proof over Q, we know that Wn(Q) � V(Q)
for every n 2 N, which readily implies that Wn(C) � V(C) for every n 2 N (Wn

is de�ned in (15), see Section 9 below). And the theorem is proved over C with
the same constant N0:
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For Theorem 1.1, one could also use a specialization argument as is in [13] for
instance.

8. Uniform spectral gap in `2 and co-growth of subgroups

We prove here Corollaries 1.4 to 1.7. Corollary 1.4 is a direct application of
Corollary 1.5, so we will not say more about it.
Proof of Corollary 1.5. We reproduce the argument given in [29] and [9]. Since

the free group F2 is non amenable, there is a constant � > 0 such that maxfjja �
f � f jj2; jjb � f � f jj2g � � � jjf jj2 for every f 2 `2(F2) where a and b are the
two free generators of F2: Then according to Theorem 1.1, there are a and b 2
(F [ F�1)N0 such that a and b generate a free subgroup H: For f 2 `2(�) and
Hx a coset of H; let fHx denote the restriction of f to Hx. Let A (resp. B) be
the subset of Hn� of those cosets such that jja � fHx � fHxjj2 � �jjfHxjj2 (resp.
jjb � fHx � fHxjj2 � �jjfHxjj2). And set fA =

P
Hx2A fHx; and fB =

P
Hx2B fHx.

Since jjf jj22 � jjfAjj22 + jjfBjj22 we may assume without loss of generality that
jjfAjj22 � jjf jj22=2: Hence ka � f � fk22 � ka � fA � fAk22 � �2kfAk22 � �2

2
kfk22: Since

a 2 (F [ F�1)N0 we have

ka � f � fk2 �
N0X
i=1

ks1 : : : si � f � s1 : : : si�1 � fk2 =
N0X
i=1

ksi � f � fk2

where a = s1 � ::: �sN0 with si 2 F [F�1: Finally, for some i we have ksi �f �fk2 =
ks�1i � f � fk2 � �

N0
p
2
kfk2. Hence we have proved the �rst assertion of Corollary

1.5 with " = �
N0
p
2
:

To prove the second assertion, let F and A be as in the statement. Let � be
the group generated by A and F and simply apply the above with f the indicator
function of A in `2(�):
Proof of Corollary 1.6. Set � = hF i with F = fa�11 ; :::; a�1m g and as in the

statement and � = 1
2m

P
1�i�m �ai + �a�1i : Then P(Sn = e) = �

n(e): But �nN0(e) �
jj�

nN0
2 jj2 � jj�N0jjn where jj � jj is the norm of the convolution operator. Theorem

1.1 shows that �N0 = ��F2 + (1 � �)� for some probability measure �; where
�F2 =

1
4
(�a+�a�1+�b+�b�1) and a; b are the free generators in FN0 ; and � = 1

(2m)N0
:

It follows that jj�N0 jj � 1� �� if jj�F2jj = 1� � < 1: Hence the result.
Proof of Corollary 1.7. We keep the notation of the proof of Corollary decay.

One can go from spectral gap to co-growth in a one to one fashion, thanks to the
following formula (see [17], [10], [27])

(14) (2m� 1)� + (2m� 1)1�� = (2m)�;
where � = limn even

1
n
log2m�1 jW 0

nj and � = limn even
1
n
log2m jWnj; with Wn the set

of paths of length n in the free group F2m going from the identity to itself and W 0
n

is the set of elements in F2m of length n that kill (a1; :::; am): Since jW 0
p+q+2j �
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jW 0
pjjW 0

qj; we must have jW 0
nj � (2m � 1)�(n+2) for all n � 1: On the other hand

�n(e) = jWnj
(2m)n

and hence (2m)� � 2mjj�N0jj
1
N0 � 2m(1� ��)

1
N0 if jj�F2jj = 1� � :

Hence (2m)� � 2m(1 � �
(2m)N0

)
1
N0 : Solving equation (14), we obtain (2m � 1)� �

2m� 1� �
(2m)2N0

: Hence jW 0
nj � (2m� 1� �

2(2m)2N0
)n for n � n(m): We are done.

To see the converse, note that by Proposition 9.2 F = fa1; :::; amg � GLd(C)
generates a virtually solvable subgroup if and only if it contains a subgroup of
index < M which can be conjugated in the upper triangular matrices, hence is
of solvable length � d: In particular � = hF i is a quotient of the free object on
m generators, which we denote by S, in this variety of groups. S is virtually
solvable, hence amenable and by the Kesten�s criterion and (14) must satisfy
jW 0

nj � (2m� 1� ")n for every " > 0 and all n � n("): Since every relation in S
is also a relation in � we are done.

9. Large Girth

Here we prove Corollaries 1.8 to 1.11. Let K be an algebraically closed �eld,
Fd the �ag variety in K

d
(Fd = P1(K) if d = 2) and let Vk be the set of k-tuples

(A1; :::; Ak) 2 GLd(K)k such that A = (A1; :::; Ak) leaves invariant some subset
fu1; :::; uMg of M not necessarily distinct points of Fd:

Proposition 9.1. Then Vk is a closed subscheme of GLd(K)k de�ned over Z.

Proof. Wewrite the proof for k = 2: Consider the map � : GLd�GLd�FM
d ! F3M

d

which maps (A;B; u1; :::; uM) to (Au1; :::; AuM ; Bu1; :::; BuM ; u1; ::; uM). For every
permutations �; � 2 SM we set ��;� = f(a1; :::; aM ; b1; :::; bM ; u1; :::; uM) 2 F3M

d

such that ai = u�(i) and bi = u�(i) for each i = 1; :::;Mg and let � the union of
all ��;�: Then � is a closed subvariety of F3M

d ; therefore so is Vk = � � ��1(�);
where � is the projection onto the GLd�GLd factor, which is a closed morphism
since F3M

d is complete. �
Proposition 9.2. (Zariski closedness of virtually solvable tuples) There is M =
M(d) 2 N such that a k-tuple A = (A1; :::; Ak) in GLd(C) generates a virtually
solvable subgroup if and only if F 2 Vk(C):

Proof. The if part is clear. To show the converse observe that by induction on d
we may assume that G acts irreducibly on Cd. Since the connected component
G0 is solvable, Borel�s �xed point theorem implies that it �xes a point on Fd: Let
U be the unipotent radical of G0: If U is non trivial it must �x pointwise a non
trivial subspace of Cd: As G normalizes U, G also must �x that subspace, which
contradicts the assumption of irreducibility. Hence U is trivial and G0 is a torus.
Therefore G is contained in the normalizer N(G0) and N(G0)=Z(G0) embeds in
the Weyl group of GLd hence has size at most d!. We may thus assume that G
centralizes G0: As we may again assume that G acts irreducibly, this forces G0 to
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be trivial. Hence we are left with the case when G is �nite and we invoke Jordan�s
theorem (see e.g. [11]) to conclude: it gives M 2 N such that [G : A] � M where
A is an abelian subgroup of GLd(C) made of semisimple elements. Hence A is
contained in a torus S, which �xes a �ag. It follows that G stabilizes the G-orbit
of this �ag, which is of cardinality at most M . �
Let us now express the conclusion of Theorem 1.1 in terms of a countable family

of algebraic conditions. LetN be the integer obtained in the statement of Theorem
1.1 and let B2(n) be the ball of radius n in the free group F2 on two generators.
For n � 1 let Wn be the set of k-tuples A = (A1; :::; Ak) 2 GLd(C)k such that
for any words w1 and w2 in Bk(N) there exists a word w 2 B2(n)nf1g such that
w(w1(A); w2(A)) = 1: Clearly Wn is a closed subvariety of GLd(C)k: Hence we
obtain:

Proposition 9.3. (reformulation of main theorem in terms of equality of algebraic
varieties) Theorem 1.1 is equivalent to the statement: 8n � 1 Wn � Vk.

Remark 9.4. ClearlyWn � Wn+1: Also it is clear from Proposition 9.2 that Vk �
Wn0 for some n0 � 1: Hence Theorem 1.1 is in fact equivalent to Wn =Wn0 = Vk
for all n � n0:

For w 2 Fknf1g let Xw be the word variety Xw = fA 2 GLd(C)k; w(A) = 1g:
Equivalently Xw = fA 2 GLd(C)k, Qijw = 0 for all i; j = 1; :::; dg; where Qijw =
P ijw ��ij and fP ijw g1�i;j�d is the matrixw(A) with each P ijw 2 C[((A1)ij)ij; :::; ((Ak)kl)kl]
a polynomial in the kd2 variables of A = (A1; :::; Ak): Let A be the set of couples
(w1; w2) of words in B2(N): Let Bn be the set of words w 2 Bk(n)nf1g and �nally
let C be the set of indices fijg1�i;j�d: For a = (w1; w2) 2 A, b = w 2 Bn and
c = fijg 2 C set Qa;b;c to be the polynomial Qijw(w1;w2):

Lemma 9.5. (degree and height bounds for word polynomials) For each a 2 A;
b 2 Bn, and c 2 C; the polynomial Qa;b;c 2 Z[((A1)ij)ij; :::; ((Ak)kl)kl] has integer
coe¢ cients, has height at most dnN + 1 and degree at most nN:

Proof. Here the height is understood in the naive sense of maximal modulus of
the coe¢ cients. The proof is an easy induction on n and we omit the details. �
With this notation, we have Wn = \a2A [b2Bn \c2CfQa;b;c = 0g; which we may

rewrite as

(15) Wn =
[
f2BAn

Wn;f

where Wn;f = \a2A \c2C fQa;f(a);c = 0g where f ranges among all maps f : A !
Bn. Let I be the ideal of Z[(Aij)ij; (Bkl)kl] associated to V. Let In;f be the ideal of
Q[(Aij)ij; (Bkl)kl] generated by the Qa;f(a);c with a 2 A and c 2 C. Let Ifn be the
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ideal of all polynomials in Q[(Aij)ij; (Bkl)kl] that vanish on Wn;f : Then Hilbert�s
Nullstellensatz asserts that Ifn =

p
In;f , and Theorem 1.1 says that I � Ifn for

every n and f 2 BAn : Let f1; :::; fm be generators of I with integer coe¢ cients. The
following e¤ective version of the Nullstellensatz may be found in [26]:

Theorem 9.6. (E¤ective arithmetic nullstellensatz [26]) Let r; d 2 N, h > 0
and f; q1; :::; qk be polynomials in Z[X1; :::; Xr] with logarithmic height at most h
and degree at most d. Assume that f vanishes at all common zeros (if any) of
q1; :::; qk in C[X1; :::; Xr]: Then there exist a; e 2 N and polynomials b1; :::; bk 2
Z[X1; :::; Xr] such that

af e = b1q1 + :::+ bkqk

with e � (8d)2r , the total degree of each bi at most (8d)2
r+1 and the logarithmic

height of each bi as well as a is at most (8d)2
r+1+1(h+ 8d log(8d)):

Here, the logarithmic height is the log of the naive height used above. We
can now �nish the proof of Corollary 1.8. In our situation, Theorem 9.6 yields
numbers ai 2 N and polynomials bif;a;c 2 Z[(Aij)ij; (Bkl)kl] with logarithmic height
hn = Od(n

2kd
2+2
) as well as numbers ei 2 N such that for each i = 1; :::;m

(16) aif
ei
i =

X
a2A;c2C

bif;a;cQa;f(a);c

It follows that if p > exp(hn) is a rational prime, then for any �eld K of charac-
teristic p; and any A 2 GLd(K)k; if for any words w1; w2 in Bk(N) there is a word
w 2 B2(n)nf1g such that w(w1(A); w2(A)) = 1; then fi(A) = 0 for all i = 1; :::;m:
Since the fi generate I, according to Proposition 9.1, this means that there must
be a set fu1; :::; uMg in Fd(K) of at most M points (K is an algebraic closure of
K) which is �xed by A: In particular the group � generated by A contains the
solvable subgroup �0 = f
 2 �; 
 �u1 = u1g as a subgroup of index �M: Therefore
Corollary 1.8 holds as soon as p > exp(hn); i.e. for all n � Od(log p)2

�kd2�2
: This

ends the proof of Corollary 1.8 with e.g. "0 = 2�10 for k = d = 2.

Observe that in the above proof we may have replaced Wn by the larger sub-
variety W 0

n equal to the subset of k-tuples A = (A1; :::; Ak) 2 GLd(C)k such that
for any words w1 and w2 in Bk(N) there exists a word w 2 B2(n)nf1g such that
w(w1(A); w2(A)) = 1 or there are words w 2 B2(n)nf1g and w0 2 Bk( 14d`(w))
such that w(w1(A); w2(A)) = w0(A): The bounds on the height and degree of the
polynomials de�ning W 0

n are of the same magnitude as those of Wn; hence the
same conclusion holds, namely:

Corollary 9.7. (QI embedded subgroup of large girth) Given d; k � 2,
there is N;M 2 N and "0; C > 0 such that for every prime p and every �eld K
of characteristic p and any �nite subset F with k elements generating a subgroup
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G of GLd(K) which contains no solvable subgroup of index at most M; then FN

contains two elements a; b such that w(a; b) 6= 1 in GLd(K) generating a subgroup
H with Cayley graph GH such that girth(GH) � f(p) and

(17)
1

C
� dG(1; h) � dH(1; h) � C � dG(1; h)

for any h with dH(1; h) � f(p); where f(p) = (log p)"0 : Note that C depends on d
only.

Proof of Corollary 1.9. This follows directly from Corollary 9.7 and the following
Proposition:

Proposition 9.8. (QI embedded subgroup of large girth implies uniform expan-
sion on small sets) Suppose G is a k-generated group with Cayley graph GG and
word metric dG and H is a �nitely generated subgroup with Cayley graph GH and
word metric dH : Assume further that girth(GH) � N and that (17) holds for all
h such that d(1; h) � N: Let � be the uniform symmetric probability measure on
the generators of G. Then there exist an explicit constant � = �(k; C) > 0 such
that

jj� � f jj2 � (1� �)jjf jj2
for any function f supported on a ball of radius � N=2C in GG.
Note that the uniform QI-embedding of H in G is used in a key way in the

proof. This Proposition also yields in a standard way the following corollary.

Corollary 9.9. In the setting of the Proposition, there is � = �(C; k) > 0 and
� = �(C; k) > 0 such that ��n(e) � (1� �)n for all n � N=2C: Moreover for any
subset A of G lying in a ball of radius � N=2C, there is a generator s such that
jsA4 Aj � �jAj:
Proof of Proposition 9.8. Let BG(N) be the ball of radius N in G centered at

1: Pick representatives rep = fx 2 BG(N)g for right cosets of H : H � BG(N) =
[x2repHx and then split f as a sum of mutually orthogonal terms

f =
X
x2rep

fx(�x�1)

where fx : H ! R send h to f(hx): We have jjf jj22;G =
P

rep jjfxjj22;H : Let S =
BH(1) the generating set for H. We know from the corresponding spectral gap
estimate on the free group that for every g : H ! R such that Supp(g) � BH(N)
there exists s 2 S such that jjs � g � gjj2;H � � jjgjj2;H where � > 0 is an absolute
constant (independent of the rank of the free group). But if fx(h) 6= 0 then
hx 2 Supp(f) � BG(N=2C), hence by (17); h 2 BH(N); so Supp(fx) � BH(N):
Hence there is sx 2 S such that jjsx � fx � fxjj2;H � � jjfxjj2;H : We get:X

s2S
jjs � f � f jj22;G =

X
x2rep

X
s2S

jjs � fx � fxjj2;H � � 2 � jjf jj22;G
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Now since dG(1; s) � C for each s 2 S by (17); we get:

jjs � f � f jj22;G �
� 2

jSj jjf jj
2
2;G

note that jSj � jBG(C)j � (2k)C : From there it is straightforward to derive the
bound:

jj� � f jj2 �
1

2

"
1 +

s�
1� � 2

32(2k)2C

�#
� jjf jj2:

Proof of Corollary 1.10. Applying Lemma 4.7, we may assume that Card(F ) =
2: If F = fA;Bg does not satisfy the conclusion of the corollary for N as in The-
orem 1.1, then for arbitrarily small � > 0 there is a map f : A ! Bn(�) where
n = n(�) � (log ��1)"1 (with "1 an absolute constant to be determined below) such
that d(f(a); 1) < � for all a 2 A. This means that for some C1 > 0 (depending on
the choice of the Riemannian metric d), we have 8a 2 A 8c 2 C; jQa;f(a);cj < C1 ��:
Applying Theorem 9.6 we get (16) as above. Moreover the logarithmic height of

the polynomials bif;a;c is at most Od(n
22d

2+2
), hence evaluated on F = fA;Bg, bif;a;c

is Od;F (n2
2d2+2

); and hence also f eii = OF;d(� � exp(n2
2d2+2

)). As ei = O(n2
2d2

); we
see fi is arbitrarily small when � ! 0 as soon as we take for instance "1 = 2�(2d

2+3):
It follows that (A;B) 2 V2. A contradiction.

Proof of Corollary 1.11. With the notation of Corollary 1.7, de�ne �(m) > 0 by
(2m�1� "

mD
)

(2m�1) = e��(m) and let � = �(2): By contradiction, suppose Corollary 1.11
does not hold for (a; b) 2 GLd(C): Then for arbitrarily small �; there is n = n(�) �
(log ��1)"1 for which one can �nd at least 3ne��n reduced words w of length n such
that d(w; 1) < �. Let I be the set of all subsets of cardinality 3ne��n of reduced
words of length n. For I 2 I; let VI the subvariety of GLd(C)2 where all words in
I vanish simultaneously. Then Corollary 1.7 can be reformulated as the statement
VI � V for every n � n(2) and every I 2 I: As above the e¤ective Nullstellensatz
applies and gives coe¢ cients ai 2 Znf0g, polynomials bkI;w;ij with coe¢ cients in Z,
of degree and logarithmic height O(n2

2d2+2
) and integers ei = O(n2

2d2

) such that

akf
ek
k =

X
w2I;fijg2C

bkI;w;ijQ
ij
w

It follows that f ekk = O(� � exp(n22d
2+2
)), which again implies that fk is arbitrarily

small as � ! 0 if "1 = 2�2d
2�3; say. Hence (a; b) 2 V2, a contradiction. Q.E.D.
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