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Abstract

In Young towers with sufficiently small tails, the Birkhoff sums of Hölder continuous functions satisfy a central limit the
with speedO(1/

√
n ), and a local limit theorem. This implies the same results for many non uniformly expanding dyna

systems, namely those for which a tower with sufficiently fast returns can be constructed.
 2005 Elsevier SAS. All rights reserved.

Résumé

Dans les tours de Young ayant des queues suffisamment petites, les sommes de Birkhoff des fonctions hölderienne
le théorème central limite avec vitesseO(1/

√
n) et le théorème de la limite locale. Par conséquent, de nombreux sys

dynamiques non uniformément dilatants satisfont les mêmes conclusions : il suffit de pouvoir construire une tour
retours à la base suffisamment rapides.
 2005 Elsevier SAS. All rights reserved.
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1. Results

1.1. Introduction

Let T :X → X be a probability preserving transformation andf :X → R. The functionsf ◦ T k , for k ∈ N,
are identically distributed random variables, and it is an important problem in ergodic theory to see wheth
satisfy the same kind of limit theorems as independent random variables.
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0246-0203/$ – see front matter 2005 Elsevier SAS. All rights reserved.
doi:10.1016/j.anihpb.2004.09.002
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Many results are known whenT is uniformly expanding or uniformly hyperbolic (without or with singularitie
in the Markov or non Markov case), andf is Hölder continuous. In this case, it is indeed often possible to cons
a space of functions containingf on which the transfer operator associated toT has a spectral gap. Therefore, t
spectral perturbation method, introduced by Nagaev in the case of Markov chains, makes it possible t
the probabilistic proofs on independent variables. In this way, it is possible to get distributional converge
normal laws or stable laws), and more subtle results such as the speed of convergence (also called t
Esseen theorem) or the local limit theorem (see for example [30,17,8,3]). These results, in turn, have im
consequences concerning the asymptotic behavior of the system [2,33].

On the other hand, when the system is not uniformly expanding or uniformly hyperbolic, it is not po
to use directly the aforementioned spectral method. Consequently, other methods have been devised
the distributional convergence of Birkhoff sums. Among many techniques, the most flexible one is proba
martingale argument of Gordin (see for example [23,26,10,11,36]). Some results have also been obtaine
speed in the central limit theorem, by direct estimates (see [22,27]). However, there is currently no result con
the local limit theorem, which is not surprising since the proof of this theorem requires a heavy Fourier mac
even in the probabilistic case, and is not easily accessible to elementary methods.

The aim of this article is to prove the local limit theorem and the Berry–Esseen theorem for Hölder funct
the setting ofYoung towers[35], where the decay of correlations is not exponential and the transfer operat
no spectral gap. The Young towers are abstract spaces which can be used to model many non uniformly e
maps, for example the Pomeau–Manneville maps in dimension 1 studied by Liverani, Saussol and Vaienti
Viana map (for which a tower is built in [5]), or the unimodal maps for which the critical point does not retu
quickly close to itself [9]. Thus, all these maps also satisfy the local limit theorem, and the central limit th
with speedO(1/

√
n). These results also apply in non uniformly hyperbolic settings, with the techniques of [

The proof is spectral: it uses perturbations of transfer operators, as in [17], but applied to first return
operators associated to an induced map, as defined by Sarig in [32]. The method is related to [14], with
systematic use of Banach algebra techniques.

1.2. Results in Young towers

A Young tower[35] is a probability space(X,m) with a partition(Bi,j )i∈I,j<ϕi
of X by positive measure

subsets, whereI is finite or countable andϕi ∈ N
∗, together with a nonsingular mapT :X → X satisfying the

following properties.

1. ∀i ∈ I , ∀0� j < ϕi − 1, T is a measure preserving isomorphism betweenBi,j andBi,j+1.
2. For everyi ∈ I , T is an isomorphism betweenBi,ϕi−1 andB := ⋃

k∈I Bk,0.
3. Letϕ be the function equal toϕi onBi,0, whenceT ϕ is a function fromB to itself. Lets(x, y) be the separatio

time of the pointsx andy ∈ B underT ϕ , i.e. s(x, y) = inf{n | ∃i �= j, (T ϕ)n(x) ∈ Bi,0, (T ϕ)n(y) ∈ Bj,0}.
As T ϕi is an isomorphism betweenBi,0 andB, it is possible to consider the inversegm of its jacobian with
respect to the measurem. We assume that there exist constantsβ < 1 andC > 0 such that∀x, y ∈ Bi,0,
|loggm(x) − loggm(y)| � Cβs(x,y).

4. The mapT preserves the measurem.
5. The partition

∨∞
0 T −n((Bi,j )) separates the points.

The notion of Young tower has been introduced by Young in [34,35] as a model for non uniformly expa
dynamical systems. The non uniformity is measured by thesize of tailsm{x ∈ B | ϕ(x) > n}: if this quantity
is very small, then most points enjoy some expansion before timen, when they first return to the basis. Th
expansion, in turn, is sufficient to study statistical properties of the system, including decay of correlations
has proved that, ifm[ϕ > n] = O(1/nβ) for someβ > 1, then the correlations of sufficiently regular functions (
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the definition ofCτ (X) below) decay likeO(1/nβ−1). In particular, ifβ > 2, these correlations are summable, a
a martingale method can be used to prove that a central limit theorem holds.

We extend the separation times to the whole tower, by settings(x, y) = 0 if x andy are not in the same se
Bi,j , ands(x, y) = s(x′, y′)+ 1 otherwise, wherex′ andy′ are the next iterates ofx andy in B. For 0< τ < 1, set

Cτ (X) = {
f :X → R | ∃C > 0, ∀x, y ∈ X,

∣∣f (x) − f (y)
∣∣ � Cτs(x,y)

}
.

This space has a norm‖f ‖τ = inf{C | ∀x, y ∈ X, |f (x) − f (y)| � Cτs(x,y)} + ‖f ‖∞.
The following theorem is well known and can for example be proved using martingale technique

[35, Theorem 4]).

Theorem 1.1.Let τ < 1. Assume thatm[ϕ > n] = O(1/nβ) with β > 2. Letf ∈ Cτ (X) have a vanishing integra
Then there existsσ 2 � 0 such that

1√
n

n−1∑
k=0

f ◦ T k → N (0, σ 2).

Moreover,σ 2 = 0 if and only iff is a coboundary, i.e. there exists a measurable functiong such thatf = g −g ◦T

almost everywhere.

The main results of this article are Theorems 1.2 and 1.3. To formulate the first one, we will need the fo
definition:

Definition. A mapf :X → R is periodic if there existρ ∈ R, g :X → R measurable,λ > 0 andq :X → Z, such
thatf = ρ + g − g ◦ T + λq almost everywhere. Otherwise, it isaperiodic.

Theorem 1.2(local limit theorem). Letτ < 1. Assume thatm[ϕ > n] = O(1/nβ) with β > 2. Letf ∈ Cτ (X) have
a vanishing integral, and letσ 2 be given by Theorem1.1.

Assume thatf is aperiodic. This implies in particularσ 2 > 0. Then, for any bounded intervalJ ⊂ R, for any
real sequencekn with kn/

√
n → κ ∈ R, for anyu ∈ Cτ (X), for anyv :X → R measurable,

√
nm

{
x ∈ X | Snf (x) ∈ J + kn + u(x) + v(T nx)

} → |J |e
−κ2/(2σ2)

σ
√

2π
.

The function on the right is the density ofN (0, σ 2): this theorem (foru = v = 0 andkn = κ
√

n) means that

m

{
1√
n
Snf ∈ κ + J√

n

}
∼ P

(
N (0, σ 2) ∈ κ + J√

n

)
.

Hence, it shows thatSnf/
√

n behaves likeN (0, σ 2) at the local level (contrary to Theorem 1.1 which deals w
the global level). It is important thatf is aperiodic. Otherwise,f could be integer valued, and the theorem co
not hold, e.g. forkn = 0, u = v = 0 andJ = [1/3,2/3].

Forf :X → R, define a functionfB onB by

fB(x) =
ϕ(x)−1∑

k=0

f (T kx). (1)

In the probabilistic case, the Berry–Esseen theorem, giving the speed of convergence in the central limit
holds under anL3 moment condition [12]. In the dynamical setting, we will need the same kind of hypothes
on the functionfB . Note that, since|fB | � ‖f ‖∞ϕ andβ > 2, we always havefB ∈ L2(B).
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Theorem 1.3(speed in the central limit theorem). Let τ < 1. Assume thatm[ϕ > n] = O(1/nβ) with β > 2. Let
f ∈ Cτ (X) have a vanishing integral, andσ 2 be given by Theorem1.1.

Assume thatσ 2 > 0, and that there exists0 < δ � 1 such that
∫ |fB |21|fB |>z dm = O(z−δ) whenz → ∞. If

δ = 1, assume also that
∫

f 3
B1|fB |�z dm = O(1). Then there existsC > 0 such that∀n ∈ N

∗, ∀a ∈ R,∣∣∣∣m
{
x

∣∣∣ 1√
n
Snf (x) � a

}
− P

(
N (0, σ 2) � a

)∣∣∣∣ � C

nδ/2
.

WhenfB ∈ Lp for some 2< p � 3, then the conditions of the theorem are satisfied forδ = p − 2. In particular,
whenfB ∈ L3, we obtain a convergence with speedO(1/

√
n ), which is the usual Berry–Esseen theorem. N

also that, for anyf ∈ Cτ (X), the conditions of the theorem are satisfied forδ = β − 2 if 2 < β < 3, and forδ = 1
if β > 3. The formulation we have given is more precise than the usual Berry–Esseen theorem, in view
applications, where anLp condition would not be optimal (see for example Theorem 1.5). In fact, the cond
of the theorem onfB correspond to necessary and sufficient conditions to get a central limit theorem with
O(n−δ/2) in the probabilistic (independent identically distributed) setting, as shown in [19, Theorem 3.4.1].

Remark. Using the same methods, it is possible to prove the same results in a more general setting, nam
for which a first return map isGibbs–Markovin the sense of [1]. For the sake of simplicity, we will only consid
Young towers.

1.3. Applications

1.3.1. General setting
Let (X,d) be a locally compact separable metric space, endowed with a Borel probability measureµ, and

T :X → X a nonsingular map for whichµ is ergodic. Assume that there exist a bounded subsetB of X with
µ(B) > 0, a finite or countable partition (mod 0)(Bi)i∈I of B, with µ(Bi) > 0, and integersϕi > 0 such that:

1. ∀i ∈ I , T ϕi is an isomorphism betweenBi andB.
2. ∃λ > 1 such that,∀i ∈ I , ∀x, y ∈ Bi , d(T ϕi x, T ϕi y) � λd(x, y).
3. ∃C > 0 such that,∀i ∈ I , ∀x, y ∈ Bi , ∀k < ϕi , d(T kx,T ky) � Cd(T ϕi x, T ϕi y).
4. ∃θ > 0 andD > 0 such that,∀i ∈ I , the jacobiangµ defined onBi by gµ(x) = dµ/d(µ ◦ T

ϕi

|Bi
) satisfies: for all

x, y ∈ Bi , |loggµ(x) − loggµ(y)| � Dd(T ϕi x, T ϕi y)θ .

Denote byϕ the function onB equal toϕi on eachBi . If µ{x | ϕ(x) > n} is summable, we can define
spaceX′ = {(y, j) | y ∈ B, j < ϕ(x)}, and a mapT ′ :X′ → X′ by T ′(y, j) = (y, j + 1) if j < ϕ(x) − 1 and
T ′(y, j) = (T ϕ(y)(y),0) otherwise. Define alsoπ :X′ → X by π(y, j) = T j (y). Thenπ ◦ T ′ = T ◦ π .

Setµ′ = ∑∞
n=0 T ′∗

n
(µ|B ∩ {ϕ > n}): it is a measure of finite mass onX′, not necessarilyT ′-invariant. Young

has proved in [35, Theorem 1] that there exists a unique invariant probability measurem′ onX′ which is absolutely
continuous with respect toµ′. It is ergodic, and(X′, T ′,µ′) is a Young tower in the sense of Section 1.2. T
measurem = π∗(m′) is T -invariant, absolutely continuous and ergodic.

If f :X → R is Hölder continuous, thenf ′ := f ◦ π :X′ → R belongs toCτ (X
′) for τ close enough to 1

Moreover, the Birkhoff sums
∑n−1

k=0 f ◦ T k and
∑n−1

k=0 f ′ ◦ T ′k have the same distribution with respect respectiv
to m andm′. Hence, Theorems 1.1, 1.2 and 1.3 on the functionf ′ in the Young tower(X′, T ′,m′) imply the same
results on the functionf in (X,T ,m).

To apply these theorems, we have to check their assumptions. The conditionm[ϕ > n] = O(1/nβ) with β > 2
corresponds simply to the requirement∑

µ(Bi) = O

(
1

nβ

)
for someβ > 2.
ϕi>n
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To apply Theorem 1.2, we additionally have to check that the functionf ′ is aperiodic forT ′, which can be
complicated when the extensionX′ is not explicitly described. On the other hand, the aperiodicity off may be
easier to check, using for example the information at the periodic points. In this case, the following abstract
ensures thatf ′ is automatically aperiodic, whence we can apply Theorem 1.2.

Theorem 1.4.Let T ′ :X′ → X′ be a probability preserving map on a probability space(X′,m′). Let (X,m) be
a standard probability space,T :X → X an ergodic probability preserving map, andπ :X′ → X a map with
countable fibers, such thatm = π∗(m′) andT ◦ π = π ◦ T ′. Letf :X → R. Then

• The functionf is a coboundary forT if and only the functionf ◦ π is a coboundary forT ′.
• The functionf is aperiodic forT if and only if the functionf ◦ π is aperiodic forT ′.

1.3.2. Examples
Recently, many maps have been shown to fit in the previous setting. For example, [5, Theorem 3] shows

Alves–Viana map, given by

T :

{
S1 × R → S1 × R,

(ω, x) �→ (
16ω,a − x2 + ε sin(2πω)

)
satisfies these assumptions (for anyβ > 2) when 0 is preperiodic for the mapx �→ a − x2, andε is small enough
In fact, any map close enough toT in theC3-topology also satisfies them.

In the one-dimensional case, [9] shows that many unimodal maps of the interval also satisfy these hyp
it is sufficient that the returns of the critical point close to itself occur at a slow enough rate.

Finally, we will discuss with more details the case of the Pomeau–Manneville maps, studied among man
by Liverani, Saussol and Vaienti [24]. They form an interesting class of applications, since the influence of th
point 0 becomes more and more important whenα increases. The explicit formula (2) is not important, what mat
is only the local behavior around the fixed point. Hence, all the following results can be extended to a muc
class of examples but, for the sake of simplicity, we will only consider the following maps.

Let α ∈ (0,1/2), and considerT : [0,1] → [0,1] given by

T (x) =
{

x(1+ 2αxα) if 0 � x � 1/2,
2x − 1 if 1/2< x � 1.

(2)

This map has a parabolic fixed point at 0, and is expanding elsewhere. It has a unique absolutely co
invariant probability measurem, whose density is Lipschitz on any interval of the form(ε,1] [24, Lemma 2.3].

Theorem 1.5.Let 0 < α < 1/2, and letf : [0,1] → R be a Hölder function with vanishing integral, which cann
be written asg − g ◦ T . Thenf satisfies a central limit theorem with varianceσ 2 > 0.

• If α < 1/3, or f (0) = 0 and there existsγ > α − 1/3 such that|f (x)| � Kxγ , then there existsC > 0 such
that∀n ∈ N

∗, ∀a ∈ R,∣∣∣∣m
{
x

∣∣∣ 1√
n
Snf (x) � a

}
− P

(
N (0, σ 2) � a

)∣∣∣∣ � C√
n
.

• If 1/3 < α < 1/2, f (0) = 0 and there existsγ > 0 such that|f (x)| � Kxγ and δ := 1
α−γ

− 2 ∈ (0,1), then
there existsC > 0 such that∀n ∈ N

∗, ∀a ∈ R,∣∣∣∣m
{
x

∣∣∣ 1√
n
Snf (x) � a

}
− P

(
N (0, σ 2) � a

)∣∣∣∣ � C

nδ/2
.
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• If 1/3< α < 1/2 andf (0) �= 0, then there existsC > 0 such that∀n ∈ N
∗, ∀a ∈ R,∣∣∣∣m

{
x

∣∣∣ 1√
n
Snf (x) � a

}
− P

(
N (0, σ 2) � a

)∣∣∣∣ � C

n(1/2α)−1
.

Moreover, iff is aperiodic, it satisfies the local limit theorem.

Proof. Let x0 = 1, andxn+1 be the preimage ofxn in [0,1/2]. Let yn+1 be the preimage ofxn in (1/2,1]: the
intervalsBn = (yn+1, yn] form a partition ofB = (1/2,1] and, if ϕn = n, all the hypotheses of Section 1.3 a
satisfied. Moreover,m(Bn) ∼ C

n1/α+1 andxn ∼ D

n1/α for constantsC,D > 0 [24]. In particular,m(ϕ > n) = O(1/nβ)

for β = 1/α > 2.
Let f be Hölder on[0,1]. If f (0) �= 0, thenfB = nf (0) + o(n) on Bn. Otherwise, letγ > 0 be such tha

|f (x)| � Kxγ . Reducingγ if necessary, we can assume thatγ < α. Then it is easy to check that|fB | � Cn1−γ /α

onBn.
Using these estimates, we can check the integrability assumptions of Theorem 1.3 forδ = 1 in the first case

1
α−γ

− 2 in the second case, and1
α

− 2 in the third case. Hence, Theorem 1.3 implies the desired estimates
speed in the central limit theorem.

Finally, the local limit theorem is a direct consequence of Theorem 1.2.�
The aperiodicity assumption is a priori not easy to check, since the periodicity equalityf = g − g ◦ T + ρ + λq

is assumed to hold only almost everywhere. However, under suitable regularity assumptions onf , it is possible to
prove that this equality holds everywhere (see e.g. [3] for locally constantf , [15] for Hölderf ). For example, ifT
is given by (2), thenf = log|T ′| − ∫

log|T ′| is aperiodic.
In Section 2, we will prove Theorem 1.4, and show that it is sufficient to prove Theorems 1.2 and 1.3 in

Young towers (i.e., such that the return timesϕi satisfy gcd(ϕi) = 1). The rest of paper is devoted to the pro
of these theorems. In Section 3, we prove an abstract spectral result on perturbations of series of ope
Section 4, we apply this result to first return transfer operators, to get the key result Theorem 4.6. We t
this estimate in the last two sections to prove respectively the local limit Theorem 1.2 and the Berry–
Theorem 1.3.

2. Preliminary reductions

2.1. Proof of Theorem 1.4

Proof of the coboundary result. If f is a coboundary, i.e.f = g − g ◦ T , thenf ′ := f ◦ π can be written as
f ′ = g′ − g′ ◦ T ′, whereg′ = g ◦ π . However, the converse is not immediate: iff ′ = g′ − g′ ◦ T ′, the functiong′
is a priori not constant on the fibersπ−1(x), which prevents us from writingg′ = g ◦ π .

We use the following characterization of coboundaries:Let T be an endomorphism of a probability spa
(X,m). Then a measurable functionf onX can be written asg − g ◦ T if and only if

∀ε > 0,∃C > 0, ∀n � 1, m
{
x ∈ X | ∣∣Snf (x)

∣∣ � C
}

� ε. (3)

This characterization, due to Schmidt, is proved for example in [4].
If f ′ is a coboundary, then (3) is satisfied byf ′ in X′, whence it is also satisfied byf in X (since this condition

only involves distributions). Thus,f can be written asg − g ◦ T . �
Proof of the aperiodicity result. If f is periodic onX, i.e. f = ρ + g − g ◦ T + λq whereq is integer-valued
thenf ◦ π = ρ + (g ◦ π) − (g ◦ π) ◦ T ′ + λ(q ◦ π), i.e.f ◦ π is periodic. On the other hand, iff ◦ π = ρ′ + g′ −
g′ ◦ T ′ + λq ′, it is not necessarily possible to write directlyg′ = g ◦ π . The proof of the periodicity off will use
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ideas of [4]. We can assume for example thatλ = 2π . Replacingm′ by one of its ergodic components, we can a
assume thatm′ is ergodic.

Since the projectionπ has countable fibers, there exists a measurable subsetA of X′ such thatπ is an iso-
morphism betweenA andX, andm′(A) > 0. Define a functioñg on X by g̃(x) = g′(x′), wherex′ is the unique
preimage ofx in A. Replacingf by f − g̃ + g̃ ◦ T − ρ′, andg′ by g′ − g̃ ◦ π , we can assume without loss
generality thatg′ = 0 onA andρ′ = 0.

Forx ∈ X, let Wn(x) be the measure onS1 given by

Wn(x) = 1

n

n∑
k=1

δ(eiSkf (x))

whereδ(y) is the Dirac mass aty. Foru ∈ C0(S1), it is possible by compactness to find a subsequencenk such that∫
S1

udWnk
(x) → L(u)(x) weak ∗ in L∞(X).

It is possible to obtain this convergence for a dense countable set of functions inC0(S1), by a diagonal argumen
By passing to a further subsequence, it is also possible to guarantee that1

n

∑n
k=1

∫
S1 udWnk

(x) → L(u)(x) on a set
Y ⊂ X with m(Y) = 1, by Komlos’ Theorem [21]. By density, we get the same convergence for anyu ∈ C0(S1).

For x ∈ Y , the mapu ∈ C0(S1) �→ L(u)(x) ∈ R is a nonnegative continuous linear functional sending 1 t
thus given by a probability measurePx . Moreover, these measures satisfyPT x(S) = Px(eif (x)S) for any Borel
subsetS of S1, sinceWn(T x)(S) = Wn(x)(eif (x)S) ± 2

n
.

For someε > 0, we will prove that

m
{
x | Px

({1}) � ε
}

� ε. (4)

If x′ ∈ A ∩ T ′−k(A), then eiSkf ◦π(x′) = ei(g′(x′)−g′◦T ′k(x′)) = 1, i.e.Skf ◦ π(x′) ∈ 2πZ. Hence,∫
X

Wn(x)
({1})dm(x) = 1

n

n∑
k=1

∫
X

1
(
Skf (x) ∈ 2πZ

)
dm(x) � 1

n

n∑
k=1

∫
X′

1(A ∩ T ′−kA)dm′(x′)

=
∫
X′

1A ·
(

1

n

n∑
k=1

1A ◦ T ′k
)

dm′(x′) → m′(A)2 > 0

by Birkhoff Theorem. Thus, for large enoughn,
∫
X

Wn(x)({1}) � 3ε > 0, whence
∫
( 1
n

∑n
k=1 Wnk

(x))({1}) � 2ε

for large enoughn. Since( 1
n

∑n
k=1 Wnk

(x))({1}) � 1, we get

m

{
x

∣∣∣∣
(

1

n

n∑
k=1

Wnk
(x)

)({1}) � ε

}
� ε.

Thus, the setC = {x | lim sup( 1
n

∑n
k=1 Wnk

(x))({1}) � ε} satisfiesm(C) � ε. Finally, Px({1}) � ε on C, and this
proves (4).

Define a measureµ on X × S1, by µ(U × V ) = ∫
U

Px(V )dm(x). Thenµ is invariant under the action o
Tf : (x, y) �→ (T (x),e−if (x)y), and [4] proves that, for almost every ergodic componentP of µ, there exists a
compact subgroupH of S1 and a mapω :X → S1 such that, denoting bymH the Haar measure ofH ,

∀U × V ⊂ X × S1, P (U × V ) =
∫
U

mH

(
ω(x)V

)
dm(x).

Moreover, in this case, it is possible to write eif (x) = ω(T x)
ψ(x), whereψ takes its values inH .
ω(x)
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If, for all componentP of µ, we hadH = S1, thenP = m ⊗ Leb for all P , whenceµ = m ⊗ Leb. This is a
contradiction, sinceµ(C × {1}) > 0, while (m ⊗ Leb)(C × {1}) = 0. Thus, for some choice ofP , H = Z/kZ,
whenceψ(x)k = 1, and eikf (x) = ω(T x)k/ω(x)k . Thus,f is periodic onX. �
Remark. The proof only shows that the period off on X divides the period off ◦ π on X′, not that they are
equal. In fact, it is not hard to construct examples of Young towers where the two periods are different. Mo
the result is not true without the assumption that the fibers are countable.

2.2. Reduction to the mixing case

In the proofs in Young towers, it is often useful to assume that the tower is mixing, i.e. gcd(ϕi) = 1. This
restriction may seem technical, but it is important (for example, without it, there is no decay of correlatio
more). For limit theorems, however, it is irrelevant:Theorems1.1, 1.2and 1.3 for mixing towers imply the sam
results for general towers.

Proof. We assume that Theorems 1.1, 1.2 and 1.3 are true in any mixing Young tower. LetX be a non-mixing
Young tower, withN = gcd(ϕi) > 1, and letf ∈ Cτ (X) be of vanishing integral. Fork = 0, . . . ,N − 1, set
Zk = ⋃

Bi,j for j ≡ k mod N . Then, for everyk, (Zk,T
N) is a mixing Young tower, to which we can app

Theorems 1.1, 1.2 and 1.3.
On Zk , we consider the functionfk given by

∑N−1
i=0 f (T ix), i.e. (SNf )|Zk

. Then
∫
Zk

fk = ∫
X

f = 0. Theo-

rem 1.1 applied tofk on (Zk,T
N) gives a constantσk such that, onZk ,

1√
sN

SsNf →N (0, σ 2
k ).

Writing an integern assN + r with r < N , we get that 1√
n
Snf → N (0, σ 2

k ) onZk . Finally, if x ∈ Z0, Snf (x) and

Snf (T kx) differ by at most 2k‖f ‖∞. Thus, 1√
n
Snf − 1√

n
Snf ◦ T k tends to 0 in probability onZ0, which shows

thatσk = σ0. Writing σ for this common number, we get that1√
n
Snf → N (0, σ 2) onX. Moreover, ifσ = 0, then

f0 is a coboundary forT N , i.e.f0 = g − g ◦T N whereg :Z0 → R is measurable. We extendg to the whole tower:
if (x, j) ∈ X, with j = sN + r andr < N , setg(x, j) = g(x, sN) − ∑r−1

i=0 f (x, sN + i). It is then easy to chec
thatf = g − g ◦ T . This proves Theorem 1.1.

For the local limit theorem, let us assume thatf is aperiodic, and takeu,v andkn as in the assumptions o
Theorem 1.2. We show that the functionsfk are also aperiodic. Otherwise, for example,f0 = ρ +g −g ◦T N +λq,
whereg andq are defined onZ0. We extendg andq to the whole tower: for(x, j) ∈ X with j = sN +r and 0< r <

N , setg(x, j) = g(x, sN)−∑r−1
0 (f (x, sN + i)− ρ

N
)+λq(x, sN), andq(x, j) = 0. Thenf = ρ

N
+g−g◦T +λq,

which is a contradiction. Thus, all the functionsfk are aperiodic. We can apply to them Theorem 1.2 in the mix
tower(Zk,T

N), and get that

√
sN m

{
x ∈ Zk | SsNf (x) ∈ J + ksN + u(x) + v(T sNx)

} → m(Zk)|J |e
−κ2/(2σ2)

σ
√

2π
.

Summing overk, we get the conclusion of Theorem 1.2 forf , and for the times of the formsN . For times of the
form sN + r with 0 < r < N , we use the same result forf ◦ T r , u − Srf, v ◦ T r and the sequenceksN+r , and get
that

√
sN + r m

{
x ∈ X | SsNf ◦ T r(x) ∈ J + ksN+r + u(x) − Srf (x) + v(T sN+rx)

} → |J |e
−κ2/(2σ2)

σ
√

2π
.

As SsNf ◦ T r(x) + Srf (x) = SsN+rf (x), this concludes the proof of Theorem 1.2.
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Finally, the central limit theorem with speed is deduced from the same result on eachZk , for times of the form
sN . We extend the result to arbitrary times: writingn assN + r with r < N , we have|SsN+rf −SsNf | � r‖f ‖∞.
This introduces an error, of orderO(1/

√
n ) � O(1/nδ/2). �

Remark. For this proof, it was important to have a strong version of the local limit theorem, involving functiu

andv.

Theorem 1.1 is proved in [35, Theorem 4]. The rest of the paper is devoted to the proof of Theorems 1.2
in mixing Young towers.From this point on,X will be a mixing Young tower, i.e.gcd(ϕi) = 1.

3. An abstract result

If (an)n∈N and (bn)n∈N are two sequences indexed byN, we denote by(an) � (bn) the sequencecn =∑n
k=0 akbn−k . If (an)n∈Z and(bn)n∈Z are two summable sequences indexed byZ, we also define their convolutio

cn = (an) � (bn) by cn = ∑∞
k=−∞ akbn−k . Hence, if

∑
anz

n and
∑

bnz
n are series with summable coefficien

the coefficient ofzn in (
∑

akz
k)(

∑
bkz

k) is given by(an) � (bn) (more precisely, it is given by thenth term
((ak) � (bk))n of this sequence, but we will often abuse notations and write simply(an) � (bn)). Finally, we write
D = {z ∈ C | |z| < 1} andD = {z ∈ C | |z| � 1}.

The goal of this section is to prove the following theorem:

Theorem 3.1.Let β > 2. LetRn, for n ∈ N
∗, be operators on a Banach spaceE, with

∑∞
k=n+1 ‖Rk‖ = O(1/nβ).

SetR(z) = ∑
Rnz

n, and assume that1 is a simple isolated eigenvalue ofR(1), while I − R(z) is invertible for
z ∈ D−{1}. LetP be the spectral projection associated toR(1) and the eigenvalue1, and assume thatPR′(1)P =
µP with µ > 0.

Let Rn(t) be operators onE (for t in some interval[−α,α] with α > 0) such that
∑∞

k=n+1 ‖Rk(t) − Rk‖ �
C|t |/nβ−1. SetR(z, t) = ∑

znRn(t). Let λ(z, t) be the eigenvalue close to1 of R(z, t), for (z, t) close to(1,0).
We assume thatλ(1, t) = 1− M(t) with M(t) ∼ ct2 for some constantc with Re(c) > 0.

Then, for small enought , I − R(z, t) is invertible for all z ∈ D. Let us denote its inverse by
∑

Tn(t)z
n. Then

there existα′ > 0, d > 0 andC > 0 such that, for everyt ∈ [−α′, α′], for everyn ∈ N
∗,∥∥∥∥Tn(t) − 1

µ

(
1− 1

µ
M(t)

)n

P

∥∥∥∥ � C

nβ−1
+ C|t |

(
1

nβ−1

)
� (1− dt2)n. (5)

In the application of Theorem 3.1 to the proof of Theorems 1.2 and 1.3, the operatorsRn will describe the
returns to the basisB, and will be easily understood, as well as their perturbationsRn(t). On the other hand,Tn

will describe all the iterates at timen, andTn(t) will be closely related to the characteristic functionE(eitSnf ).
Thus, (5) will enable us to describe preciselyE(eitSnf ), and this information will be sufficient to get Theorems 1
and 1.3.

3.1. Banach algebras and Wiener Lemma

In this paragraph, we define some Banach algebras which will be useful in the following estimates. We p
the proofs of the properties of these algebras to the Appendix.

A Banach algebraA is a complex Banach space with an associative multiplicationA × A → A such that
‖AB‖ � ‖A‖‖B‖, and a neutral element. The set of invertible elements is then an open subset ofA, on which the
inversion is continuous.

Let C be a Banach algebra. Ifγ > 1, we writeOγ (C) for the set of formal series
∑∞

n=−∞ Anz
n, whereAn ∈ C

and‖An‖ = O(1/|n|γ ) whenn → ±∞, endowed with the standard product of power series, corresponding



1006 S. Gouëzel / Ann. I. H. Poincaré – PR 41 (2005) 997–1024

used
n for

y

convolution of the sequences(An) and(Bn). It admits the naive norm supn∈Z(|n| + 1)γ ‖An‖, for which it is not a
Banach algebra. However, there exists a norm, equivalent to the previous one, which makesOγ (C) into a Banach
algebra (Proposition A.1). Moreover, this algebra satisfies a Wiener Lemma: ifA(z) = ∑

Anz
n ∈ Oγ (C) is such

thatA(z) is invertible for everyz ∈ S1, thenA is invertible inOγ (C) (Theorem A.3).
We will also use the Banach algebraO+

γ (C), given by the set of series
∑

Anz
n ∈ Oγ (C) such thatAn = 0 for

n < 0. It is a closed subalgebra ofOγ (C), and it satisfies also a Wiener Lemma (Theorem A.4).

Notation. If f : [−α,α] × Z → R+ for someα > 0, andC is a Banach algebra, we denote byOC(f (t, n)) the set
of series

∑∞
n=−∞ cn(t)z

n wherecn : [−α,α] → C is such that there existsα′ > 0 andC > 0 such that

∀t ∈ [−α′, α′], ∀n ∈ Z,
∥∥cn(t)

∥∥ � Cf (t, n).

We will often omit the subscript inOC . As usual, we will often write
∑

cn(t)z
n = O(f (t, n)) instead of the

more correct formulation
∑

cn(t)z
n ∈ O(f (t, n)). We will also writeO(g(n)) for the set of series

∑
Anz

n with
‖An‖ � Cg(n) for some constantC. This is a particular case of the previous notation, where the functionsf (t, n)

are independent oft . Until the end of Section 3, the notationO will always have this signification.

Remark. The notationsO and O should not be confused: there are similarities (which is why we have
the same letter), but the calligraphic notationO indicates additionally a Banach algebra. In this case, we ca
example use the continuity of inversion.

With these notations, we can reformulate Theorem A.3 as follows: if
∑

Anz
n = O(1/(|n| + 1)γ ) for γ > 1,

and
∑

Anz
n is invertible for everyz ∈ S1, then(

∑
Anz

n)−1 = O(1/(|n| + 1)γ ). The fact thatOγ (C) is a Banach
algebra also implies that, forγ > 1,

O

(
1

(|n| + 1)γ

)
� O

(
1

(|n| + 1)γ

)
⊂ O

(
1

(|n| + 1)γ

)
, (6)

i.e., if two series
∑

Anz
n and

∑
Bnz

n (with An,Bn ∈ C) satisfy

sup
n∈Z

(|n| + 1
)γ ‖An‖ < ∞ and sup

n∈Z

(|n| + 1
)γ ‖Bn‖ < ∞,

then the series
∑

Cnz
n := (

∑
Anz

n)(
∑

Bnz
n) also satisfies supn∈Z(|n| + 1)γ ‖Cn‖ < ∞.

3.2. Preliminary technical estimates

For notational convenience, we will often writet instead of|t | in what follows. Equivalently, the reader ma
consider that the proofs are written fort � 0. We will also write 1/|n|γ instead of 1/(|n| + 1)γ , discarding the
problem atn = 0.

Lemma 3.2.Whenγ > 1 andd > 0,

O

(
1

|n|γ
)

� O
(
1n�0t

2(1− dt2)n
) ⊂ O

(
1

|n|γ + 1n�0t
2
(

1− d

2
t2

)n)
.

Proof. Forn < 0, the coefficient in the convolution is less than
∑∞

k=0 t2(1− dt2)k 1
|n|γ � C

|n|γ . Forn � 0, it is less
than

n/2∑
k=−∞

1

|k|γ t2(1− dt2)n/2 +
n∑

k=n/2

1

(n/2)γ
t2(1− dt2)n−k � Ct2(1− dt2)n/2 + C

nγ
.

Finally, as
√

1− dt2 � (1− d
2 t2), we get the conclusion.�



S. Gouëzel / Ann. I. H. Poincaré – PR 41 (2005) 997–1024 1007

r

get

tion
most
Lemma 3.3.Letγ > 1 andd > 0. LetGt(z) = O(t/|n|γ +1n�0t
3(1−dt2)n), and assume thatF(z) = O(1/|n|γ )

is invertible for everyz ∈ S1. Then[F(z) + Gt(z)]−1 = F(z)−1 + O( t
|n|γ + 1n�0t

3(1− d
64t

2)n).

Proof. We first assume thatF(z) = 1. SettingHt(z) = ∑
n∈Z

t
|n|γ zn + ∑

n∈N
t3(1 − dt2)nzn, the norm of the

coefficients of[1 + Gt(z)]−1 is less than the coefficients of[1 − Ht(z)]−1. Thus, it is sufficient to conside
1/(1− tK(z) − t3/(1− (1− dt2)z)) whereK(z) = ∑

zn/|n|γ . Note that

1

1− tK(z) − t3/(1− (1− dt2)z)
= 1

1− tK(z) − t3

1− (1− dt2)z

1− (1− dt2)[1+ t3/(1− tK(z) − t3)]z . (7)

For small enought , |(1− dt2)[1+ t3/(1− tK(z) − t3)]| < 1, whence

1− (1− dt2)z

1− (1− dt2)[1+ t3/(1− tK(z) − t3)]z

= (
1− (1− dt2)z

) ∞∑
n=0

(1− dt2)n
[
1+ t3

1− tK(z) − t3

]n

zn

= 1+ tz(1− dt2)

1− tK(z) − t3
t2

∞∑
n=0

(1− dt2)n
[
1+ t3

1− tK(z) − t3

]n

zn. (8)

We first study the sum. LetA = Oγ (C) be the Banach algebra of the series whose coefficients areO(1/|n|γ ). As
K(z) ∈ A, we have 1− tK(z) − t3 = 1 + OA(t). Since the inversion is Lipschitz on a Banach algebra, we
t3/(1− tK(z) − t3) = t3 + OA(t4), whence‖[1 + t3/(1− tK(z) − t3)]n‖A � C(1 + 2t3)n. Let us estimate the
coefficient ofzp in t2 ∑∞

n=0(1− dt2)n[1+ t3/(1− tK(z) − t3)]nzn. This is at most

t2
∞∑

n=0

(1− dt2)n
([

1+ t3

1− tK(z) − t3

]n)
−n+p

�
∞∑

n=0

t2(1− dt2)n
(1+ 2t3)n

|−n + p|γ

�
∞∑

n=0

t2
(

1− d

2
t2

)n 1

|−n + p|γ

for t small enough so that(1 − dt2)(1 + 2t3) � (1 − d
2 t2). We find the same expression as in the convolu

betweenO(1n�0t
2(1− d

2 t2)n) andO(1/|n|γ ), that we have already estimated in Lemma 3.2. Thus, we get at
O(1/|p|γ + 1p�0t

2(1− d
4 t2)p).

As tz(1− dt2)/(1− tK(z) − t3) = O(t/|n|γ ), another convolution yields that (8) is

1+ O

(
t

|n|γ + 1n�0t
3
(

1− d

8
t2

)n)
.

Multiplying by 1/(1− tK(z) − t3) = 1 + O(t/|n|γ ) gives that (7)= 1 + O(t/|n|γ + 1n�0t
3(1 − d

16t
2)n). This

concludes the proof in the caseF(z) = 1.
We now handle the case of an arbitraryF(z). Note that[

F(z) + Gt(z)
]−1 = [

1+ F(z)−1Gt(z)
]−1

F(z)−1.

The Wiener Lemma A.3 implies thatF(z)−1 = O(1/|n|γ ), whence Lemma 3.2 givesF(z)−1Gt(z) =
O(t/|n|γ + 1n�0t

3(1− d
2 t2)n). Thus, the caseF(z) = 1 yields

[
1+ F(z)−1Gt(z)

]−1 = 1+ O

(
t

|n|γ + 1n�0t
3
(

1− d

32
t2

)n)
.

Another convolution withF(z)−1 gives the result. �
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3.3. Proof of Theorem 3.1

Let M(t) be as in Theorem 3.1. We fix once and for alld > 0 such that|1 − 1
µ
M(t)| � 1 − dt2 for small

enought , and we restrict the range oft so that this inequality is true. The invertibility ofR(z, t) for z ∈ D and
small enought is proved in [14, Proposition 2.7].

To estimate the eigenvalues using Banach algebra techniques, we will need that the eigenvalue clos
R(z) is defined on the whole circleS1, which is not a priori the case. Consequently, we use the constructi
the second step of the proof of Theorem 2.4 in [14]: we replaceR(z) by R̃(z) = ∑∞

−∞ R̃nz
n, such that it has a

unique eigenvaluẽλ(z) close to 1 forz ∈ S1, equal to 1 only forz = 1, with
∑

|k|>n ‖R̃k‖ = O(1/nβ), and such

thatR(z) = R̃(z) for z close to 1 onS1. We also setR̃(z, t) = (R̃(z) − R(z)) + ∑
Rn(t)z

n. For small enought ,
R̃(z, t) has for allz ∈ S1 a unique eigenvaluẽλ(z, t) close to 1.

Lemma 3.4.We have

1− λ̃(z, t)

1− (1− (1/µ)M(t))z
= 1− λ̃(z)

1− z
+ O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

2
t2

)n)
.

Proof. We write K(z, t) = (λ̃(1, t) − λ̃(z, t))/(1− z) − (1− λ̃(z))/(1− z). Recall thatλ̃(1, t) = λ(1, t) = 1 −
M(t). Then, writingB(z) = (1− λ̃(z))/(1− z), we have

λ̃(z, t) = 1− M(t) + (z − 1)
(
K(z, t) + B(z)

)
.

Thus,

1− λ̃(z, t)

1− (1− (1/µ)M(t))z
− B(z) = M(t) + (1− z)(K(z, t) + B(z)) − [1− (1− (1/µ)M(t))z]B(z)

1− (1− (1/µ)M(t))z

= K(z, t)
1− z

1− (1− (1/µ)M(t))z
+ M(t)

1− zB(z)/µ

1− (1− (1/µ)M(t))z

= I + II .

For I,

1− z

1− (1− (1/µ)M(t))z
= 1− 1

µ
M(t)

∞∑
n=1

(
1− 1

µ
M(t)

)n−1

zn (9)

is in 1 + O(1n�0t
2(1 − dt2)n). We multiply it by K(z, t). Set A = Oβ−1(Hom(E)) (the Banach alge

bra of functions whose coefficients are inO(1/|n|β−1) for n ∈ Z). We have(R̃(z, t) − R̃(1, t))/(z − 1) =
(R̃(z) − R̃(1))/(z − 1) + OA(t). The proof of [14, Lemma 2.6], but in the algebraA and with tildes every-
where, applies (using Theorem A.3 to ensure that the inverses remain inA). It gives(λ̃(z, t) − λ̃(1, t))/(z − 1) =
(λ̃(z) − λ̃(1))/(z − 1) + OA(t), i.e.K(z, t) = O(t/|n|β−1). Hence, Lemma 3.2 yields

I = O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

2
t2

)n)
.

Since(R̃(z) − R̃(1))/(z − 1) = O(1/|n|β), we prove thatB(z) = O(1/|n|β) as in the third step of the proof o
Theorem 2.4 in [14] (but in the Banach algebraOβ(Hom(E))). Since 1− zB(z)/µ vanishes at 1 (Step 7 of th
proof of Lemma 3.1 in [16]) and is inO(1/|n|β), it can be written as(1 − z)C(z) whereC(z) = O(1/|n|β−1).
To obtain II, we multiplyC(z) by M(t)(1− z)/(1− (1− (1/µ)M(t))z) = O(t2 + 1n�0t

4(1− dt2)n). Lemma 3.2
yields

II = O

(
t2

|n|β−1
+ 1n�0t

4
(

1− d

2
t2

)n)
. �
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Corollary 3.5. We have(
I − R̃(z, t)

1− (1− (1/µ)M(t))z

)−1

=
(

I − R̃(z)

1− z

)−1

+ O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

256
t2

)n)
.

Proof. Let P̃ (z, t) be the spectral projection associated to the eigenvalueλ̃(z, t) of R̃(z, t), and Q̃(z, t) =
I − P̃ (z, t). SetA = Oβ−1(Hom(E)). ThenR̃(z, t) = R̃(z) + OA(t) by assumption. AsA satisfies the Wiene
Lemma A.3, the integral expression of the projectionP̃ (z, t) shows thatP̃ (z, t) = P̃ (z) + OA(t). Moreover,
I − R̃(z, t)Q̃(z, t) = I − R̃(z)Q̃(z)+OA(t), whence(I − R̃(z, t)Q̃(z, t))−1 = (I − R̃(z)Q̃(z))−1 +OA(t), since
I − R̃(z)Q̃(z) is invertible inA by Theorem A.3, and the inversion is Lipschitz.

As

I − R̃(z, t) = (
1− λ̃(z, t)

)
P̃ (z, t) + (

I − R̃(z, t)Q̃(z, t)
)
Q̃(z, t),

Lemmas 3.3 and 3.4 yield that(
I − R̃(z, t)

1− (1− (1/µ)M(t))z

)−1

= 1− (1− (1/µ)M(t))z

1− λ̃(z, t)
P̃ (z, t) +

(
1−

(
1− 1

µ
M(t)

)
z

)(
I − R̃(z, t)Q̃(z, t)

)−1
Q̃(z, t)

=
[

1− z

1− λ̃(z)
+ O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

128
t2

)n)][
P̃ (z) + O

(
t

|n|β−1

)]

+ [
(1− z) + O(1n=0t

2)
][(

I − R̃(z)Q̃(z)
)−1 + O

(
t

|n|β−1

)][
Q̃(z) + O

(
t

|n|β−1

)]

= 1− z

1− λ̃(z)
P̃ (z) + (1− z)

(
I − R̃(z)Q̃(z)

)−1
Q̃(z) + O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

256
t2

)n)

=
(

I − R̃(z)

1− z

)−1

+ O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

256
t2

)n)
. �

Corollary 3.6. We have(
I − R(z, t)

1− (1− (1/µ)M(t))z

)−1

=
(

I − R(z)

1− z

)−1

+ O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

512
t2

)n)
.

Proof. Let χ1, χ2 be aC∞ partition of unity ofS1 such thatR(z) = R̃(z) on the support ofχ1. Sinceχ1 is C∞,
χ1(z) = O(1/|n|β−1). Writing A(z, t) = ((I − R(z, t))/(1− (1− (1/µ)M(t))z))−1, Corollary 3.5 ensures that

χ1(z)A(z, t) = χ1(z)A(z,0) + O

(
t

|n|β−1
+ 1n�0t

3
(

1− d

512
t2

)n)
.

Concerningχ2, we can modifyR outside of its support so thatI − R(z) is everywhere invertible onS1. Let A =
Oβ−1(Hom(E)). SinceI − R(z, t) = I − R(z) + OA(t), Theorem A.3 yields(I − R(z, t))−1 = (I − R(z))−1 +
OA(t). Hence,

χ2(z)A(z, t) = χ2(z)A(z,0) + O

(
t

|n|β−1

)
. �

In fact, the functions in the previous corollary are defined on the whole diskD, i.e. their coefficients forn < 0
vanish. However, during the proof, it was important to work in a less restrictive context, for example to int
partitions of unity.



1010 S. Gouëzel / Ann. I. H. Poincaré – PR 41 (2005) 997–1024

induced
e the
Proof of Theorem 3.1. Set

Ft(z) =
(

I − R(z, t)

1− (1− (1/µ)M(t))z

)−1

−
(

I − R(z)

1− z

)−1

and (
I − R(z)

1− z

)−1

= 1

µ
P + (1− z)A(z)

whereA(z) = O(1/nβ−1), by [32, Theorem 1] or [16, Theorem 1.1].
Then∑

Tn(t)z
n = (

I − R(z, t)
)−1

= 1

1− (1− (1/µ)M(t))z

1

µ
P + 1− z

1− (1− (1/µ)M(t))z
A(z) + 1

1− (1− (1/µ)M(t))z
Ft (z)

= I + II + III .

The coefficient ofzn in I is 1
µ
(1− 1

µ
M(t))nP . So, we have to bound the coefficients of II and III to conclude.

By (9) and Lemma 3.2, the coefficients of II belong to[
1+ O

(
t2(1− dt2)n

)]
� O

(
1

nβ−1

)
⊂ O

(
1

nβ−1
+ t2

(
1− d

2
t2

)n)
.

For III, we get by Corollary 3.6 that the coefficient ofzn is bounded by

O
(
(1− dt2)n

)
� O

(
t

nβ−1
+ t3

(
1− d

512
t2

)n)
.

The convolution between(1 − dt2)n andt3(1 − d
512t

2)n is bounded by the convolution between(1 − d
512t

2)n

andt3(1− d
512t

2)n, which givesnt3(1− d
512t

2)n. This is less thanCt(1− d
1024t

2)n, since

n

2
(1− ct2)n �

n/2∑
k=0

(1− ct2)k(1− ct2)n/2 � (1− ct2)n/2 1

ct2
.

As t (1− d
1024t

2)n � t (1− d
1024t

2)n � ( 1
nβ−1 ), we get a bound of the form stated in the theorem.�

4. The key estimate

In this section, the assumptions are as in Theorem 1.1, i.e.X is a Young tower whose return timeϕ satisfies
m[ϕ > n] = O(1/nβ) with β > 2. We also assume that gcd(ϕi) = 1. Take alsof ∈ Cτ (X) with

∫
f dm = 0.

The goal of this section is to estimate precisely
∫
X

eitSnf · u · v ◦ T n dm whenu, v are functions onX. We will
use the same kind of perturbative ideas as in [30] and [17], but applied to transfer operators associated to
maps on the basisB of the tower (see [32]). Separating the different return times, it will be possible to us
abstract Theorem 3.1, to finally get the key estimate Theorem 4.6.

4.1. First return transfer operators

Let T̂ be the transfer operator associated toT , defined by
∫

u · v ◦ T dm = ∫
T̂ u · v dm. Whenu is integrable

onX, it is given by

T̂ nu(x) =
∑

T ny=x

g(n)
m (y)u(y),

whereg
(n)
m is the inverse of the jacobian ofT n aty.
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s of
As the basisB of the tower plays a particular role, we will decompose the trajectories of the preimagex

underT n, keeping track of the moments their iterates fall again inB. More formally, we introduce the following
operators:

Rnu(x) =
∑

T ny=x

y∈B,Ty,...,T n−1y /∈B,T ny∈B

g(n)
m (y)u(y),

Tnu(x) =
∑

T ny=x
y∈B,T ny∈B

g(n)
m (y)u(y),

Anu(x) =
∑

T ny=x
y∈B,Ty,...,T ny /∈B

g(n)
m (y)u(y),

Bnu(x) =
∑

T ny=x

y,...,T n−1y /∈B,T ny∈B

g(n)
m (y)u(y),

Cnu(x) =
∑

T ny=x
y,...,T ny /∈B

g(n)
m (y)u(y).

The interpretations of these operators are as follows:Rn takes into account the first returns toB, while Tn takes all
returns into account. Hence,

Tn =
∑

k1+···+kl=n

Rk1 · · ·Rkl
. (10)

The operatorsBn andAn see respectively the beginning and the end of the trajectories, outside ofB. Thus, if x
is fixed andy satisfiesT ny = x and{y,T y, . . . , T ny} ∩ B �= ∅, we can consider the firstb iterates ofy, until it
enters inB (this corresponds toBb), then some successive returns toB, during a timek (this corresponds toTk),
and finallya iterations outside ofB (corresponding toAa). Thus,

T̂ n = Cn +
∑

a+k+b=n

AaTkBb. (11)

The operatorCn takes into account the pointsy such that{y,T y, . . . , T ny} ∩ B = ∅.
We perturb these operators, setting (forX = A,B,C,R,T , andt ∈ R)

Xn(t)(·) = Xn(e
itSnf ·).

Eq. (10) remains true witht everywhere:

Tn(t) =
∑

k1+···+kl=n

Rk1(t) · · ·Rkl
(t). (12)

Let T̂ (t) be the perturbation of̂T given byT̂ (t)(·) = T̂ (eitf ·). Then the following analogue of (11) holds:

T̂ (t)n = Cn(t) +
∑

a+k+b=n

Aa(t)Tk(t)Bb(t). (13)

Let fB be given by (1). AsfB = Snf on {y ∈ B | ϕ(y) = n}, we getRn(t)(u) = Rn(eitfB u).
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all

a
, we will
.

.

.4]. The
For z ∈ D, write R(z) = ∑
Rnz

n, and

R(z, t) =
∞∑

n=0

Rn(t)z
n. (14)

Let TB be the first return map induced byT onB, i.e.TB(x) = T ϕ(x)(x). Then (14) corresponds to considering
the preimages of a point inB underTB , whenceR(1) is the transfer operator̂TB associated toTB , and

R(1, t)(u) = T̂B(eitfB u). (15)

Whenu is a function on a subsetZ of X, we denote byDτu(Z) the best Hölder constant ofu onZ, i.e.

Dτu(Z) = inf
{
C > 0 | ∀x, y ∈ Z,

∣∣u(x) − u(y)
∣∣ � Cτs(x,y)

}
(16)

wheres(x, y) is the separation time ofx andy.
The operatorsRn andRn(t) act onCτ ′(B) for anyτ � τ ′ < 1. Takeη such that

0< η < min(1/2, β − 2) (17)

and setν = τη. For technical reasons, we will let the operators act onCν(B). We regroup in the following lemm
all the estimates we will need later. Their proofs are rather straightforward, but sometimes lengthy. Hence
not give the details of the proofs, and rather give references to articles where similar estimates are proved

Lemma 4.1.The operatorsRn andRn(t) acting onCν(B) satisfy the following estimates:

(1)
∑∞

k=n+1 ‖Rk‖ = O(1/nβ).
(2) The operatorR(z, t) satisfies a Doeblin–Fortet inequality∥∥R(z, t)nu

∥∥ � C
(
1+ |t |)(ν|z|)n‖u‖ + C|z|n‖u‖L1. (18)

In particular, the spectral radius ofR(z, t) is � |z|, and its essential spectral radius is� ν|z|. Thus,I −R(z, t)

is not invertible if and only if1 is an eigenvalue ofR(z, t), and this can happen only for|z| = 1.
(3) R(1) has a simple isolated eigenvalue at1 (the eigenspace is the space of constant functions), andI − R(z) is

invertible forz �= 1.
(4) There existsC > 0 such that, for anyt ∈ R, for everyn ∈ N

∗,

∞∑
k=n+1

∥∥Rk(t) − Rk(0)
∥∥ � C

|t |
nβ−1

.

(5) For every t ∈ R, there existsC = C(t) such that, for anyt ′ ∈ R, for everyn ∈ N
∗, ‖Rn(t

′) − Rn(t)‖ �
C|t ′ − t |1/2/nβ−1.

Proof. The first assertion is a consequence of [14, Lemma 4.2]: it gives‖Rn‖ = O(m[ϕ = n]).
The inequality (18) is similar to [3, Proposition 2.1]. In this article, the hypothesis is thatDνfB(B) < ∞,

but the proofs work in fact as soon as
∑

m(Bi,0)DνfB(Bi,0) < ∞. In our case,DνfB(Bi,0) � Cϕi , whence∑
m(Bi,0)DνfB(Bi,0) � C

∑
m(Bi,0)ϕ(Bi,0) = C by Kac’s Formula. Since the injectionCν(B) → L1(B) is com-

pact, the statement on the essential spectral radius ofR(z, t) is then a consequence of Hennion’s Theorem [18]
The third assertion is [14, Lemma 4.3].
The two remaining assertions are proved by direct estimates, similar to the estimates in [3, Theorem 2

last one holds inC√
τ (X) but not inCτ (X). This is the reason of the requirementν � √

τ . �
We will also need the following estimates onAa(t), Bb(t) andCn(t), acting onCν(X).
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get

s

aximal
in
nsion of
Lemma 4.2.Letu,v ∈ L∞(X). There exists a constantC such that, for anyt ∈ R, for anya ∈ N,∣∣∣∣
∫

Aa(t)(u)v −
∫

Aa(u)v

∣∣∣∣ � C
|t |

aβ−1
‖u‖∞‖v‖∞. (19)

Moreover,
∫

Aa(u)v = O(1/aβ), and

∞∑
a=0

∫
Aa(1B)v =

∫
v. (20)

Proof. Define a functionv′ on B by v′(x) = v(T ax) if ϕ(x) > a, and 0 otherwise. Changing variables, we∫
Aa(t)(u)v = ∫

{ϕ>a} eitSaf uv′. Since|eitSaf − 1| � |t |a‖f ‖∞ andm(ϕ > a) � C/aβ , this implies (19).

Moreover,| ∫ Aa(u)v| � m(ϕ > a)‖u‖∞‖v‖∞ � (C/aβ)‖u‖∞‖v‖∞. Finally,
∫

Aa(1B)v = ∫
T a{ϕ>a} v. Since

the setsT a{ϕ > a} form a partition ofX, (20) readily follows. �
Lemma 4.3.For t ∈ R, Bb(t) = Bb + O(|t |/bβ−1), where‖Bb‖ = O(1/bβ) and∀u ∈ Cν(X),

∞∑
b=0

∫
B

Bbudm =
∫
X

udm.

Proof. Let Λb be the set of points that enter intoB after exactlyb iterations, so thatBb(t)(u) takes the value
of u on Λb into account. As in [3, Theorem 2.4], we check that‖Bb(t) − Bb‖ � C|t |m(Λb)DνSbf (Λb). As
DνSbf � Cb andm(Λb) = m[ϕ > b] = O(1/bβ), we get indeed that‖Bb(t) − Bb‖ � C|t |/bβ−1.

Moreover, we check as in [14, Lemma 4.2.] that‖Bb‖ = O(m(Λb)) = O(1/bβ). Finally, as
∫
B

Bbudm =∫
Λb

udm we get
∑

b

∫
B

Bbudm = ∫
X

udm. �
Lemma 4.4.Letu ∈ L∞(X). There exists a constantC > 0 such that, for anyt ∈ R, for anyn ∈ N,∥∥Cn(t)(u)

∥∥
L1 � C

nβ−1
‖u‖∞.

Proof. SetXn+1 = X\⋃n
i=0 T −iB andZn+1 = T n(Xn+1). The functionCn(u) vanishes outside ofZn+1. Let

x ∈ Zn+1 and lety be its preimage underT n. Then |Cn(t)(u)(x)| = |u(y)| � ‖u‖∞. Hence,‖Cn(t)(u)‖L1 �
m(Zn+1)‖u‖∞. Finally,m(Zn+1) = m(Xn+1) = ∑∞

p=n+1 m(ϕ > p) = O(1/nβ−1). �
4.2. Result for the induced map

Eq. (15) and (2) in Lemma 4.1 imply that the perturbed transfer operatorR(1, t) = T̂B(t) = T̂B(eitfB ·) has a
spectral gap. Thus, the classical methods of [17] apply to it, and yield an asymptotic expansion of the m
eigenvalue ofT̂B(t) (this implies a central limit theorem forTB and the functionfB , but we are not interested
it here). To estimate the speed in the central limit theorem, we will need a rather precise asymptotic expa
this eigenvalue, given by the following proposition.

Proposition 4.5.Assume thatT andf satisfy the assumptions of Theorem1.1 in a mixing Young tower. Letσ 2 be
the variance in this theorem. Then, for small enought , R(1, t) has a unique eigenvalueλ(1, t) close to1. It can be

written asλ(1, t) = 1− σ2

2m(B)
L(t) for a functionL such thatL(t) ∼ t2 whent → 0.

WriteEB(u) = 1
m(B)

∫
B

u, and define a functiona onB bya = (I − T̂B)−1(T̂BfB). Then

λ(1, t) = EB(eitfB ) − t2EB(afB) + O(t3). (21)
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21).
Proof. The fact thatλ(1, t) = 1− σ2

2m(B)
(t2+o(t2)) is a consequence of [14, Theorem 3.7]. It remains to prove (

As everything takes place inB, we can multiplym by a constant, and assume thatm(B) = 1. SetRt = R(1, t), and
let ξt be the eigenfunction ofRt corresponding to its eigenvalueλt close to 1. We normalize it so that

∫
ξt = 1. We

will also writeR = R0 = T̂B .
Lemma 3.4 of [14] states that there exists a constantC such that, ifg :B → R is integrable,

‖Rg‖ν � C

(
‖g‖L1 +

∑
I

m(Bi,0)Dνg(Bi,0)

)
(22)

whereDνg(Bi,0) is the bestν-Hölder constant ofg onBi,0, defined in (16). In particular,RfB ∈ Cν(B).
Let us show that, inCν(B),

R

(
eitfB − 1

t

)
= iR(fB) + O(t). (23)

The Taylor Formula gives

eitfB − 1

t
− ifB = −tf 2

B

1∫
0

(1− u)eitufB du.

We use this formula to boundDν(
eitfB −1

t
− ifB)(Bi,0), whereBi,0 is an element of the partition ofB. Set

n = ϕ(Bi,0) the return time onBi,0. As Dν(h1h2) � Dν(h1)‖h2‖∞ + ‖h1‖∞Dν(h2),

Dν

(
eitfB − 1

t
− ifB

)
(Bi,0)

� |t |∥∥(fB)|Bi,0

∥∥∞DνfB(Bi,0) + |t |∥∥(fB)|Bi,0

∥∥2
∞

1∫
0

Dν(e
itufB )(Bi,0)du.

The first term is� |t |n2. For the second term, takeC such that|eis −1| � C|s|η for anys ∈ R (whereη was defined
in (17)). Then, ifx, y ∈ Bi,0,

|eitufB(x) − eitufB(y)| = |eitu(fB(x)−fB(y)) − 1| � C
∣∣tu(

fB(x) − fB(y)
)∣∣η

� C
∣∣DτfB(Bi,0)τ

s(x,y)
∣∣η � Cnηνs(x,y),

whenceDν(eitufB )(Bi,0) � Cnη. An integration yields

Dν

(
eitfB − 1

t
− ifB

)
(Bi,0) � |t |n2+η.

Eq. (22) gives that∥∥∥∥R

(
eitfB − 1

t
− ifB

)∥∥∥∥
ν

� C

(∥∥∥∥eitfB − 1

t
− ifB

∥∥∥∥
L1

+
∑

m[ϕ = n]|t |n2+η

)
.

As |eitfB − 1 − itfB | � t2f 2
B , with f 2

B integrable, the first term isO(t). For the second term,
∑

m[ϕ = n]n2+η =∑
(m[ϕ > n − 1] − m[ϕ > n])n2+η � C

∑
m[ϕ > n]n1+η. Sincem[ϕ > n] = O(1/nβ), this sum is finite by

definition ofη. This proves (23).
We return to the study of the eigenvalueλt . As λtξt = Rtξt , we get after integration that

λt = E(eitfB ) +
∫

(eitfB − 1)(ξt − 1). (24)
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it

he
As fB ∈ L2 and
∫

fB = 0, we have

E(eitfB ) = 1+ it
∫

fB − t2

2

∫
f 2

B + o(t2) = 1− t2

2

∫
f 2

B + o(t2). (25)

Moreover, by (4) in Lemma 4.1,ξt −1= O(‖Rt −R‖) = O(t) in Cν(B), hence inL2, and eitfB −1= itfB +o(t) =
O(t) in L2. Consequently,

∫
(eitfB − 1)(ξt − 1) = O(t2), which implies thatλt = 1+ O(t2).

Thus,
ξt − 1

t
= λtξt − ξ0

t
+ O(t) = (Rt − R0)

ξt − ξ0

t
+ R

ξt − ξ0

t
+ Rt − R0

t
ξ0 + O(t).

As Rt − R0 = O(t) and (ξt − ξ0)/t is bounded,(Rt − R0)(ξt − ξ0)/t = O(t). Moreover,((Rt − R0)/t)ξ0 =
R((eitfB − 1)/t). Hence,

(I − R)
ξt − ξ0

t
= R

(
eitfB − 1

t

)
+ O(t).

As RfB ∈ Cν(B), andI − R is invertible on the functions ofCν(B) with vanishing integral ((3) in Lemma 4.1),
is possible to definea = (I − R)−1(RfB) ∈ Cν(B). Then, using (23),

(I − R)

(
ξt − ξ0

t
− ia

)
= R

(
eitfB − 1

t
− ifB

)
+ O(t) = O(t).

As the inverse ofI − R is continuous on the functions with zero integral, we get that, inCν(B) (hence inL∞),

ξt = 1+ t ia + O(t2).

As eitfB = 1+ itfB + O(t2) in L1 sincef 2
B is integrable, we get∫

(eitfB − 1)(ξt − 1) = −t2
∫

fBa + O(t3).

Eq. (24) yields the desired conclusion.�
4.3. The key estimate

Theorem 4.6.Let X be a Young tower withm[ϕ > n] = O(1/nβ) for β > 2, andgcd(ϕi) = 1. Letf ∈ Cτ (X) be
of zero integral. Letσ andL(t) be given by Proposition4.5, and assumeσ > 0. Then there existα > 0, C > 0 and
d > 0 such that, for anyu ∈ Cτ (X) andv ∈ L∞(X), for anyn ∈ N

∗, for anyt ∈ [−α,α],∣∣∣∣
∫
X

eitSnf · u · v ◦ T n dm −
(

1− σ 2

2
L(t)

)n(∫
X

udm

)(∫
X

v dm

)∣∣∣∣
� C

[
1

nβ−1
+ |t |

(
1

nβ−1

)
� (1− dt2)n

]
‖u‖‖v‖∞.

Proof. SetR(z, t) = ∑
Rn(t)z

n, we want to apply Theorem 3.1 toR(z, t). Proposition 4.5 gives the behavior of t
eigenvalue ofR(1, t), while Lemma 4.1 shows the required estimates. Finally, the spectral projectionP of R(1,0)

is the projection on the constant functions onB, given byPg = (
∫
B

g dm)/m(B). It satisfiesPR′(1)P = 1
m(B)

P

[14, Lemma 4.4].
Consequently, we can apply Theorem 3.1 withM(t) = σ2

2m(B)
L(t) and µ = 1

m(B)
. As

∑
Tn(t)z

n = (I −
R(z, t))−1 by (12), we get that there exists an error termE(n, t) such thatTn(t) = m(B)(1− σ2

2 L(t))nP +E(n, t),
with ∥∥E(n, t)

∥∥ � C

[
1
β−1

+ |t |
(

1
β−1

)
� (1− dt2)n

]
=: e(n, t). (26)
n n
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may

rm at
In the following,C andd will denote generic constants, that may vary finitely many times. In particular, we
write inequalities like 10e(n, t) � e(n, t). With this convention, Lemma 3.2 implies that(

1

nβ−1

)
� e(n, t) = O

(
e(n, t)

)
. (27)

Let u ∈ Cτ (X) andv ∈ L∞(X). To simplify the expressions, we will assume that these functions are of no
most 1. Then (13) implies that∫

X

eitSnf · u · v ◦ T n =
∫
X

T̂ n(eitSnf u)v =
∫
X

T̂ (t)n(u)v

=
∑

a+k+b=n

∫
X

Aa(t)Tk(t)Bb(t)(u)v +
∫
X

Cn(t)(u)v

=
∑

a+k+b=n

∫
X

Aa(t)m(B)

(
1− σ 2

2
L(t)

)k

PBb(t)(u)v

+
∑

a+k+b=n

∫
X

Aa(t)E(k, t)Bb(t)(u)v +
∫
X

Cn(t)(u)v. (28)

By Lemma 4.4,| ∫
X

Cn(t)(u)v| � C/nβ−1 � e(n, t).
Let us bound the second sum of (28). Ifh ∈ Cν(X), the functionAa(t)h is supported inT a{y ∈ B |

ϕ(y) > a}, whose measure ism[ϕ > a] = O(1/aβ). Thus,| ∫
X

Aa(t)h| � (C/aβ)‖h‖∞ � (C/aβ−1)‖h‖. More-
over,‖E(k, t)Bb(t)(u)‖ � e(k, t)‖Bb(t)‖ � e(k, t)C/bβ−1 by Lemma 4.3. Thus,∣∣∣∣ ∑

a+k+b=n

∫
X

Aa(t)E(k, t)Bb(t)(u)v

∣∣∣∣ �
∑

a+k+b=n

C

aβ−1
e(k, t)

C

bβ−1

� C

(
1

nβ−1

)
� e(n, t) �

(
1

nβ−1

)
� e(n, t) (29)

by (27).
The first sum of (28) can be written as

I =
∑

a+k+b=n

(∫
X

Aa(t)(1B)v

)(
1− σ 2

2
L(t)

)k(∫
B

Bb(t)(u)

)
.

Using Lemmas 4.2 and 4.3 and convolving, we find a sequencewn such thatwn = O(1/nβ),
∑

wn = (
∫

u)(
∫

v),
and

I =
(

wn + O

( |t |
nβ−1

))
�

(
1− σ 2

2
L(t)

)k

.

As L(t) ∼ t2 whent → 0, the term coming fromO(|t |/nβ−1) is bounded by|t |(1/nβ−1) � (1 − dt2)n � e(n, t).
Moreover, forx, y ∈ R,

|ex − ey | � |x − y|emax(x,y). (30)

Thus,
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that the

process
∣∣∣∣∣
n∑

k=0

wn−k

(
1− σ 2

2
L(t)

)k

−
n∑

k=0

wn−k

(
1− σ 2

2
L(t)

)n
∣∣∣∣∣

�
n∑

k=0

C

(n − k)β
(n − k)

∣∣∣∣ln
(

1− σ 2

2
L(t)

)∣∣∣∣
(

1− σ 2

2
L(t)

)k

�
n∑

k=0

Ct2(1− dt2)k
1

(n − k)β−1
� e(n, t).

Hence, up toO(e(n, t)), the integral
∫

eitSnf · u · v ◦ T n is equal to
∑n

k=0 wn−k(1− σ2

2 L(t))n. Finally,∣∣∣∣∣
(

1− σ 2

2
L(t)

)n ∫
X

u

∫
X

v −
n∑

k=0

wn−k

(
1− σ 2

2
L(t)

)n
∣∣∣∣∣

=
(

1− σ 2

2
L(t)

)n
∣∣∣∣∣

∞∑
k=n+1

wk

∣∣∣∣∣ � C

∞∑
k=n+1

1

kβ
� C

nβ−1
� e(n, t).

This concludes the proof.�
Whenu = v = 1, Theorem 4.6 states that, for smallt , the characteristic function ofSnf behaves essentiall

like (1 − σ2

2 L(t))n, which is very similar to the characteristic function of the sum ofn independent identically
distributed random variables. Hence, using this estimate, it will be possible to use the classical probabilisti
to get the local limit theorem or the Berry–Esseen theorem. However, some care is still required to check
error term in Theorem 4.6 is sufficiently small so that these proofs still work.

5. Proof of the local limit theorem

5.1. Periodicity problems

This paragraph is related to the end of Section 3 of [3]. The differences come mainly from the inductive
and the fact that we are considering series of operators instead of a single operator.

Let X be a Young tower with gcd(ϕi) = 1, τ < 1 andf ∈ Cτ (X). For t ∈ R, eitf is said to becohomologousto
a constantλ ∈ S1 if there existsω :X → S1 such that eitf = λ(ω ◦ T )/ω almost everywhere.

Proposition 5.1.Let t ∈ R, andz ∈ S1. The following assertions are equivalent:

1. eitf is cohomologous toz−1.
2. 1 is an eigenvalue of the operatorR(z, t) acting onCν(B).

Proof. Suppose first that there exists a nonzeroω ∈ Cν(B) such thatR(z, t)ω = ω. As R(z, t)(v) = T̂B(zϕ eitfB v),
the adjoint operator ofR(z, t) in L2 is W(v) = z−ϕ e−itfB v ◦ TB . Then‖Wω − ω‖2

L2 = ‖Wω‖2
L2 − ‖ω‖2

L2. As TB

preserves the measure, we have‖ω‖L2 = ‖Wω‖L2, whence‖Wω−ω‖L2 = 0. Consequently,ω = z−ϕ e−itfB ω◦TB

almost everywhere. Taking the modulus,|ω| = |ω|◦TB , and the ergodicity ofTB gives that|ω| is almost everywhere
constant. We can assume that|ω| = 1. We extend the functionω to X by setting

ω(x, k) = ω(x,0)eitf (x,0) · · ·eitf (x,k−1)zk.
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Then, fork < ϕ(x) − 1, we have by constructionω ◦ T (x, k)/ω(x, k) = zeitf (x,k). Moreover, fork = ϕ(x) − 1,

ω ◦ T (x, k)/ω(x, k) = ω ◦ TB(x,0)/ω(x, k) = eitfB(x,0)zk+1ω(x,0)/ω(x, k) = eitf (x,k)z.

Thus, eitf = z−1ω ◦ T/ω almost everywhere.
Conversely, suppose that a measurable functionω satisfies eitf = z−1ω ◦ T/ω. The previous calculations giv

eitfB = z−ϕω ◦ TB/ω. The operatorR(z, t) = T̂B(zϕ eitfB ·) acts onL1, and satisfies

R(z, t)(ω) = T̂B(zϕ eitfB ω) = T̂B(ω ◦ TB) = ω.

But, in Lemma 4.1, we have seen thatR(z, t) satisfies a Doeblin–Fortet inequality between the spacesCν(B) and
L1(B). [20] ensures that the eigenfunctions ofR(z, t) in L1(B) for the eigenvalue 1 are in fact inCν(B), i.e.
ω ∈ Cν(B). �
Corollary 5.2. The setA := {t ∈ R | eitf is cohomologous to a constant} is a closed subgroup ofR. Moreover, for
everyt ∈ A, there exists a uniquez(t) ∈ S1 such thateitf is cohomologous toz(t). Finally, the mapt �→ z(t) is a
continuous morphism fromA to S1.

Proof. The setA is clearly a subgroup ofR. If eitf is cohomologous simultaneously toz and z′, then z′ =
(eih◦T /eih)z for some functionh :X → R. As T is mixing [35, Theorem 1(iii)], the only constants satisfying
g ◦ T = sg for some nonzero functiong is 1. This implies thatz = z′. The mapt �→ z(t) is thus well defined, and
it is clearly a group morphism.

It remains to check thatA is closed and thatz(t) is continuous. Lettn be a sequence ofA converging toT ∈ R.
Let Z be a cluster point of the sequencez(tn). By (5) in Lemma 4.1,(z, t) �→ R(z, t) is a continuous map with
values in Hom(Cν(B)). If I − R(Z−1, T ) were invertible, thenI − R(z−1

n , tn) would also be invertible for larg
enoughn, which is a contradiction by the previous proposition. Thus,I − R(Z−1, T ) is not invertible, whence 1
is an eigenvalue ofR(Z−1, T ) by quasi-compactness. This implies thatT ∈ A andZ = z(T ), once again by the
previous proposition. �

Consequently, there are three cases to be considered for the local limit theorem:A is eitherR, or {0}, or a
discrete subgroup ofR. If it is R, [25] ensures thatf can be written asg − g ◦ T , henceσ = 0 in the central limit
theorem, and there is nothing to prove. IfA = {0}, it is not possible to writef asρ +g −g ◦T +λq, whereρ ∈ R,
g :X → R is measurable,λ > 0 andq :X → Z, i.e.f is aperiodic. This case is handled by Theorem 1.2. Fin
A = 2πZ means thatf = ρ + g − g ◦ T + q whereq takes integer values, and that there is no such expre
whereq takes its values innZ with n � 2. This is dealt with in Theorem 5.3.

5.2. The aperiodic case

Proof of Theorem 1.2. Let f be an aperiodic function onX, as in the hypotheses of Theorem 1.2. Then, for ev
(z, t) ∈ (D × R) − {(1,0)}, I − R(z, t) is invertible: for|z| < 1, the spectral radius ofR(z, t) is at most|z| < 1 ((2)
in Lemma 4.1), and for|z| = 1 this comes from Proposition 5.1 and Corollary 5.2, sinceA = {0}.

Let α > 0 be given by Theorem 4.6: we control the behavior of the integrals when|t | � α. TakeK > 0. We
will show the following fact:there existsC > 0 such that, for every|t | ∈ [α,K], for everyn ∈ N

∗, for all functions
u ∈ Cτ (X) andv ∈ L∞(X),∣∣∣∣∣

∫
X

eitSnf · u · v ◦ T n

∣∣∣∣∣ � C

nβ−1
‖u‖‖v‖∞. (31)

Let us writeA = O+
β−1(Hom(Cν(B))) (the Banach algebra of series

∑∞
0 Anz

n whereAn ∈ Hom(Cν(B)) and

‖An‖ = O(1/nβ−1), with the norm‖∑
Anz

n‖ = supn∈N(n + 1)β−1‖An‖). The mapt �→ R(z, t) is contin-
uous from [−K,−α] ∪ [α,K] to A ((5) in Lemma 4.1). Moreover,I − R(z, t) is invertible onD for t in
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these intervals. Theorem A.4 shows that(I − R(z, t))−1 ∈ A, and the continuity of the inversion even yiel
that t �→ (I − R(z, t))−1 is continuous. By compactness, there existsC such that‖(I − R(z, t))−1‖A � C for
|t | ∈ [α,K]. As (I − R(z, t))−1 = ∑

Tn(t)z
n, this implies that‖Tn(t)‖ � C/nβ−1, uniformly in n andt .

We have∫
X

eitSnf · u · v ◦ T n =
∫
X

Cn(t)(u)v +
∑

a+k+b=n

∫
X

Aa(t)Tk(t)Bb(t)(u)v.

By Lemma 4.4,| ∫
X

Cn(t)(u)v| � (C/nβ−1)‖u‖∞‖v‖∞. By Lemmas 4.2 and 4.3,∣∣∣∣
∫

Aa(t)Tk(t)Bb(t)(u)v

∣∣∣∣ � C

aβ−1
‖Tk(t)Bb(t)(u)‖∞‖v‖∞ � C

aβ−1
‖Tk(t)‖‖Bb(t)‖‖u‖‖v‖∞

� C

aβ−1

C

kβ−1

C

bβ−1
‖u‖‖v‖∞.

Thus,∣∣∣∣
∫
X

eitSnf · u · v ◦ T n

∣∣∣∣ � C

(
1

nβ−1

)
�

(
1

nβ−1

)
�

(
1

nβ−1

)
‖u‖‖v‖∞ � C

nβ−1
‖u‖‖v‖∞,

and (31) is proved.
We prove now the local limit theorem, using the method of Breiman [7]. Takeu,v andkn as in the assumption

of Theorem 1.2. Letψ ∈ L1(R) be such that its Fourier transform̂ψ is supported in[−K,K]. Thenψ(x) =
1

2π

∫ K

−K
ψ̂(t)eitx dt , whence

√
nE

(
ψ(Snf − kn − u − v ◦ T n)

) =
√

n

2π

K∫
−K

ψ̂(t)E
(
eit (Snf −kn−u−v◦T n)

)
dt

=
√

n

2π

α∫
−α

ψ̂(t)e−itknE
(
eitSnf e−itu e−itv◦T n)

dt

+
√

n

2π

∫
α�|t |�K

ψ̂(t)e−itknE
(
eitSnf e−itu e−itv◦T n)

dt. (32)

For α � |t | � K , the norms‖e−itu‖ and‖e−itv‖∞ remain bounded. Hence, (31) implies that|E(eitSnf e−itu ×
e−itv◦T n

)| � C/nβ−1. Therefore, the second integral tends to 0. For the first integral, we approximateE(eitSnf ×
e−itu e−itv◦T n

) by (1− σ2

2 L(t))n
∫

e−itu
∫

e−itv . By Theorem 4.6, the error term is bounded by

C
√

n

α∫
−α

(
1

nβ−1
+ |t |

(
1

nβ−1

)
� (1− dt2)n

)
dt.

Let us show that this integral tends to 0. This is clear for the first term. For the second term, we cut the
in two pieces. For|t | � 1/

√
n, the convolution is bounded (since1

nβ−1 is summable and(1 − dt2)n � 1), whence
the integral is� C

√
n

∫
|t |�1/

√
n
|t |dt → 0. For |t | � 1/

√
n, Lemma 3.2 gives that the convolution is bounded

1/(|t |nβ−1) + |t |(1− dt2)n, whence the integral is less than

C
√

n

∫
√

1

|t |nβ−1
+ |t |(1− dt2)n dt � C

√
n

lnn

nβ−1
+ C

√
n

[
(1− dt2)n+1

−2d(n + 1)

]α

1/
√

n

→ 0.
1/ n�|t |�α
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Finally, we have proved that

√
nE

(
ψ(Snf − kn − u − v ◦ T n)

) =
√

n

2π

α∫
−α

ψ̂(t)e−itkn

(
1− σ 2

2
L(t)

)n

E(e−itu)E(e−itv)dt + o(1).

But

√
n

2π

α∫
−α

ψ̂(t)e−itkn

(
1− σ 2

2
L(t)

)n

E(e−itu)E(e−itv)dt

= 1

2π

α
√

n∫
−α

√
n

ψ̂

(
t√
n

)
e−itkn/

√
n

(
1− σ 2

2
L

(
t√
n

))n

E(e
−i t√

n
u
)E(e

−i t√
n
v
)dt

→ 1

2π

∫
R

ψ̂(0)e−itκ e− σ2
2 t2

dt,

by dominated convergence. We have used the fact thatL(t) ∼ t2 close to 0, and in particular, ifα is small enough

(1− σ2

2 L(t/
√

n ))n � (1− σ 2t2/(4n))n � e−σ2t2/4, which gives the domination.

Setχ(κ) = e−κ2/(2σ 2)/(σ
√

2π). We have proved that, for anyψ in L1 with ψ̂ compactly supported,

√
nE

(
ψ(Snf − kn − u − v ◦ T n)

) → χ(κ)

∫
R

ψ(x)dx. (33)

Eq. (33) can then be extended to a larger class of functions by density arguments (see [7]), and this lar
contains in particular the characteristic functions of bounded intervals. This concludes the proof.�
5.3. The periodic case

The following theorem gives the local limit theorem when the groupA of Paragraph 5.1 is a discrete subgro
of R, for example 2πZ.

Theorem 5.3 (local limit theorem, periodic case). Let X be a Young tower withgcd(ϕi) = 1. Assume tha
m[ϕ > n] = O(1/nβ) with β > 2. Letτ < 1. Takef ∈ Cτ (X) of zero integral, andσ 2 given by Theorem1.1.

Assume thatf = ρ + q whereq takes integer values andρ ∈ R, but thatf cannot be written asf = ρ′ + g −
g ◦T +λq ′, whereλ ∈ N−{1} andq ′ :X → Z (this implies in particularσ > 0). Then, for every sequencekn with
kn − nρ ∈ Z such thatkn/

√
n → κ ∈ R,

√
nm

{
x ∈ X | Snf (x) = kn

} → e−κ2/(2σ 2)

σ
√

2π
.

Proof. This is essentially the same proof as that of Theorem 1.2, but we use the Fourier transform onZ (i.e. Fourier
series) instead of the Fourier transform onR.

If k andl are two integer numbers,

1k=l = 1

2π

π∫
eit (l−k) dt.
−π
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Applying this equation tokn − nρ andSnf (x) − nρ and integrating gives

m
{
x ∈ X | Snf (x) = kn

} = 1

2π

π∫
−π

e−itknE(eitSnf )dt.

This is an analogue of (32). From this point on, the proof of Theorem 1.2 applies. The only problem is to che
on [−π,−α] ∪ [α,π], I − R(z, t) is invertible forz ∈ D. This comes from the assumptions onf , which ensures
thatI − R(z, t) is invertible as soon ast /∈ 2πZ, by Proposition 5.1 and Corollary 5.2, sinceA = 2πZ. �

6. Proof of the central limit theorem with speed

Proof of Theorem 1.3. The Berry–Esseen Theorem [12] implies that the result will be proved if we show tha
somec > 0,

c
√

n∫
−c

√
n

1

|t |
∣∣E(ei(t/

√
n )Snf ) − e−(σ 2/2)t2∣∣dt = O

(
1

nδ/2

)
.

We first estimate the integral between−1/n and 1/n:

1/n∫
−1/n

1

|t |
∣∣E(ei(t/

√
n )Snf ) − e−(σ 2/2)t2∣∣dt �

1/n∫
−1/n

1

|t |
∣∣E(ei(t/

√
n )Snf ) − 1

∣∣dt +
1/n∫

−1/n

1

|t | |e
−(σ 2/2)t2 − 1|dt

�
1/n∫

−1/n

1√
n

E
(|Snf |)dt +

1/n∫
−1/n

σ 2

2
|t |dt.

But
∫ |Snf | � n

∫ |f |, whence we getO(1/
√

n ) for this term.
Let L(t) be given by Proposition 4.5. Then, for small enoughc,∫

1/n�|t |�c
√

n

1

|t |
∣∣E(ei(t/

√
n )Snf ) − e−(σ 2/2)t2∣∣dt

�
∫

1/n�|t |�c
√

n

1

|t |
∣∣∣∣
(

1− σ 2

2
L

(
t√
n

))n

− e−(σ 2/2)t2
∣∣∣∣dt

+
∫

1/n�|t |�c
√

n

1

|t |
∣∣∣∣E(ei(t/

√
n )Snf ) −

(
1− σ 2

2
L

(
t√
n

))n∣∣∣∣dt.

Let us show that the second term satisfies∫
1/n�|t |�c

√
n

1

|t |
∣∣∣∣E(ei(t/

√
n )Snf ) −

(
1− σ 2

2
L

(
t√
n

))n∣∣∣∣dt = O

(
1√
n

)
.

Sete(n, t) = C[1/nβ−1 + |t |(1/nβ−1) � (1− dt2)n]. By Theorem 4.6,∣∣∣∣E(ei(t/
√

n )Snf ) −
(

1− σ 2

L

(
t√

))n∣∣∣∣ � e

(
n,

t√
)

.

2 n n
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s as in
1] uses

t

, and
Thus, it is enough to prove that∫
1/n�|t |�c

√
n

e(n, t/
√

n )

|t | dt = O

(
1√
n

)
.

For the term 1/nβ−1 in e(n, t), the integral isC(lnn)/nβ−1, which isO(1/
√

n ).
For the other termc(n, t) = |t |(1/nβ−1) � (1− dt2)n, we cut the integral in two pieces. For|t | � 1, the convolu-

tion is bounded (since 1/nβ−1 is summable and(1− dt2/n)n � 1). It remains
∫ 1

1/n
1
|t |

|t |√
n

dt � 1√
n
. For |t | � 1, we

use Lemma 3.2, which gives thatc(n, t) � 1/(|t |nβ−1) + |t |(1− d
2 t2)n. Thus,

√
n∫

1

1

|t |
∣∣∣∣c

(
n,

t√
n

)∣∣∣∣dt �

√
n∫

1

√
n

t2nβ−1
dt + 1√

n

√
n∫

1

e−dt2/2 dt = O

(
1√
n

)
.

Finally, we have proved that

c
√

n∫
−c

√
n

1

|t |
∣∣E(ei(t/

√
n)Snf ) − e−(σ 2/2)t2∣∣dt

�
∫

|t |�c
√

n

1

|t |
∣∣∣∣
(

1− σ 2

2
L

(
t√
n

))n

− e−(σ 2/2)t2
∣∣∣∣dt + O

(
1√
n

)
. (34)

We have only to deal with the powers of a function. Hence, it will be possible to use the same method
probability theory. More precisely, the study of the speed in the central limit theorem in [19, Theorem 3.4.
the two following facts:

1. If a random variableZ satisfiesE(|Z|21|Z|>z) = O(z−δ) with 0< δ � 1 and, in theδ = 1 case,E(Z31|Z|�z) =
O(1), then there exists a constantλ2 � 0 such thatE(eitZ) = 1 − λ2

2 t2(1 + γ (t)), with
∫ x

−x
t2|γ (t)|dt =

O(x3+δ) whenx → 0.
2. If a functionγ̃ (t) satisfies

∫ x

−x
t2|γ̃ (t)|dt = O(x3+δ) with 0 < δ � 1, andσ 2 � 0, thenΛ(t) := t2(1 + γ̃ (t))

satisfies
∫
|t |�c

√
n

1
|t | |(1− σ2

2 Λ( t√
n
))n − e−(σ 2/2)t2|dt = O(n−δ/2).

By Proposition 4.5, the eigenvalueλ(t) of T̂B(t) is equal toEB(eitfB ) + αt2 + O(t3) for some constantα. The

fact 1 applied to the random variablefB :B → R implies thatEB(eitfB ) = 1 − λ2

2 t2(1 + γ (t)) for some function

γ (t) satisfying
∫ x

−x
t2|γ (t)|dt = O(x3+δ). Asλ(t) = 1− σ2

2m(B)
L(t), this implies thatL(t) = t2(1+m(B) λ2

σ2 γ (t)+
O(t)). Hence, we can writeL(t) = t2(1+ γ̃ (t)) with

∫ x

−x
t2|γ̃ (t)|dt = O(x3+δ). Therefore, the fact 2 implies tha∫

|t |�c
√

n
1
|t | |(1− σ2

2 L( t√
n
))n − e−(σ 2/2)t2|dt = O(n−δ/2).

By (34), we obtain
∫ c

√
n

−c
√

n
1
|t | |E(ei(t/

√
n )Snf ) − e−(σ 2/2)t2|dt = O(n−δ/2), which concludes the proof.�

Appendix. The Wiener Lemma

In this appendix, we prove that the algebraOγ (C) introduced in Paragraph 3.1 is indeed a Banach algebra
that it satisfies a Wiener Lemma (Theorem A.3).
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f this

ra
or
Let C be a Banach algebra, and takeγ > 1. Writewn = (n + 1)−γ for n � 0. There exists a constantc such that
(wn) � (wn) � cwn. We define a norm onOγ (C) by∥∥∥∥∑

n∈Z

Anz
n

∥∥∥∥ =
(∑

n∈Z

‖An‖ + c sup
n�0

‖An‖
wn

)
+

(∑
n∈Z

‖An‖ + c sup
n�0

‖An‖
w|n|

)
. (A.1)

Proposition A.1.LetC be a Banach algebra, andγ > 1. With the norm(A.1), Oγ (C) is a Banach algebra.

Proof. The completeness is clear. It is sufficient to prove the submultiplicativity of the norm for one half o
norm, for example the first one. Let us write‖∑

Anz
n‖1 = ∑‖An‖, andPw(

∑
Anz

n) = supn�0 ‖An‖/wn. Then,
if A = ∑

Anz
n andB = ∑

Bnz
n, we have‖AB‖1 � ‖A‖1‖B‖1. Moreover, forn � 0,

‖(AB)n‖
wn

�
∑

k ‖AkBn−k‖
wn

� 1

wn

n∑
k=0

‖AkBn−k‖ +
( −1∑

k=−∞
‖Ak‖Pw(B)

wn−k

wn

)
+

( −1∑
k=−∞

‖Bk‖Pw(A)
wn−k

wn

)

� Pw(A)Pw(B)
(w � w)n

wn

+ ‖A‖1Pw(B) + ‖B‖1Pw(A).

Thus,Pw(AB) � cPw(A)Pw(B) + ‖A‖1Pw(B) + ‖B‖1Pw(A). This gives the conclusion.�
We will now identify the characters of the commutative algebraOγ (C), i.e. the algebra morphisms fromOγ (C)

to C. Forλ ∈ S1, we can define a characterχλ onOγ (C) by χλ(a) = ∑
anλ

n.

Proposition A.2.The characters ofOγ (C) are exactly theχλ, for λ ∈ S1.

Proof. This result is given by Rogozin in [28], but there is a (density) problem in his argument, forγ /∈ N. A cor-
rection is given in [29], and a more direct argument can be found in [13, Theorem 1.2.12].�

The following theorem has been thoroughly used in Section 3. It is a Wiener Lemma in the algebraOγ (C).

Theorem A.3.LetC be a Banach algebra,γ > 1, andA(z) = ∑
n∈Z

Anz
n ∈ Oγ (C). Assume that, for everyz ∈ S1,

A(z) is an invertible element ofC. ThenA is invertible in the Banach algebraOγ (C).

Proof. Gelfand’s Theorem [31, Theorem 11.5 (c)] ensures that, if an elementa of a commutative Banach algeb
satisfiesχ(a) �= 0 for every characterχ , thena is invertible. With Proposition A.2, this gives Theorem A.3 f
Oγ (C).

To handle the case of a general noncommutative Banach algebra, we use Theorem 3 of [6].�
The same kind of Wiener Lemma holds in the algebraO+

γ (C) (also defined in Section 3.1):

Theorem A.4.LetC be a Banach algebra,γ > 1, andA(z) = ∑
n∈N

Anz
n ∈O+

γ (C). Assume that, for everyz ∈ D,
A(z) is an invertible element ofC. ThenA is invertible in the Banach algebraO+

γ (C).

Proof. This is the same proof as in Theorem A.3 (but here, the characters onO+
γ (C) are given byχλ(a) =∑∞

n=0 λnan for λ ∈ D). �
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