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Abstract. We describe an algorithm to compute the cardinality of Jacobians of ordinary hyper-
elliptic curves of small genus over finite fields F2n with cost O(n2+o(1)). This algorithm is derived
from ideas due to Mestre. More precisely, we state the mathematical background behind Mestre’s
algorithm and develop from it a variant with quasi-quadratic time complexity. Among others, we
present an algorithm to find roots of a system of generalized Artin-Schreier equations and give
results that we obtain with an efficient implementation. Especially, we were able to obtain the
cardinality of curves of genus one, two or three in finite fields of huge size.

1 Introduction

In [15], Koblitz draws attention to the fact that higher dimensional Jacobian varieties should be consid-
ered as interesting replacement for elliptic curves as groups in which the discrete logarithm problem is
supposed to be hard. In order to avoid instances of such groups in which the discrete logarithm problem
is easy to handle by the use of the Polhig-Hellman algorithm, a prerequisite to the use of such Jacobians
in the same way as elliptic curves is to be able to compute their number of rational points. The attention
was at first focused on the Jacobians of hyperelliptic curves because of the existence of memory saving
representations of their rational points [27] and the existence of efficient algorithms to compute the group
law [2].

The history of algorithms to count points on the Jacobians of hyperelliptic curves is quite parallel to
the one of elliptic curve point counting. In [29], Pila describes an adaptation of Schoof’s algorithm [33]
to the case of hyperelliptic curves. Although the complexity of this algorithm is polynomial, it is not
well suited for practical use since the improvements due to Elkies and Atkin appeared to be hard to
generalize in this case. Nevertheless, Pila’s algorithm has been improved in [8], leading to a computation
of the number of points on a hyperelliptic curve defined over a prime field of cryptographic size [9].

In the case of finite fields of small characteristic, as in the case of elliptic curves, p-adic methods lead
to dramatic improvements. These methods may be divided into two main categories:

– Cohomological methods which compute the action of the Frobenius morphism on cohomology groups
defined over characteristic zero fields. These methods rely on either Monsky-Washnitzer cohomology
as described in [13] and [6] or on Dwork cohomology as in [17]. Both techniques lead to polyno-
mial time algorithms which work properly on hyperelliptic curves of any genus defined over a small
characteristic finite field.

– Lifting methods which compute the action of the Frobenius morphism on the canonical lift of the
Jacobian of the hyperelliptic curves. This leads to a very efficient method for elliptic curves and even
curves of genus two defined over a field of characteristic two as described in [23].

The purpose of this article is to describe an efficient p-adic point counting algorithm which belongs to
the latter category. This algorithm is a variant of some ideas due to Mestre [22]. It can be considered as
a generalization of the classical AGM algorithm which leads to a more efficient point counting algorithm
for elliptic curves defined over a field of characteristic two [19, 12]. More precisely, we prove the following
result.
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Theorem 1. Let κ = F2n be a finite field of characteristic two and X be a hyperelliptic curve defined
over κ, the Jacobian of which is ordinary and κ-simple, then there exists an algorithm with asymptotic
time complexity O(n2+o(1))-bit operations and asymptotic space complexity O(n2)-bits to compute the
characteristic polynomial of the Frobenius morphism acting on the curve X.

The conditions for the Jacobian of X in Theorem 1 are generic. This practically means that, if we
pick “at random” a curve, the algorithm almost always returns the correct result.

After having fixed some notations and stated the problem that we study (Sect. 2), we introduce some
facts about theta functions (Sect. 3) since it turns out that these mathematical objects are of importance
in the remainder of the article. Then, we explore Mestre’s algorithm from a mathematical viewpoint
(Sect. 4) before explaining how we can derive from it an efficient variant (Sect. 5). Sections 4 and 5 are
organized in a similar way. At first, we are interested in the lifting of the Jacobian of a curve. Then,
we look carefully at the action of a specific isogeny on this lift and finally derive from it an action on
the determinant of the invariant differentials on this Jacobian. The very last stage requires one to pick
random points on the Jacobian in order to obtain the correct characteristic polynomial of the Frobenius
morphism. This turns the algorithm into a probabilistic method.

Notations and complexity hypothesis. Throughout this article, p is a small prime (typically p = 2), q = pn

and Fq is the finite field with q elements. We denote by Kq the unramified extension of degree n of Qp, by
Zq or Rq its valuation ring, by σ the Frobenius substitution of Kq considered as an extension of Qp and
by F the nth-power Frobenius σn. For each i ∈ N∗, we have a canonical projection πi : Rq −→ Rq/p

iRq
(π1 is the projection onto the finite field Fq). If an object can be represented by a finite set of elements
S of Rq, we say that we have computed this object to precision m, if we can compute representatives of
the image of S by the projection πm.

We denote by v the canonical valuation of Kq, that is the one deduced from the unique extension to
Kq of the p-adic valuation of Qp. LetMk,l(Kq) denote the Kq-vector space of matrices with coefficients in
Kq. If x = (xij) ∈ Mk,l(Kq), we denote by v the valuation given by v(x) = min{v(xij), i = 1, . . . , k, j =
1, . . . , l}. Let us note that we have v(xy) > v(x)+v(y) for all x ∈Mk,l(Kq) and y ∈Ml,m(Kq). Moreover,
for any Σ ∈ Gal(Kq/Qp) and x = (xij) ∈ Mk,l(Kq), we put xΣ = (tij) ∈ Mk,l the matrix defined by
tij = xΣij . In the same manner, if (x, y) ∈Mk,l(Kq)×Mk,l(Kq), we say that x ≡ y mod pm,m ∈ N if for
1 6 i 6 k and 1 6 j 6 l, xij ≡ yij mod pm.

Finally, we assume that the multiplication of two n-bit length integers takes O(nµ)-bit operations.
With the FFT multiplication algorithm, µ = 1 + ε for any positive real ε as long as n is large enough,
with Karatsuba, µ = log2(3) and with a naive multiplication algorithm, µ = 2. Following the conventions
of [32], we denote by Tw,n the complexity in time of multiplying two elements of Rpn with precision
w. Furthermore, in the following Sw,n is the complexity of the Frobenius (or the inverse Frobenius)
substitution.

2 Point Counting

Let C be a projective smooth algebraic curve of genus g defined over a field κ = Fq with q = pn. Let κ
be the algebraic closure of κ. We recall that the Frobenius σ (resp. the nth-power Frobenius F ) is the
affine morphism defined locally from C to a curve C ′ (resp. C) on the κ-algebra affine coordinate rings
A and A′ by the map x −→ xp (resp. x −→ xp

n). We can define the set of κ-rational points of C as the
κ-points of C which are invariant under the action of F .

Then we can associate with C its Jacobian variety, J , which is a group variety of dimension g defined
over κ with Pic0(C) as underlying group structure. For an integer ` prime to p, we denote by J [`] the
subgroup of `-torsion points of J . It is isomorphic as a group to (Z/`Z)2g. Moreover, if for i ∈ N, [i]
denotes the multiplication by i in J , then, for i > j, we have a canonical projection J [`i] −→ J [`j ]
given by the morphism [`i−j ] which verifies the usual compatibility relations, so that we can define
the Tate module as the projective limit T` = lim

←
J [`i]. This is a free Z` module of dimension 2g. The

elements of the Galois group of Gal(κ/κ) act upon J and consequently upon J [`] in a way which fits
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with the projection morphism, so that we get a morphism ρ` : Gal(κ/κ) −→ AutZ`(T`), called the `-adic
representation. Tensoring T` by Q` over Z`, we obtain a morphism ρ` : Gal(κ/κ) −→ AutQ`(Q

2g
` ).

As a consequence, we can define the characteristic polynomial χF of the nth-power Frobenius mor-
phism which is a generator of Gal(κ/κ). Let us recall that χF is a monic integer polynomial and that
the Riemann hypothesis for curves states that if we set χF (x) =

∏
(x−λi) with λi ∈ C, then |λi| = q1/2.

Furthermore, it is well known that χF (1) is simply the number of κ-rational points of J(C). Our aim
is to give an efficient algorithm to compute χF for projective smooth algebraic hyperelliptic curves of
genus g defined over an extension κ of degree n of F2.

Now, given a hyperelliptic curve C defined over κ and its Jacobian variety J , one can consider the
set S of algebraic group schemes defined over the Witt vectors W (κ) which reduce modulo 2 to J .
There is a distinguished element of S, called the canonical lift, with the property that there exists an
automorphism acting on it which reduces modulo 2 to the Frobenius morphism. If J is ordinary, by
classical considerations on the equivalence between the rational representation of the endomorphisms
ring of an abelian variety and the direct sum of the analytic representation and its conjugate [35], one
can see that the action of the dual of the Frobenius morphism on the differential forms of the dual of the
canonical lift gives half of the eigenvalues of the Frobenius morphism. From these remarks, we deduce
the general strategy of the algorithm described in this paper. First, we compute to a given precision
the values of certain invariants called Theta constants attached to the canonical lift of J by iterating
“duplication” formulas. Then we compute the action of the lift of the dual of the Frobenius morphism
on these invariants and finally, we recover the determinant of the action of the Frobenius morphism by
computing a quotient of some Theta constants.

3 Theta Functions and Hyperelliptic Curves

3.1 Theta Functions with Rational Characteristic

Let V be a C-vector space of dimension g, and assume we are given an embedding of R into C, so that we
can view V as a R-vector space of dimension 2g. Let Λ be a lattice of V , that is a discrete subgroup of V
of rank 2g over Z. We consider the quotient space W = V/Λ and the canonical projection π : V −→W .
It is well known that W inherits the structure of an analytic variety from V and that V is the universal
covering of the analytic torus W . In this article, we are interested only in analytic tori which have a
significance in algebraic geometry, that is the ones which are endowed with a projective embedding.

In order to characterize these tori, we take a basis e of V and we identify by means of e, as C-vector
space, V with Cg. In such a basis, Λ can be represented by a g × 2g matrix with coefficients in C, the
column vectors of which are generators of Λ represented in the basis e. It can then be shown that a torus
is analytically isomorphic to a projective analytic variety if and only if we can choose e such that, Λ
is represented by a matrix of the form (∆g|Ω) with ∆g a diagonal matrix of dimension g with integer
coefficients and Ω a symmetric matrix with complex coefficients such that ImΩ > 0. If ∆g is the identity
matrix Ig, then we say thatW admits a principal polarization. In the sequel, we only consider principally
polarized analytic tori. We denote by Hg the Siegel upper half plane, that is the set of such matrices Ω.
Every point x ∈ Cg can then be written as x = ηIg + εΩ, where [ ηε ] ∈ (Rg)2 is called the characteristic
of x. In the sequel we always assume that these conditions are fulfilled so that W is an Abelian variety.

We can associate with such an Abelian variety its Riemann theta function, which is a global holo-
morphic function of V verifying the following functional equations,

θ(−z,Ω) = θ(z,Ω), θ(z + α,Ω) = θ(z,Ω),
θ(z +Ωα,Ω) = exp(−πi tαΩα− 2πitαz)θ(z,Ω),

for z ∈ Cg and α ∈ Zg. Such a function can be given by convergent series of holomorphic functions,

θ(z,Ω) =
∑
N∈Zg

exp(πi tNΩN + 2πi tNz).
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More generally, we can consider functions on V which satisfy the following functional equations for
z ∈ Cg, η, ε ∈ Qg, α ∈ Zg,

θ` [ ηε ] (z + α,Ω) = exp(2πi` tηα)θ` [ ηε ] (z,Ω),
θ` [ ηε ] (z +Ωα,Ω) = exp(−2πi` tεα) exp(−πi` tαΩα− 2πi tαz)θ` [ ηε ] (z,Ω).

Such a function is called an `-th order theta functions with characteristic [η, ε]. The relation with
Riemann theta functions is the following. First, we have

θ [ ηε ] (z,Ω) = exp(πi tηΩη + 2πi tη(z + ε))θ(z +Ωη + ε,Ω),

and then, it can be shown that a basis of the C-vector space of `-th order theta functions is provided by
the functions

θ
[
η+ρ/`
ε

]
(`z, `Ω) (1)

with ρ ∈ (Z/`Z)g [7].

3.2 Some Relations between Theta Functions

Let Θ be the theta divisor on W , that is the unique divisor such that π−1(Θ) is the zero set of the
Riemann theta function and B be the line bundle associated to Θ. The divisor Θ is defined modulo a
translation by the data of a rational (1, 1) cohomology class on W which is called the polarization of W .
This polarization simply is the cohomology class of the curvature form of B or the Poincaré dual of Θ.
The Kodaira embedding theorem asserts that for ` sufficiently large, global holomorphic sections of B⊗`

provide a projective immersion ofW (in fact, by a theorem due to Lefschetz, ` = 2 suits and for ` > 3 this
immersion is an embedding). Moreover, the `-th order theta functions with rational characteristic [ ηε ] can
be seen as global sections of the line bundle B⊗` translated by the point of characteristic 1

` [ ηε ]. By taking
the quotient of these sections or sum of first and second order logarithmic derivatives of these sections,
we obtain all the global meromorphic sections of the line bundle associated with the divisor π−1(`Θ).
For instance, in the case of elliptic curves, we recover the classical functions P and P ′ of Weierstrass.
As a matter of fact, there exists numerous relations between all these theta functions. Among them, we
state those which are used in Mestre’s algorithm.

Riemann duplication formulas. First, we have the following duplication formulas due to Riemann [7, p.
3], for z1, z2,∈ Cg and η, η′, ε ∈ 1

2Z
g,

θ [ ηε ] (2z1, 2Ω)θ
[
η′

ε

]
(2z2, 2Ω) =

1
2g

∑
e∈(Z/2Z)g

(−1)4 tηeθ
[
η+η′
ε+e

]
(z1 + z2, Ω)θ

[
η+η′
e

]
(z1 − z2, Ω), (2)

which enable us to compute the values of theta functions with respect to a duplicated period matrix. Let
us note that these formulas apply to any Abelian variety.

Jacobian of hyperelliptic curves. Thomae-Fay formulas only deal with Abelian varieties which come
from Jacobian varieties of hyperelliptic curves defined over C. All Abelian varieties of dimension two are
Jacobian varieties of hyperelliptic curves whereas this is not the case for a higher dimension. It should be
mentioned that in the case of varieties of genus three, Ritzenthaler gives an analog of the Thomae-Fay
formulas [30].

Let X be a hyperelliptic curve defined over C of genus g, that is a projective algebraic smooth curve
which we view as a two sheeted covering of the projective line P1

C. Such a curve can be provided with an
embedding in P2

C by an equation of the form

y2 + h(x)y = u(x), (3)
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with deg u(x) = 2g+2 and deg h(x) 6 g+1. It is a consequence of a theorem due to Riemann that such a
curve together with a twofold map X → P1

C is defined modulo an isomorphism by its ramification points
in P1(C), B = {a1, . . . , a2g+2}. For simplicity, in the sequel we assume that B ⊂ C ⊂ P1

C. We know that
H1(X,Z) is a free Z-module of rank 2g, a basis of which may be represented by A-cycles and B-cycles.
Their images by the projection (x, y) −→ x can be drawn, for instance, as in Fig. 1. In this article, all
the statements use this basis to represent H1(X,Z).a1 a2A1 a3 a4A2 a2g�1 a2gAg a2g+1 a2g+2B1 B2 Bg

Fig. 1. A basis of H1(X,Z) with X, a hyperelliptic curve.

Moreover, H0(X,Ω1) is a C-vector space of dimension g. Let ω1, . . . , ωg be a basis of H0(X,Ω1).
Then, we consider the lattice Λ′ ⊂ Cg generated by the R-free 2g vectors defined by the period integrals

χi =
(∫

Ai

ωj

)
j=1,...,g

, χi+g =
(∫

Bi

ωj

)
j=1,...,g

,

and we normalize (ωj)j=1,...,g so that (χi)i=1,...,g is the canonical basis of Cg. Then, putting Ωij =
∫
Bi
ωj ,

it is an immediate consequence of Riemann bilinear relations that the matrix Ωij is symmetric and that
Im (Ωij) is definite positive, so that Cg/Λ with Λ, the lattice generated by the column vectors of (Ig|Ω),
is an algebrizable torus called the analytic Jacobian of X.

There is now a very convenient description of the 2-torsion part of Pic0(X) in terms of its ramification
points B. Let L be the divisor class in Pic(X) of 2a2g+2 and, for T a subset of B of even cardinality, eT
be defined in Pic0(X) by eT =

∑
P∈T P − (]T/2)L.

Lemma 1. Let the symmetric difference ◦ of two sets T and T ′ be defined by T ◦ T ′ = T ∪ T ′ − T ∩ T ′,
then

– 2eT = 0;
– eT◦T ′ = eT + eT ′ ;
– eT = e′T if and only if T = T ′ or T = B − T ′.

From this, we deduce immediately that the set {eT | T ⊂ B with ]T mod 2 = 0} generates the sub-
Z/2Z-module of Pic0(X) of 2-torsion points. We remark that this description of Pic0(X) is available
independently of the base field of the variety X as long as the ramification points of X are rational over
that field. It is moreover easy to relate the set {eT } with its image in the analytic Jacobian by the Jacobi
correspondence with respect to the A-cycles and B-cycles chosen basis.

Lemma 2 ([27, p. 3.86]). Let ΛΩ be the lattice generated by the matrix (Ig|Ω). If D− (degD) a2g+2 is
a degree zero divisor of X, we put

I(D) =
t
∑
Pj∈D

∫ Pj

a2g+2

ωj


j=1,...,g

∈ Cg/ΛΩ .

Then I(e{a2i−1,a2i}) = t(0, . . . , 1/2, . . . , 0) mod ΛΩ, where 1/2 is at the i-th position and, similarly,
I(e{a2i,...,a2g+1}) = t(Ω1i/2, . . . , Ωgi/2) mod ΛΩ.
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Thomae-Fay Formulas. We are now going to state the Thomae-Fay formulas. Let S = {a1, a3, . . . , a2g+1}
be the subset of points of B with odd index and Ui, be the set of pairs {a2i−1, a2i} for i = 1, . . . , g. Let
V g1/2 be the set of vectors of dimension g the components of which are in the set {0, 1/2} and for ε ∈ V g1/2,
we put Uε = ∪jUj with j spanning the set of indices of non zero components in ε. With these settings,
the Thomae-Fay formulas are [27, p. 120],

θ [ 0
ε ]4 (0, Ω) = +−ζ

∏
ai,aj∈S◦Uε,i<j

(xai − xaj )
∏

ai,aj /∈S◦Uε,i<j

(xai − xaj ) (4)

for all ε ∈ V g1/2, ζ a constant independent of ε which can be computed explicitly (see for instance [7, p.
47]), xai , the x-coordinates of the points ai and ◦, the symmetric difference.

Action of Sp2g(Z). There exists a group action of Sp2g(Z) on Cg × Hg. If
(
α β
γ δ

)
∈ Sp2g(Z) with

(α, β, γ, δ) ∈Mg(Z)4, then this action is defined by(
α β
γ δ

)
(z,Ω) = ( t(γΩ + δ)−1z, (αΩ + β)(γΩ + δ)−1).

Let Γn be the subgroup of elementsM ∈ Sp2g(Z) such thatM ≡ I2g mod n. With these notations, we can
state a functional equation satisfied by the theta functions [26, p. 189]. For all z ∈ Cg, (η, ε) ∈ V g1/2×V

g
1/2

and
(
α β
γ δ

)
∈ Γ2,

θ [ ηε ]2 ( t(γΩ + δ)−1z, (αΩ + β)(γΩ + δ)−1) = +−det(γΩ + δ)θ [ ηε ]2 (z,Ω). (5)

4 Mestre’s Algorithm

Let q = 2n, κ = Fq, Kq be the unramified extension of degree n of Q2 and Rq be its integer ring with
maximal ideal M, we give in this section an overview of Mestre’s algorithm. We begin with a brief account
on Satoh’s algorithm for elliptic curves.

Satoh’s algorithm overview. Let E be an ordinary elliptic curve defined over Fq. Then, we can consider
a lift Ẽ of E to Kq. This is an elliptic curve defined over Kq which reduces modulo two to E. All these
curves may be obtained by taking, for instance, a minimal Weierstrass equation [36, p. 172] defined
over Kq which reduces modulo two to the Weierstrass equation of E. Then we can consider a sequence
of isogenous elliptic curves Ẽi with Ẽ = Ẽ0 and morphisms σi : Ẽi −→ Ẽi+1. By a theorem due
to Lubin-Serre-Tate [20], if σi reduces modulo two to the Frobenius morphism, then the sequence Ẽi
converges p-adically towards the canonical lift Ecan of E. This lift is defined by the property that
we have an isomorphism induced by the reduction morphism End(Ecan) ' End(E). In fact, in his
algorithm, Satoh [31] uses the dual of the Frobenius morphism which is easier to handle in the case of
non-supersingular curves because it is separable. Then it is easy to compute the nth-power Frobenius
morphism or its dual as the composition of n Frobenius morphisms. The unit eigenvalue of the Frobenius
morphism can be obtained either, as the first coefficient of the action of the lift of the Frobenius on the
formal group of the elliptic curve or, alternatively, by the way of the injection End(Ecan) −→ Kq given
by the action of an endomorphism on the invariant differentials [36, p. 163].

A convergence theorem. Let R be an integral ring with quotient field K, κ a field and π : R → κ
a surjective ring morphism. An element x ∈ R is a lift of x0 ∈ κ if π(x) = x0. More generally, a
scheme X over Spec(R) is a lift of a scheme X0 over Spec(κ) if, we have that X ×Spec(R) Spec(κ) is
Spec(κ)−isomorphic to X0. A variety XK over K is a lift of a variety over κ if there exists a lift X of
X0 over Spec(R) such that XK is isomorphic to X ×Spec(R) Spec(K). In practice, if X0 is a hyperelliptic
curve over κ, the equation of such a lift, if it exists, may be obtained by lifting the coefficients of (3).

If J0 is the Jacobian variety of X0, which is a projective algebraic variety over κ = Fq, we can consider
a lift J1 over Kq of J0. Let us denote by J1 the Néron model of J1, which is a group scheme over Rq, and
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following [3], let J1[2]loc be the subgroup of the Rq-points of 2-torsion of J1 which reduces to zero modulo
two. Let J2 be the quotient of J1 by J1[2]loc, we get an isogeny, J1 −→ J2, which modulo two reduces to
the Frobenius morphism. Repeatedly, we obtain a sequence of isogenies between Néron models,

J1 σ1
ner // . . .

σm−1
ner // Jm

σmner // . . .
σm+n−1

ner // Jm+n . (6)

By a generalization of a theorem due to Lubin-Serre-Tate [20] [3, Theorem 4 p. 3], there exists an
isomorphism

Φ : Jm ×Spec(Rq) Spec(Rq/Mm) −→ Jm+n ×Spec(Rq) Spec(Rq/Mm) (7)

which lifts the nth-power Frobenius morphism of Jm = Jm×Spec(Rq) Spec(κ) to the precision m. In other
words, Jm ×Spec(Rq) Spec(Kq) is an approximation of the canonical lift of J0 to precision m.

Lifting isogenies. For computational reasons, we only consider finite lifts. An element x ∈ Rq is a finite
lift of x0 ∈ Fq if x is a lift of x0 and x can be written as a finite sum

∑m
i=0 fji$

i where m ∈ N, $ is the
uniformizer of Rq, f1, . . . , f2n a system of representatives of Fq in Rq and ji ∈ {1, . . . , 2n}. This can be
formulated in another way. Let K be a number field obtained by an extension of Q of degree n which is
inert above the prime two. Such a field may be defined, for instance, by quotienting Q[T ] by the principal
ideal defined by any lift in Z[T ] of a defining polynomial of the extension Fq/F2 [28, p. 47]. Then, an
element x ∈ Rq is a finite lift of x0 ∈ Fq, if it is a lift of x0 and if it is in the dense image of the canonical
morphism K −→ K ⊗Q Qp = Kq.

Now, let X0 be a hyperelliptic curve of genus g over κ given with an embedding in P2
κ by (3). In the

sequel, we assume that the Jacobian variety J0 of X0 is ordinary, which means that its 2-rank is equal
to g. By the description of the 2-torsion of J0 in terms of the divisors with support in the ramification
points given by Lemma 1, as the x-coordinates of the ramification points of X0, with respect to the
projection (x, y) −→ x, are the zeros of the discriminant ∆ = h(x), this means that deg h(x) = g + 1.
Moreover, we may take deg u(x) = 2g + 2 [8].

Now in order to make the link between (6) and the theta functions, we consider X, a lift of X0 over K
given by any finite lift of (3). We suppose that the ramification points B = {a1, . . . , a2g+2} are rational
over K. Their x-coordinates are given as the zeros of the discriminant ∆ = h(x)2 − 4u(x) and we may
index the ramification points so that ai ' ai+1 mod 2. Let J1

alg be the Jacobian variety of X which is a
projective group variety over K. To define an analytic model for J1

alg, we fix an embedding ι : K −→ C
such that we may consider X and J1

alg as projective algebraic varieties over C. Taking again the same
conventions for the A-cycles and B-cycles as in Sect. 3.2, we can define a period matrix (Ig|Ω) with
respect to a basis of Cg, an analytic torus J1

an = Cg/ΛΩ with an analytic isomorphism φ : J1
an −→ J1

alg.
An immediate consequence of the Lemma 2 is that the g-rank of the sub-Z/2Z-module of the 2-torsion of
J1

an generated by the elements with coordinates (0, . . . , 1/2, . . . , 0) is sent by φ to the elements of Pic0(X)
generated by the elements eTi with Ti = {a2i−1, a2i}, i = 1, . . . , g. But with the chosen numbering of the
ramifications points, this is exactly the sub-module of J1

K which is sent to zero in J0 by the reduction
modulo two. Moreover, from Lemma 1 and from the fact that the ramification points of X are defined
over K, we know that the 2-torsion of J1

alg is defined over K.
Now, if J2

an is defined by the lattice Λ2Ω , we can consider the isogeny J1
an −→ J2

an defined by the
inclusion of lattices 2ΛΩ ⊂ Λ2Ω . By the Gaga principle [34], this gives an isogeny σ1 : J1

alg −→ J2
alg

which, by definition, is obtained by quotienting J1
alg by the 2-torsion part of J1

alg which reduces to zero
modulo two. As this subgroup is defined over K, σ1 is a K-morphism of K-varieties. Repeatedly, we get
the following commutative diagram,

J1
an

��

σ1
an // . . .

σm−1
an // Jman

��

σman // . . .
σm+n−1

an // Jm+n
an

��
J1

alg
σ1

alg // . . .
σm−1

alg // Jmalg
σmalg // . . .

σm+n−1
alg // Jm+n

alg

.
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Take a minimal extension K ′ of K such that the second row is a sequence of K ′-morphisms of K ′
varieties. Then tensoring over Q by Qp, this row gives a sequence of Kq-morphism of Kq-varieties,

J1
Kq

σ1
loc // . . .

σm−1
loc // JmKq

σmloc // . . .
σm+n−1

loc // Jm+n
Kq

. (8)

because the 2-torsion points of JrKq , r = 1, . . . ,m+ n are rational over Kq.
Let us denote by Jr, r = 1, . . . ,m+n, the Néron models associated to the JrKq . The preceding diagram

defines isogenies on the general fiber of the Jr which, as the Néron models are projective schemes, extend
to morphisms between the Jr which are isogenies too. Moreover, by definition, the sequence obtained is
exactly of the same form as (6). Moreover, as the schemes Jr have good reductions modulo p and reduce
to Jr0 , the schemes Jr reduce modulo p to Jr0 . All this is summarized in the following diagram,

J1

��

σ1
ner // . . .

σm−1
ner // Jm

��

σmner // . . .
σm+n−1

ner // Jm+n

��
J1

0
σ1
κ // . . .

σm−1
κ // Jm0

σmκ // . . .
σm+n−1
κ // Jm+n

0

.

From now on, we fixm ∈ N∗ which measures the precision of the p-adic approximation of the canonical
lift of X0 in our computations.

Theta functions revisited. In this section, if ι : A → B is an isogeny between abelian varieties defined
over a field (κ, Kq, or C), then we use ι̂ : B̂ → Â to denote its dual isogeny. Let Fan = σm+n−1

an ◦ . . .◦σman.
Let Jmcan be the canonical lift of Jm0 . By [3], Jmcan is defined over Kq. We choose an embedding of Kq

in C and put JmcanC
= Jmcan ×Spec(Kq) Spec(C). We can reproduce a sequence of isogenies, dual of that

of (8), which lifts the sequence of the dual isogenies of the little Frobenius morphisms,

Ĵm+n
can

σ̂m+n−1
can // . . .

σ̂mcan // Ĵmcan
σ̂m−1

can // . . .
σ̂1

can // Ĵ1
can

.

Then, by definition of the canonical lift, there exists an isomorphism µ : Ĵmcan → Ĵm+n
can which gives by a

base change to C over Kq an isomorphism µC : ĴmcanC
→ Ĵm+n

canC
. Analytically, this isomorphism is defined

by an element M2g =
(
α β
γ δ

)
∈ Sp2g which, in fact, is in Γ2 following [30] . Let Φan be the automorphism

acting on Jman defined by Γ2. Then the induced morphism Φner on the Néron models Jm reduces modulo
Mm to the isomorphism Φ of (7). So, if we put Dan = Φan ◦ F̂an, the morphism induced by Dan on the
Néron model reduces modulo Mm to the lift of the dual of the Frobenius morphism acting on Ĵm+n

0 . We
have the following commutative diagram on the invariant differential forms of the analytic Jacobians,

H0(Jm+n
an , Ω1) H0(Jman, Ω

1)
D∗an

oo

Φ∗an
��

H0(Jman, Ω
1)

F̂∗an

hhPPPPPPPPPPPP
.

Now let (eα) be the basis of the invariant differential forms given by the coordinate forms in the
identification Jman = Cg/ΛΩ . Put Ω′ = (αΩ + β)(γΩ + δ)−1. We have

Cg/Λ2nΩ
F̂an // Cg/ΛΩ

Φan // Cg/ΛΩ′

and D∗an = F̂ ∗an ◦Φ∗an. As the action of F̂ ∗an expressed in the base (eα) is the identity, we see immediately
that the action of Φan on the coordinate forms of Cg that is (γΩ + δ)−1 gives the action of the dual of
the Frobenius morphism on the invariant differential forms computed with precision m.
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As a consequence of (5), we have

θ2 [ 0
ε ] (0, Ω′) = +−det(γΩ + δ)θ2 [ 0

ε ] (0, Ω).

The Néron models associated to Cg/ΛΩ′ and Cg/Λ2nΩ are isomorphic modulo Mm and because the
Theta constants by [25] provide a global parametrization of the moduli space of principally polarized
abelian varieties, we have θ2 [ 0

ε ] (0, 2nΩ)/θ2 [ 0
ε ] (0, Ω′) ≡ 1 mod 2m. If we denote by λ1, . . . , λg the unit

root part of the Frobenius morphism acting on X, as the Jacobian Jm is ordinary by hypothesis, the
determinant +−det(γΩ + δ)−1 is simply the product λ = +−λ1 . . . λg with precision m and is equal to the
quotient

θ2 [ 0
ε ] (0, Ω)/θ2 [ 0

ε ] (0, 2nΩ). (9)
From this discussion, we easily deduce Mestre’s original algorithm to compute λ at precision m. We

choose an embedding of K in C2 and a lift of X0 over K such that the square root of the products∏
ai,aj∈S◦Uε,i<j(xai − xaj )

∏
ai,aj /∈S◦Uε,i<j(xai − xaj ) needed in the Thomae-Fay formulas are in K. We

compute the values of cθ2 [ 0
εi

]
(0, Ω) with Ω defined by the preceding lift over K and c ∈ C such that

cθ2 [ 0
εi

]
(0, Ω) ∈ K. Riemann duplication formulas are homogeneous, so that

cθ2 [ 0
εi

]
(0, 2r+1Ω) = ϑi(cθ2 [ 0

ε1

]
(0, 2rΩ), . . . , cθ2 [ 0

ε2g

]
(0, 2rΩ))

where ϑi is a rational function. After each use of these formulas, the theta constants cθ2 [ 0
εi

]
(0, 2r+1Ω) ∈

C2 are attached to a model over Kq of a Jacobian variety which is the canonical lift of a Jacobian over
Fq to a 2-adic precision increased by one. Once the wanted precision m is reached, n more iterations
finally yield λ. This algorithm can be improved (cf. Sect. 5), using the following result.
Lemma 3. With the above notations, let

αi = θ2 [ 0
εi

]
(0, 2rΩ)/θ2 [ 0

ε2g

]
(0, 2rΩ), i = 1, . . . , 2g − 1,

and we suppose that αi ∈ K ′. Let us denote by φ the map K ′ −→ Kq = K ′ ⊗Q Qp, then

ϑi(φ(α1), . . . , φ(α2g−1), 1) = (φ(αi))σ, (10)

where σ is the lift of the Frobenius morphism to Kq.

Proof. Let Θ and Θ′ be respectively the theta divisors of Jan = Cg/Λ2rΩ and J ′an = Cg/Λ2r+1Ω . Then
by [11, p. 317], B⊗2

Θ and B⊗2
Θ′ are very ample line bundles on Jan and J ′an and the si = θ2 [ 0

εi

]
(z, 2rΩ)

(resp. s′i = θ2 [ 0
εi

]
(z, 2r+1Ω)), i = 1, . . . , 2g, are global sections of these bundles. So possibly completing

the si and s′i with the same number of global sections of L⊗2
Θ and L⊗2

Θ′ such that sj and s′j are given by
theta functions with the same characteristics following (1), then for a N > 2g we obtain an embedding
of Jan (resp. J ′an) in PNC provided in homogeneous coordinates by z −→ (si(z/2))i=1,...,N (resp. z −→
(s′i(z))i=1,...,N ). So, there exists an automorphism ξ of PNC such that we have the following commutative
diagram,

Jan ⊂ PNC //

ξ

��

J ′an ⊂ PNC

ξ

��
Jalg

σ′ // J ′alg

,

where Jalg and J ′alg are algebraic varieties over K ′ and σ′ is a morphism of K ′-varieties. The last row
induces by base change a morphism JKq −→ J ′Kq which is up to an automorphism τ of J ′alg the Frobenius
morphism. In fact, as the embedding provided by the theta functions is canonical following [24], τ is
independent of Jan and it is easily checked on an example that it is the identity morphism.

Now, let ti(z) = si(z)/s2g (z) for i = 1, . . . , 2̂g, . . . , N and t′i(z) = s′i(z)/s′2g (z) for i = 1, . . . , 2̂g,
. . . , N where the hat means that we skip that index. Then the ti (resp. the t′i) form an affine system of
coordinates in a open neighborhood U (resp. U ′) of the point O which we can suppose to be Kq-rational.
Then the map U −→ U ′ given by (t1(z/2), . . . , t̂2g (z/2), . . . , tN (z/2)) −→ (t′1(z), . . . , t̂′2g (z), . . . , t′N (z))
is simply the Frobenius morphism and the result comes immediately with z = 0. ut
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5 An O(n2+ε) Algorithm

In order to compute the characteristic polynomial χF of the Frobenius F defined on an ordinary hyper-
elliptic curve over F2n , the algorithm that we consider in this part belongs to the so-called “lift” and
“norm” algorithms as introduced by Satoh in [31]. It consists of four main phases which, once fixed as
in Sect. 2 an embedding of K in C and C2 (so that we can consider any element of K as a finite element
of Kq ⊂ C2 and consider its precision with respect to its 2-adic valuation), are summarized as follows.

Initialization phase. Given a hyperelliptic curve X defined explicitly over a finite field F2n , one com-
putes at small precision the values taken by 2g theta constants θi = cθ2 [ 0

εi

]
(0, Ω), i = 1, . . . , 2g, c

and Ω chosen such that θi ∈ K. These theta constants are the values taken at z = 0 by the theta
functions with 2g characteristics attached to one lattice linked to X (cf. Sect. 3).

Lift phase. Using the Riemann duplication formulas given in Sect. 4, one has to solve a multivariate
systemG(x) = xσ in Zq at a precisionm large enough. The solution is a vector with 2g−1 components.
Each component of such a solution is the quotient of a theta constant divided by a fixed characteristic
theta constant. This can be done, from the theta constants computed at small precision in the
initialization phase, thanks to a lift algorithm.

Norm phase. Computing the norm NZq/Z2 of an element of Zq derived from these 2g − 1 quotients of
theta constants yields at precision m the product λ1 · · ·λg of the g eigenvalues (invertible modulo 2)
of F .

LLL phase. Getting the characteristic polynomial χF of the Frobenius of X can be done as described
by Mestre. At first, we build a symmetric polynomial Psym(x) of degree 2g−1 whose roots are of the
form x + q/x where x is the product of g terms which belong to {λ1, q/λ1}, . . . , {λg, q/λg}. Let us
note that η = λ+ 2gn/λ is one of these roots. Finally, we compute the roots of Psym(x) over C and
recombine them in order to find χF (+−x).

In the following, we describe completely these phases for finite fields of characteristic two with Gaus-
sian Normal Bases and for ordinary hyperelliptic curves of arbitrary small genus.

Remark 1. Harley’s ideas for elliptic curves [12], which are completely described in a nice synthesis due
to Vercauteren [38], can be easily generalized to the hyperelliptic case. More precisely, the unramified
extension Zq may be defined in the same way as Harley and the norm phase is identical. The NewtonLift
algorithm and the LLL phase are the same as below. The only difference is the ArtinSchreierRoot
algorithm. Harley gave a method to compute a root of an equation of the form xσ = ax + b = 0 where
x, a and b are p-adic integers such that v(a) > v(b). In our case, the only difference is that a and b are
matrices, the generalization is straightforward.

5.1 Initialization Phase

Gaussian normal basis. When K is a Galois extension of κ which is generated by an element α, then
we know that ασi , 0 6 i < n is a basis of K over κ called a normal basis. This basis is well suited to
compute the action of the Galois group of K. Lifting to Z2n Gaussian Normal Basis defined on finite
fields [21], we get, restricted to the characteristic two case, the following result [14].

Proposition 1. Let n, t be positive integers such that nt + 1 is an odd prime. Let γ be a primitive
(nt+ 1)-th root of unity in some extension field of Q2. If gcd(nt/e, n) = 1 where e denotes the order of
2n modulo nt+1, then for any primitive t-th root of unity τ in Fnt+1, α =

∑t−1
i=0 γ

τ i , generates a normal
basis over Q2 called a Gaussian Normal Basis (GNB) of type t. Furthermore, [Q2(α) : Q2] = n.

H. Y. Kim et al. handled elements of Z2n with such a representation by working in the basis defined
by γ. If we denote by Tm,n the complexity of the product of two elements of Z2n with precision m, this
yields Tm,n = O((tnm)µ). Computing σk can be done by a simple permutation of the nt components of
an element. This can be easily done at precision m in Sm,n = O(nmt)-bit operations. A more elaborated
implementation strategy (with indexes) yields a O(nt) time complexity [14].
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Hyperelliptic curves. We assume in the following that an ordinary hyperelliptic curve X of genus g
defined over F2n is given by an affine model of the form y2 + h(x)y = q(x)h(x) where h(x) and q(x)
are polynomials over F2n of degree g + 1 such that h(x) has g + 1 roots with multiplicity exactly one
over F2n . At the cost of an increase of the coefficient field and thanks to a change of variables, such a
parameterization can be always found (cf. [23]).

Theta constants with Thomae-Fay formulas. In order to get the theta constants at small precision, we
first lift in Z2n the affine model of X as (2y + h(x))2 = h(x)(h(x) + 22q(x)). From Hensel’s lemma, it is
not hard to see that h(x) and h(x) + 4q(x) completely split over Z2n , this yields an equation of the form

y2 =
2g+1∏
i=0

(x− ai) such that ai ∈ Z2n and a2i ≡ a2i+1 mod 22.

Then, the Thomae-Fay formulas (cf. (4)) enable to compute 2g theta constants θ(1)
0 , . . . , θ

(1)
2g−1 at

small precision through

θ(1)
e =

√ ∏
06i<j6g

(a2i+ei − a2j+ej )(a2i+1−ei − a2j+1−ej ),

where e0 = 0 and where e is written in basis 2 as eg2g−1 + · · ·+ e1. Moreover, the square root is chosen
such that θ(1)

e ≡ 1 mod 22.

5.2 Lift Phase

The purpose of this phase is to compute quotients of theta constants at precision m. This precision
depends on g and n (cf. Sect. 5.4). Typically we have m ' n/2 for g = 1.

Mestre’s method. The method as proposed by Mestre increases the precision by one at each step thanks
to the use of the Riemann duplication formulas. This can be geometrically interpreted as jumping from
one lattice to another lattice. The initial lattice is the Jacobian of the lift of X over Kq. The other
lattices correspond to 2-isogenous analytic abelian varieties J iKq (cf. Sect. 4). We denote by θ(i)

e the theta
constants attached to J iKq .

Let G : Z2g−1
q −→ Zq be defined by G(t1) = 2

√
t1

1+t1 if g = 1 and more generally for g > 1 by

G(t1, · · · , t2g−1) = 2
√
t1 +

√
t2
√
t3 + · · ·+

√
t2g−2

√
t2g−1

1 + t1 + · · ·+ t2g−1
, (11)

that is the dehomogenization of (2) with respect to θ0. Let τ (i)
e = θ

(i)
e /θ

(i)
0 , then Mestre’s method consists

in iterating m times (11), i.e.

∀e ∈ {1, . . . , 2g − 1}, τ (i+1)
e = G(τe, τ (i)

i2
, τ

(i)
i3
, . . . , τ

(i)
i2g−2

, τ
(i)
i2g−1

),

where, for each e, the indexes i2, . . . , i2g−1 are such that

{{0, e}, {i2, i3}, . . . , {i2g−2, i2g−1}} = {{j, j ⊕ e} | j ∈ {1, . . . , 2g − 1}} (12)

(⊕ denotes the exclusive or of two integers, i.e. the integer the bits of which are the sum modulo two
of the bits of the operands). It is not difficult to see that the resulting algorithm has a quasi-cubic
complexity in n if m = O(n).

We can obtain a complexity which is quasi-quadratic using (10), i.e.

∀e ∈ {1, . . . , 2g − 1}, τ (i+1)
e = (τ (i)

e )σ.
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So, instead of jumping from lattices to lattices, we can stay on the initial lattice (the one associated to
a lift of X over K) and, with the notations given above, we can compute roots τ1, . . . , τ2g−1 (such that
τe = θe/θ0 mod 24) of the system of equations given by,

∀e ∈ {1, . . . , 2g − 1}, τσe = G(τe, τi2 , τi3 , . . . , τi2g−2 , τi2g−1). (13)

Such an equation can be efficiently solved thanks to a vectorial version of the Newtonlift algorithm
of [19] as described in detail in the next section. This algorithm may be viewed as an adaptation to our
case of the multivariate version of the well known algorithm of Newton to find a root of a polynomial
function [16, pages 493-494]. It is based on a vectorial version of the algorithm ArtinSchreierRoot [19]
which gives a root of a generalized Artin-Schreier equation.

Newton lift. Let x = (x1, . . . , xk) and y = (y1, . . . , yk) be two tuples of variables and for i = 1, . . . , k,
φi(x, y) ∈ Zq[x1, . . . , xk, y1, . . . , yk] be a system of k polynomials in these variables which define a function
φ : Zkq × Zkq 7→ Zkq . In the sequel, if Σ ∈ Gal(Kq/Qp), we put yΣ = (yΣ1 , . . . , yΣk ). In this paragraph, we
present an algorithm to solve an equation which appears very naturally with such algorithms, that is
φ(x, xΣ) = 0. We wish to find a solution x ∈ Zkq of a system of equations of this kind, given a solution
known at small precision. For the sake of generality, p can be below any prime.

Theorem 2. For (x0, y0) ∈ Zkq × Zkq , we denote in the following by ∂φ/∂x(x0, y0) ∈ Mk(Zq) (resp.
∂φ/∂y(x0, y0) ∈Mk(Zq)) the matrix xij (resp. yij) of partial derivatives

xij = (∂φi/∂xj)(x0, y0), (resp. yij = (∂φi/∂yj)(x0, y0)), 1 6 i, j 6 k.

Let x0 ∈ Zkq be a zero of φ(x, xΣ) = 0 mod pw, w ∈ N. We suppose moreover that we have

det(
(
∂φ

∂y

)
(x0, x

Σ
0 )) 6= 0, (14)

v(
(
∂φ

∂y

)−1
(x0, x

Σ
0 )∂φ
∂x

(x0, x
Σ
0 )) > 0 (15)

and

v(
(
∂φ

∂y

)−1
(x0, x

Σ
0 )φ(x0, x

Σ
0 )) > v(

(
∂φ

∂y

)
(x0, x

Σ
0 )), (16)

then a solution of the equation φ(x, xΣ) = 0 mod pm can be computed in O(log(n)nµmµ) time complexity.

Algorithm 5.1 NewtonLift
Algorithm to compute a root of φ(x, xΣ) mod pm, knowing a solution x0 modulo p2r+1 where r =
v(φ(x0, x

Σ
0 ))− v((∂φ/∂y)−1(x0, x

Σ
0 )v(φ(x0, x

Σ
0 ))).

Input: x0 ∈ (Zq/p2r+1Zq)k, m ∈ N.
Output: x a solution of φ(x, xΣ) mod pm.

Step 1. if m 6 2r + 1 then return x0;
Step 2. w := dm2 e+ r;
Step 3. x := NewtonLift(x0, w);
Step 4. Lift x to Zq/pmZq; y := xΣ mod pm;
Step 5. ∆x := ∂xφ(x, y) mod pw−r; ∆y := ∂yφ(x, y) mod pw−r;
Step 6. V := φ(x, y) mod pm;
Step 7. a, b := ArtinSchreierRoot(−∆−1

y V/(pw−r),−∆−1
y ∆x, w − r, n);

Step 8. return x+ pw−r(1− a)−1b;
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Proof. We prove the correctness of Algorithm 5.1 and establish its complexity.

Correctness. Let f(x) = φ(x, xΣ). We put 0 < r = v(f(x0))− v((∂φ/∂y)−1 (x0, x
Σ
0 )f(x0)), we assume

inductively that we know a root x0 of φ(x, xΣ) at precision w = dm/2e + r and we explain why the
algorithm returns a root of the same equation at precision m which satisfies (14), (15) and (16). First,
let x↑0 be any lift of x0 at precision 2w − 2r,

∀δ ∈ Zkq , f(x↑0 + pw−rδ)− f(x↑0) ≡ pw−r(∆xδ +∆yδ
Σ) mod p2w−2r,

with ∆x ≡ (∂φ/∂x)(x↑0, x
↑Σ
0 ) mod pw−r and ∆y ≡ (∂φ/∂y)(x↑0, x

↑Σ
0 ) mod pw−r. We want to find δ at

precision w − r such that f(x↑0 + pw−rδ) ≡ 0 mod p2w−2r, which we can restate in the following form,

−f(x↑0)
pw−r

≡ ∆xδ +∆yδ
Σ mod pw−r. (17)

Rewriting (17) as δΣ ≡ aδ + b mod pw−r, with a = −∆−1
y ∆x ∈ Mk(Zq) because of (15) and b =

−∆−1
y f(x↑0)/pw−r ∈ Zkq , we recognize an Artin-Schreier equation since a ∈ Mk(Zq) and b ∈ Zkq . By

induction hypothesis, we have v(a) > 0 and (1 − a) is an invertible matrix (cf. Rem. 2). Then calling
algorithm 5.2 for Σ with a and b, yields a solution δ at precision w − r and x↑0 + pw−rδ is a root of f
with precision at least equal to m.

We now put x1 = x↑0 + pw−rδ and we verify (14), (15) and (16). Condition (14) is trivially fulfilled
by induction hypothesis. Now, we can consider ∂φi/∂y as a function from Zkq to Zkq . A Taylor expansion
then gives

∂φi
∂y

(x1, x
Σ
1 ) = ∂φi

∂y
(x↑Σ0 , x↑0) + pw−rC, (18)

with C ∈ Zkq and v((∂φ/∂y)(x1, x
Σ
1 )) = v((∂φ/∂y)(x↑0, x

↑Σ
0 )). The same argument applied to v((∂φ/

∂x)(x1, x
Σ
1 )), yields v((∂φ/∂x)(x1, x

Σ
1 )) = v((∂φ/∂x)(x↑Σ0 , x↑0)). Moreover, if we set r′ = v(∂φ/∂y), then

(18) implies (
∂φ

∂y

)−1
(x1, x

Σ
1 ) =

(
∂φ

∂y

)−1
(x↑0, x

↑Σ
0 ) + pw−r−r

′
C,

with C ′ ∈ Zkq . Finally, hypothesis (16) gives that v((∂φ/∂y)−1 (x1, x
Σ
1 )) = v((∂φ/∂y)−1 (x↑0, x

↑Σ
0 )), so

that (15) and (16) are fulfilled.

Complexity. The algorithm calls itself recursively O(logn) times with arguments which are two times
larger at each call. The step with the largest cost is the call to ArtinSchreierRoot algorithm. From
Lemma 4, its asymptotic complexity is O(logn) max(Sw,n, Tw,n) where w is nearly multiplied by two at
each recursive call. Therefore, the asymptotic complexity of this algorithm is O(logn) max(Sm,n, Tm,n).
For finite fields with Gaussian Normal Basis, this results in a O(log(n)nµmµ) time complexity. ut

We say that an equation is a (vectorial) generalized Artin-Schreier equation if it can be written in
the form

xΣ = ax+ b, with a ∈Mk(Zq), b ∈ Zkq . (19)

The following lemma allows us to find a solution x ∈ Zkq of such an equation.

Lemma 4. Let a ∈ Mk(Zq), b ∈ Zkq . Then a solution of an equation of the form xΣ = ax + b can be
computed to precision m in O(logn) max(Sm,n, Tm,n) time complexity.

Algorithm 5.2 ArtinSchreierRoot
Algorithm to compute at precision m a square matrix A and a vector B, of dimension k, such that a
solution of an equation xΣ = ax+ b mod pm satisfies xΣ

ν

= Ax+B mod pm.
Input: a ∈Mk(Zq/pmZq) and b ∈ (Zq/pmZq)k, m, ν ∈ N.
Output: A ∈Mk(Zq/pmZq) and B ∈ (Zq/pmZq)k.
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Step 1. if ν = 1 then return a mod pm, b mod pm;
Step 2. A, B := ArtinSchreierRoot(a, b, m, b ν2 c);

Step 3. A := AAΣ
b ν2 c mod pm; B := ABΣ

b ν2 c +B mod pm;
Step 4. if ν mod 2 = 1 then A := AaΣ mod pm; B := AbΣ +B mod pm;
Step 5. return A,B;

Proof. We prove the correctness of Algorithm 5.2 and establish its complexity.

Correctness. By an easy recurrence with starting point xΣ = ax + b, we can write that for all i ∈ N,
xΣ

i ≡ aix + bi mod pw. To compute ai and bi, algorithm 5.2 is an adaptation of the classical “square
and multiply” algorithm (used for exponentiations) based on the following composition formula,

∀(i, i′) ∈ Z2, xΣ
i+i′

= aΣ
i′

i ai′x+ aΣ
i′

i bi′ + bΣ
i′

i .

Especially, we know that xΣn = x, which means that (1− an)x = bn.

Complexity. The algorithm goes through step 3 or step 4 O(logn) times and these steps are performed
in max(Sm,n, Tm,n). Therefore, the asymptotic complexity in time of this algorithm is O(logn) max(Sm,n,
Tm,n). ut

Remark 2. It should be noted that if v(a) > 0 then by a trivial induction v(an) > 0 and as a consequence
(1− an) is an invertible matrix.

Remark 3. In order to solve (13), we may apply these algorithms to Σ = σ and to the polynomials

φi(x, y) = y2
i (1 + x2

1 + · · ·+ x2
2g−1)−

∑
06j62g−1

xjxi⊕ j .

In this case, we have, evaluated at quotients of theta constants, that v(∂φ/∂x) = 3, v(∂φ/∂y) = g + 1,
and that the valuation of the matrix a = (∂φ/∂y)−1(∂φ/∂x) is equal to 2 − g. This valuation is thus
negative for curves of genus greater than two. However, we observe that the matrix aσkaσk−1 · · · aσa is
of valuation 2 − g + k. Therefore, if one applies the algorithms NewtonLift and ArtinSchreierRoot
without any change, except that the precision at each recursive call is decreased by a gap smaller than
g, one obtains a correct result.

5.3 Norm Phase

Equation (9) yields in our case,

λ ≡ NZ2n/Z2

(
2g

1 + τ1 + · · ·+ τ2g−1

)
mod 2m.

In a Gaussian Normal Basis of type t, H. Y. Kim et al. described an algorithm of the type “divide and
conquer” in order to compute such a norm. This algorithm has got a O(log(n)nµmµ) time complexity.

5.4 LLL Phase

The end of our variant is the same as Mestre’s original method [23]. At first, using the LLL algorithm,
one obtains a symmetric polynomial Psym(x) whose roots are of the form x+ q/x where x is the product
of g terms which belong to {λ1, q/λ1}, . . . , {λg, q/λg}. Then we compute its roots over C and obtain from
them χF (+−x) at least when this last polynomial is irreducible. By [37] this is always the case when the
Jacobian of X is κ-simple. A last check on the curve allows us to obtain χF . We explicitly determine the
complexity of the method and give bounds on the precision m needed when the genus increases.
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Lattice reduction. The computation of Psym can be easily done by reducing over Z the lattice L precisely
given by 

Υ ×M1 Υ ×M2 · · · Υ ×M2g−1+1 Υ × 2m
0 0 · · · 2bn×S2g−1+1c 0
0 0 · · · 0 0
...

...
. . .

...
...

0 2bn×S2c · · · 0 0
2bn×S1c 0 · · · 0 0


,

where

[Mi]i=1,...,2g−1+1 =
[

2(2g−1−1−i)nηi mod 2m | i ∈ {0, . . . , 2g−1 − 1}
]
∪ [η2g−1

mod 2m, 2m].

and

[Si]i=1,...,2g−1+1 =
[

(i− 1)(g − 2)
2 | i ∈ {1, . . . , 2g−1}

]
∪
[

2g−1(g − 2)
2 + 1

]
(the basis vectors are in columns, η = λ+2gn/λ and Υ is some arbitrarily large constant). The coefficients
of Psym are components of a vector Π of small norm in L . Asymptotic estimates state that a lattice
reduction using the LLL algorithm [18, 5] can compute it if its euclidian norm || ||2 (or sup-norm || ||1)
satisfy ||Π||1 6 ||Π||2 6 det(L )1/ dim L . Since we can precisely evaluate, on the first hand, the norm
|| ||1 of Π as a function of n and g and, on the other hand, the determinant of L as a function of m, g
and the size of Υ (product of the elements on diagonal), this yields

m >
22g(g − 2) + 2g+1(g + 2)

16 n.

We give numeric values in Table 1. In practice, n must be sufficiently large for these estimates on m to
be accurate enough to yield Psym. For g = 3, for instance, we observe more precisely that a precision of
m = 9n+ 100 is in fact needed.

Table 1. Asymptotic values of the precision m as a function of g and n.

g 1 2 3 4 5 6 7 8 9 10
m n/2 2n 9n 44n 220n 1088n 5264n 24896n 115392n 525824n

Remark 4. For the specific case g = 2, χF (+−x) can be recovered from λ directly without computing
Psym. In this case, the precision m can be decreased as low as 3n/2. We refer to [23] for this.

Computing χF . Getting a fixed number of candidates over C for approximations of the eigenvalues of the
Frobenius can be easily done from roots of Psym computed in C with the classical Newton method. We
enumerate the polynomials whose roots are theses candidates. A polynomial obtained in this way and
such that its coefficients are close enough to integers is marked as a candidate for χF (+−x). To confirm
that such a candidate is equal to χF (+−x), it remains to check that the order of the Jacobian is χF (1) or
χF (−1).

Complexity. At fixed genus, the LLL step consists in applying LLL to a lattice of fixed dimension. There-
fore, its complexity is the size of the coefficients of the matrix times the cost for one integer multiplication.
This yields, with asymptotically fast algorithms for multiplying integers, a O(m1+µ) complexity in time.
The cost of the second step is determined by the computation of roots of polynomials over C and requires
O(mµ). Finally, checking that the order of the Jacobian is χF (+−1) needs O(m) applications of the group
law, that is to say a complexity in time equal to O(mnµ) with Cantor formulas [2].
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5.5 Complexity of the Whole Algorithm

Once compared the complexities of the four phases stated above, it turns out, that for fixed g, the
complexity in time of this variant of Mestre’s algorithm is O(n2µ logn). The complexity in space is equal
to O(n2).

Remark 5. There are 2g theta constants. Each of them involves the computation at precision m '
22g+o(1)n of 2g terms. As a function of the genus, the algorithm’s running time is thus equal to O(24g+o(1)

n2+o(1)) and the complexity in space, O(23g+o(1)n2).

5.6 Implementation Insights

We implemented over finite fields F2n with Gaussian normal basis of type 1 this variant of Mestre’s
method. This was done with the the Magma computer algebra system, version 2.10 [1], for any genus. Of
course, we have no hope with such a method to compute the characteristic polynomial of the Frobenius
of a hyperelliptic curve with genus larger than 10 (even over F2, cf. table 1) but the genus 4 example
that we give below was computed with this implementation. Besides, we wrote a carefully optimized C
software for the specific cases g = 1, g = 2 and g = 3. Results are given below too.

A genus 4 example. In order to illustrate the algorithm, we are going to compute the characteristic
polynomial of the Frobenius of the hyperelliptic curve of genus 4 defined over F24 ' F2[t]/(t4+t3+t2+t+1)
the affine model of which is y2 + h(x)y + q(x)h(x) = 0 where

h(x) = (x+ t3 + t2 + t+ 1)(x+ t2)(x+ t3 + 1)(x+ t+ 1)(x+ t3 + t2 + 1),
q(x) = x5 +

(
t3 + t2 + t+ 1

)
x4 + x3 + t3x2 +

(
t3 + t+ 1

)
x.

The x-coordinates of the ten 2-torsion points of a lift of the curve in the unramified 2-adic extension
defined by t4 + t3 + t2 + t+ 1 are, at precision 6,

a = [−t− 1, 4 t3 − 24 t2 − 13 t+ 15, −t2, −28 t3 + 11 t2 − 20 t− 28, −13 t3 + 24 t2 + 4 t− 1,
− t3 − 1, 3 t3 − 17 t2 − 8 t− 9, −t3 − t2 − 1, −9 t3 + 27 t2 + 15 t+ 23, −t3 − t2 − t− 1].

The Thomae-Fay formulas yield 15 constants τe = θe/θ0 which, at precision 7, are equal to

τ = [−32 t3 + 16 t2 + 8 t− 55,−56 t3 − 40 t2 − 32 t+ 49,−8 t3 + 24 t2 − 40 t+ 9,
− 48 t3 + 48 t2 − 48 t+ 9, 48 t3 + 64 t2 − 40 t+ 1, 24 t3 + 24 t2 + 64 t− 55,−56 t3 − 40 t2 + 56 t− 47,
− 32 t3 − 24 t2 + 56 t− 47, 64 t3 + 24 t2 − 48 t+ 57,−40 t3 − 32 t2 − 8 t− 15, 8 t3 + 64 t2 − 23,

48 t3 − 24 t2 + 8 t+ 41, 16 t3 + 24 t2 + 32 t− 63, 40 t3 − 16 t2 − 40 t− 39,−40 t3 − 48 t2 − 32 t+ 1].

A call to NewtonLift successively lifts τ at precision 345. This yields, in hexadecimal notation,

τ = [−2AF4761F43EBADC244C1BC1D33E90C24141C48F828C8E05A9E7ADB00EC35D6F88BD03D0C05C445A4BFF230t3

+ 1F66D441F994F38896AF5CB90E34007AD48632BBBC09695F6E2E5A4ED676ED6752EBE9B9239EACB570F370t2

+ 1F173EE17446547549FBE4BE2CA778C1AA31398B6AB73966621BF4D4A63B45131165F0E1847B040F40E648t

+ 487AD2E1552D785AC648ED52E76D6195E111BCB022D02B334512B58E067205652901ADD8E97630C49196A9,

...
],

and
λ = 18184F8253A78523EE4F72D801B910F4A83B8B844AAA42D2CC911C89846B4B24D5B0DB3F56FA9354B37C56D mod 2345

.
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After the Lattice reduction step, one obtains,

Psym(x) = x8 + 467x7 − 24 · 25988x6 − 28 · 837798x5 + 212 · 9084572x4+
216 · 417375179x3 + 220 · 1472562912x2 − 224 · 37930023936x− 228 · 253989847040,

and finally,

χF (x) = x8 − 2x7 + 12x6 − 62x5 + 339x4 − 24 · 62x3 + 28 · 12x2 − 212 · 2x+ 216.

Some Timings. The C software that we developed uses a finite field C library called ZEN [4] built over
GMP [10]. We measured the time needed to compute the order of the Jacobians of hyperelliptic curves
of genus one, two and three defined over finite fields F2n of various sizes on a 731 MHz DEC alpha
computer. We give these timings on one 731 MHz Compaq Alpha processor in Table 2. Let us note that
at the time of writing the largest such computations ever done are, for g = 1 a 130020-bit computation
by Harley [12], for g = 2 and g = 3 the 32070-bit and 4098-bit computations given in Table 2.

Table 2. Timings to count points on Jacobians of hypertelliptic curves of small genus over F2n .

n g = 1 g = 2 g = 3
Lift Norm Total Lift Norm Total Lift Norm Total

1018 2.5s 1.5s 4s 2mn 5s 2mn 5 8h 30 1mn 8h 31
2052 10s 7s 17s 8mn 30 25s 8mn 55 1d 3 5 mn 1d 3
4098 1mn 45s 1mn 45 50mn 5 2mn 15 52mn 20 6d 8 25mn 6d 8
8218 6mn 30 4mn 30 11mn 4h 52 13mn 5h 5 - - -
16420 34mn 23mn 57mn 1d 5 1h 1d 6 - - -
32770 3h 17 2h 18 5h 35 7d 22 6h 8d 4 - - -
65538 15h 45 13h 20 1d 5 - - - - - -
100002 1d 18 1d 16 3d 10 - - - - - -

We designed our implementation for finite fields with a Gaussian Normal Basis of type 1 in order to
experimentally check the quadratic behavior of the algorithm. Therefore, the exponents n used for our
experiments are even. Finite fields with prime exponents are usually preferred for cryptographic purposes.
They can be handled through Gaussian Normal Basis of larger types. For instance, since multiplying
two elements over a GNB of type 2 can be done in two times the time needed to multiply two elements
over a GNB of type 1 for finite fields of similar size [14], it is not difficult to derive timings of such an
implementation for counting points over GNB of type 2. Similar arguments hold for larger types.

6 Conclusion

We describe an algorithm the complexity of which is quasi-quadratic to implement Mestre’s ideas for
hyperelliptic curves of small genus over finite field of small characteristic and we prove its validity. These
ideas seem to be rather competitive for a genus smaller or equal to five and seem to be general enough
to be extended to more general cases. Especially, we refer to [30] for non hyperelliptic curves of genus
three.

Acknowledgments. We express our gratitude to Jean-Marc Couveignes for his very helpful remarks and
Michael Harrison for some implementation insights. We also thank Frederik Vercauteren and Christophe
Ritzenthaler for their comments on earlier drafts of this paper.
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