Real-time scheduling on heterogeneous system-on-chip architectures using an optimised artificial neural network
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A B S T R A C T

Today’s integrated circuit technologies allow the design of complete systems on a single chip which execute complex applications specified as a set of tasks. The tasks are managed by an Operating System whose main role consists in defining the resource allocation and the temporal scheduling. One of the main characteristics of these architectures is the heterogeneity of their execution resources which makes this scheduling complex.

In this paper, we propose a neural network based model for the design of heterogeneous multiprocessor architectures scheduler. Previous works have shown that neural networks using the Hopfield model can be defined to schedule tasks on an homogeneous architecture. This approach was extended to take platform heterogeneity into account. The work presented in this paper is based on a new neural network structure using inhibitor neurons. These neurons allow to limit the number of additional neurons and the number of network re-initialisations to reach convergence. We compare our network to the classic solutions based on the Hopfield neural network. These comparisons show that the number of neurons is reduced by a factor of more than two, which reduces the time convergence. We also compare our approach in terms of number of migrations with the PFair algorithm which is known as an optimal solution in the context of homogeneous architecture. The results show that our solution significantly limit the number of task migrations. Finally, we present results in the context of heterogeneous multiprocessor architectures, which is representative of complex system-on-chip.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

The increase in complexity of modern embedded applications has led integrated circuit designers to develop system-on-chip (SoC) architectures [1]. As shown in Fig. 1, an SoC includes a general purpose processor (GPP), specific blocks for specialised tasks (HW blocks), one or more specialised processors (i.e. digital signal processor, DSP) and, since few years, reconfigurable areas.

Based on this general organisation, these architectures now offer the capability to embed complete and complex systems. To efficiently execute applications and ease the execution management, designers propose to include Operating System (OS) in heterogeneous SoC [2]. These architectures can be compared to heterogeneous multi-processor systems for which the OS has to ensure scheduling of a set of NT application tasks. Scheduling consists in defining the time interval [tj, tj +Ci] (with Ci the Worst Case Execution Time, WCET, of task Ti) of the task execution and the supporting execution target Rj. In the context of heterogeneous platform, the scheduling is a non-resolved hard problem, for which an optimal solution is not guaranteed. Numerous works have been published on this issue, including the works of Cardeira [3] who showed that it is possible to define an artificial neural network (ANN) structure to solve the scheduling problem for homogeneous systems. The principal limitations of the proposed structure are the number of neurons necessary to model the problem, and the large number of re-initialisations required to ensure the network’s convergence in a state representing a valid solution.

In this article, we propose a new structure of neural networks which provides a valid scheduling solutions on heterogeneous multiprocessor architectures, an important reduction in the overall number of neurons and a faster convergence towards a valid scheduling solution. Our main objective is to propose an efficient hardware implementation of the scheduler to support the required performances.

The remainder of the paper is organised as follows. In Section 2 we present the works relative to the scheduling problem and more particularly the use of neural networks. Section 3 presents our solution which relies on the use of inhibitor neurons. The network construction is explained and the convergence of such a network is presented. Section 4 presents a technique to optimise the number of neurons with the objective of reducing the convergence time. Section 5 illustrates our proposal using a number of experiments.
Fig. 1. An SoC architecture example including a processor, a memory hierarchy, dedicated hardware accelerators and reconfigurable accelerators. Such systems can be seen as an heterogeneous multi-processor architecture.

We compare the results obtained using our solution with those obtained by Cardeira and we show the significant gain obtained especially in terms of network convergence. For the particular homogeneous multiprocessor context, we compare our proposal with the PFair algorithm and we show that our proposal provides less task preemptions and migrations. We also present some results of a typical application executed on a heterogeneous execution platform. A discussion about the complexity of our proposal is presented in Section 6. Finally, Section 7 discusses about the results and Section 8 concludes the paper and presents some perspectives.

2. Modelling of the scheduling problem with ANN

Numerous proposals for the scheduling problem have been published over the years. For example, we can cite the rate monotonic [4], the deadline monotonic [5] or the earliest deadline first [6]. These approaches have been extended and there are numerous derivative propositions which allow to take particular constraints into account. The calculation of scheduling by these algorithms is carried out either before the execution of the tasks, i.e. off-line or statically [7], or at the execution time, i.e. in-line or dynamically [8,9]. In the context of SoCs, the system must react and adapt itself to external events, and such behaviour leads designers to favour on-line scheduling or mixed approaches [10]. However, these on-line approaches suffer from a high complexity which limits their use in real time systems.

Some works have concentrated on the problem of scheduling for multi-processor architectures. Algorithms producing optimal solutions have been proposed [11], as well as solutions sharing the tasks between multi-processor machines [12], but these studies consider homogenous systems, i.e. systems with several identical processors. As a general rule, these solutions are not easily applicable in the context of SoCs due to the implicit heterogeneous nature of the architecture. The complexity of the scheduling problem as well as the time constraints (linked to the real time aspects of the applications running on the SoCs) have encouraged a number of works studying the implementation of OS services in hardware [13–15]. Among the numerous solutions to solve the optimisation problem, one uses artificial neural networks [3,16]. The underlying model is based on Hopfield’s proposition [17]. In this model, each neuron $n_i$ is connected to all other by a $W_{ij}$ weight and receives an input energy $I_j$. The evolution of state $x_i$ of neuron $n_i$ is then given by:

$$x_i = \begin{cases} 1 & \text{if } I_i + \sum_{j=1}^{N} W_{ij} \cdot x_j > 0 \\ 0 & \text{otherwise.} \end{cases}$$  \hspace{2cm} (1)

The Hopfield’s proposition defines an artificial neural network fully connected, capable of producing solutions to an optimisation problem by minimising an energy function. The definition of a Hopfield neural network goes traditionally through three steps which are:

- Model the problem in such a way that the neurons’ states define a possible solution;
- Define the energy function that expresses a correct solution from the neurons’ states;
- Compute the values of the weights of the connections $W_{ij}$ between neurons and of the input energy $I_j$ to each neuron.

From Hopfield’s model, the authors of Ref. [3] suggest a modelling of the scheduling problem for homogeneous architectures. Their solution extends the results obtained in [18] where the theoretical basis for ANN design for optimisation problems are defined. By using a Hopfield model, they ensure the existence of a Lyapunov function, called energy function [19]. This model ensures that the network evolution converges towards stable states. Among these states, there is at least one solution which satisfies the constraints and produces an optimal solution. However, among these states, it is possible to obtain invalid solutions which correspond to local minima. The presence of these minima needs to add some energy to extract the network from these specific point and to ensure a new convergence. From the Hopfield model, the energy function must be written as

$$E = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} W_{ij} \cdot x_i \cdot x_j - \sum_{i=1}^{N} I_i \cdot x_i$$  \hspace{2cm} (2)

where $N$ is the total number of neurons. To ensure the convergence, the neurons need to be randomly and sequentially evaluated. If this evaluation protocol is respected, it has been demonstrated that the evolution of the network will naturally lead to the minimisation of the energy function [20,21]. Thus, the network converges to a stable state, and the energy is minimum.

The application of this model to the task scheduling problem is shown in Fig. 2a where each circle represents a neuron, each line is the set of neurons allocated for one task $T_j$ and each column is a scheduling cycle. The number of column $N$ is equal to the total number of possible scheduling cycles. The state $x_i$ (active or inactive) of the neuron $n_i$ represents the state of the task (running or suspended). An active neuron ($x_i = 1$, black circles/neurons in Fig. 2b) indicates that the task must be placed in the running state and thus uses execution resource, while an inactive state ($x_i = 0$) represents a suspended task. The last line corresponds to a fictive task $T_7$ which allows to model the inactivity of resources when no task needs to be executed. The computation load $C_i$ of task $T_j$ is defined as the number of time steps that the task needs to be completed on the execution resource, also known as the WCET of the task. Example of Fig. 2 correspond to an application which has three tasks $T_1, T_2, T_3$, with WCETs $C_1 = 3, C_2 = 2, C_3 = 4$, periods $P_1 = P_2 = P_3 = 12$, and the total number of scheduling cycles $N = 12$. We also consider that the deadlines of a tasks are equal to their periods. Fig. 2b shows an example of a valid result of network convergence.

The proposed model relies heavily on the definition of a network construction rule, namely rule $k$-OutOf-$N$, allowing the specification that $k$ neurons among $N$ must be activated. This rule is defined by the energy function

$$E_{k\text{-OutOf}-N} = \left(k - \sum_{i=1}^{N} x_i \right)^2.$$  \hspace{2cm} (3)

As presented in Fig. 3 for $k = 6$ and $N = 10$, this function is minimal and equal to zero when $k$ neurons are active.

It has been shown in Ref. [3] that the neural network can be built by the addition of $k$-OutOf-$N$ rules. The construction of the network is then ensured by applying this rule to a series of neuron groups. Fig. 4a and b shows the construction of a network for a mono-processor system for the same example as in Fig. 2. The
**k-Outof-N** rule is first applied horizontally on each line of neurons for each task (see Fig. 4a), with \( k = C_i \) for the application of the rule to task \( T_i \), and \( N \) is equal to the total number of scheduling cycles (\( N = 10 \) in this example). The application of this rule makes sure that each task has the necessary number of active cycles to be executed. The **k-Outof-N** rule is then applied to each column of the network in order to make sure that only one task is executed during each cycle (with \( k = 1 \) and \( N = 4 \), see Fig. 4b). This constraint is necessary to model a mono-processor with a mono-thread execution model.

Furthermore, if the execution of the group of tasks requires fewer cycles than the total number \( N \), it is necessary to have a fictive task \( T_f \) which becomes active at the time steps where there is no more task to schedule. For this fictive task, a **k-Outof-N** rule must be applied with \( k = N - \sum_{i}^{N_T} C_i \), with \( N_T \) the number of application tasks.

Finally, the energy function needs to be rewritten as a Hopfield formulation. The **k-Outof-N** construction rule (Eq. (3)), which is used to model the problem, is then rewritten to match the form of Eq. (2),

\[
E_{k\text{-Outof}-N} = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (-2) \cdot x_i \cdot x_j - \sum_{i=1}^{N} (2k - 1) \cdot x_i + k^2.
\]  

(4)

This allows the determination of the weights of the connections and the inputs to the neurons, which are given by

\[
W_{ij} = -2 \cdot \delta_{ij} \quad \forall i = 1 \ldots N, \forall j = 1 \ldots N
\]

(5)

\[
\omega_i = 2k - 1 \quad \forall i = 1 \ldots N
\]

(6)

with \( \delta_{ij} \) the complement of Kronecker's symbol which takes the value 0 if \( i = j \), and 1 otherwise. We can note that the connection and input values are independent of the \( k^2 \) term of Eq. (4) which corresponds to a constant offset. This term has no influence on the energy minimality.

Based on the **k-Outof-N** rule and using the additive character of Hopfield's model, the scheduling problem for a single processor architecture is then easy to model. However, this simplicity hides
a delicate problem of network convergence. As the authors of Ref. [3] have shown, the successive applications of several construction rules create several local minima in the energy function. These minima lead the network to converge in stable states which are not valid solutions for the problem to solve. In order to make the network converge towards a satisfactory solution, it is necessary to add energy to the network to extract from these minima. This requires a complex control mechanism. The main limitation of this proposal concerns the impossibility to schedule a multiprocessor architecture and this is clearly not satisfactory for a system made of multiple execution resources, as is the case in today's SoCs.

The idea has therefore been extended for heterogeneous multiprocessor architectures [22]. The general idea consists in ensuring that if a task is to be executed once on a target type, then it can not be scheduled on another target at the same time. Each execution target is represented by a plan of neurons as in Fig. 5. To ensure that tasks are executed on only one execution target, a new rule is defined. This rule extends the (0- or-k)-OutOf-N rule towards a new one called (0- or-k)-OutOf-N. This rule allows us to define that the number of active neurons for a task \( T_l \) and for one specific execution target \( p \) is equal either to 0 or to \( k = C_{ip} \) (with \( C_{ip} \) the WCET of the task \( T_l \) on the execution target \( p \)). For that, the neural network is extended and specific neurons, i.e. hidden neurons, are added to ensure convergence. In Fig. 5, the hidden neurons are placed in the grey zones and are dependent on the WCET \( C_{ip} \). For \( S \) scheduling cycles (hyper-period) and \( R \) execution resources, we need to place a set of \( S \) neurons for each task and each execution resource. This set is called \( \tilde{e}_{ij} \). For each set \( \tilde{e}_{ij}, C_{ij} \) hidden neurons (called \( H_{n_{ij}} \)) are added in the hidden zone. For example, for task \( T_2 \) defined by the WCETs \( \{C_{1,2}, C_{1,2}, C_{1,3}\} = \{4, 1, 2\} \), four neurons are added in the grey zone \( H_{n_{ij}} \) of execution resource \( R_2 \), see Fig. 5. For each task \( T_l \), \( \max(C_{ij} - C_{ik}) \forall j, k \) neurons are added as global hidden neurons \( H_{nd} \). Finally, \( S \) neurons are added for each execution resource to model the fictive task \( T_l \). The number of useful neurons \( N_u \) (which represents the solution) for a set of \( T \) tasks is given by

\[
N_u = N_a + \sum_{l=1}^{T} \sum_{j=1}^{R} C_{ij} + \sum_{l=1}^{T} \max(C_{ij} - C_{ik}) \forall j, k = 1, 2, \ldots, R.
\]  

(8)

As we can see in this expression, the cost due to extra neurons depends on the WCET of each task on each processor. These extra neurons are the hidden neurons needed to ensure a correct convergence. Eq. (8) shows that the number of hidden neurons changes linearly with the number of tasks but also depends on the characteristics of the tasks. For complex applications, the total number of neurons required to model the problem is then critical to ensure a rapid convergence and have a great impact on the implementation cost.

Concerning the network connectivity, the input and connection values must be defined by application of the following rules:

- a (0- or-k)-OutOf-N rule on the sets \( \tilde{e}_{ij} \) of each execution resource, with \( k = C_{ij} \) and \( N = S \);
- a \( k \)-OutOf-N rule on the sets \( \tilde{e}_{ij} \cup H_{n_{ij}} \) of each execution resource extended with the hidden neurons, with \( k = C_{ij} \) and \( N = S + C_{ij} \);
- a \( k \)-OutOf-N rule on the sets \( \tilde{e}_{i1} \cup \tilde{e}_{i2} \cup \cdots \cup \tilde{e}_{iR} \), with \( k = C_{ij} \) and \( N = R \cdot S \);
- a \( k \)-OutOf-N rule on each column of neurons to model the possible processor inactivity, with \( k = 1 \) and \( N = T + 1 \);

Note that the additivity of the Hopfield neural network model allows to apply several rules on the same neurons. But, as we have said before, this additivity creates one or several local minima.

The main limitations of this proposition are the large number of neurons required for the model and the great number of re-initialisations of the network to ensure its convergence towards a correct solution. In this context, the problem of the rule additivity is again present, which moreover, increases with the number of used rules. In fact, it is noteworthy that the greater the number of used rules is, the more the number of local minima increases and the less the probability of convergence towards a correct solution is. This last point is particularly delicate regarding the control of the network, since it has to be able to detect the stabilisation of the network, to reject non-valid solutions, to add energy and to re-start a network convergence.
3. A model of ANN with inhibitor neurons

In this section, after the presentation of the model of tasks considered in our work, we present our neural network structure and explain how this structure can converge towards valid solutions.

As in the previous works presented by Cardeira, the tasks considered in this paper are periodic and we suppose that the deadline of the tasks is equal to the period. To simplify the presentation, we also consider that the tasks are independent. The dependencies between tasks could be modelled, but this case is not considered in this article. We also suppose that the tasks cannot suspend itself, but they can be preempted at each scheduling cycle.

Our proposition relies for its novelty on the reduction of the number of neurons as well as on the fact that the network convergence towards a correct solution is faster than the classical solutions. The general idea which has been exploited in previous works (a task executed once on a target resource cannot be executed on another target at the same time) is used in a different way through the use of new neurons, called inhibitor neurons. These new neurons have the role of capturing the firing of a task on a target resource and of preventing this same task from being launched on another target [23].

The principle of operation of an inhibitor neuron relies on a particular connection of one specific neuron (the inhibitor neuron) with the neurons to be inhibited. For the sake of clarity, we group the S neurons of a task $T_i$ on the resource $R_j$ as a set $\{n_{ij1}, n_{ij2}, \ldots, n_{ijS}\}$. The application has $T$ tasks and the architecture has $P$ types of execution resources. We need to introduce an inhibitor neuron $n_{hi_j}$ for each task $T_i$ on each resource $R_j$, leading to a total of $P \times T$ inhibitor neurons.

The $k$-OutOf-$N$ rule is applied to the group of neurons $\{e_{ij}\}$ with $k = C_{ij}$. The inputs of inhibitor neurons $n_{hi_j}$ are fixed at values $l_{hi_j} = -C_{ij} + 1$. And, in connecting the neurons $n_{ijk}$ of the set $\{e_{ij}\}$ to the inhibitor neuron $n_{hi_j}$ with a weight equal to 1, as soon as the group $\{e_{ij}\}$ has $C_{ij}$ active neurons the associated inhibitor neuron $n_{hi_j}$ can become active. The state $x_{hi_j}$ of the inhibitor neuron $n_{hi_j}$ is given by

$$x_{hi_j} = l_{hi_j} + \sum_{k=1}^{N} x_{ijk} \cdot W_{(n_{hi_j}, n_{ijk})}$$

(9)

with $x_{ijk}$ the state of neuron $n_{ijk}$ of the task $T_j$, $W_{(n_{hi_j}, n_{ijk})}$ the weight of the connection between the neuron $n_{ijk}$ and the inhibitor neuron $n_{hi_j}$. Since these connections $W_{(n_{hi_j}, n_{ijk})}$ are always equal to 1 (blue arrows in Fig. 6), the value $x_{hi_j}$ can be written as

$$x_{hi_j} = -C_{ij} + 1 + \sum_{k=1}^{N} x_{ijk}.$$  

(10)

And due to the $k$-OutOf-$N$ rule applied on the set $\{e_{ij}\}$ (with $k = C_{ij}$), the value $x_{hi_j}$ can be set to value 1 only when $C_{ij}$ neurons are active, i.e. when the task $T_i$ has obtained all its required scheduling cycles.

The activation of one specific inhibitor neuron $n_{hi_j}$ must then inhibit the activation of the neurons of the other execution resources. This is ensured by fixing the weights $W_{(n_{hi_j}, n_{ijk})}$ between the inhibitor neuron $n_{hi_j}$ and the neurons of task $T_i$ at a value which is sufficiently negative. Fig. 6 shows an example of a set $\{e_{ij}\}$ of neurons for task $T_j$ with the number of schedule cycle $S = 5$, and for one execution resource $R_j$. In Fig. 6, if the inhibitor neuron $n_{hi_j}$ has been activated by the execution of task $T_i$ on the resource $R_j$, then the neurons of the other resources can no longer be activated since the weights $W_{(n_{hi_j}, n_{ijk})}$ (between inhibitor $n_{hi_j}$ and neurons of $e_{ij}$, red arrows in Fig. 6) are strongly negative. To ensure this operation it is necessary to fix $W_{(n_{hi_j}, n_{ijk})}$ at a value such that

$$W_{(n_{hi_j}, n_{ijk})} \leq -I_{ij}, \forall j \neq i.$$  

(11)

In associating an inhibitor neuron with each execution resource, it is possible to ensure the convergence of the network towards a solution having only a single set $e_{ij}$ of activated neurons. The global model is then represented in Fig. 7 for $P$ execution resources and $T$ tasks. The neurons placed in the grey zones ($N_{hi_j}$) are the inhibitor neurons of the execution resource $R_j$. The complete definition of the neural network is formulated as follow:

- a $(0$-or-$k$)-OutOf-$N$ rule on the sets $e_{ij}$ of each execution resource, with $k = C_{ij}$ and $N = S$;
- a $k$-OutOf-$N$ rule on the sets of inhibitors neurons $\{n_{hi_j}\}_j$ for each task $T_i$, with $k = 1$ and $N = T$;
- the inhibitor neuron inputs are fixed at $l_{hi_j} = -C_{ij} + 1$;
- the inhibitor neuron connections are fixed at

$$W_{(n_{hi_j}, n_{ijk})} \leq -I_{ij}, \forall i, j, k.$$  

In comparison with the solution defined in [22] (see Fig. 5), the number of hidden neurons is fewer and moreover does not depend on the WCET of tasks on the execution target. So, in this case, the number of necessary neurons $N_{hi_j}$ to model the problem is given by

$$N_{hi_j} = N_i + \frac{T \cdot R}{\text{extra neuron number}}.$$  

(12)

In comparison with Eq. 8, the number of extra neurons is fixed and equal to 1 for each task and for each execution target. This small number of extra cost neurons ensures a limited influence on the convergence time.

We must note that the number of neurons representing the solution is unchanged with our proposal. Indeed, our proposal focuses on the number of extra neurons which can significantly increase when the WCET of tasks is great. For example, if two tasks have very different periods ($T_1$ and $T_2$ with periods equal to $P_1 = 5$ and $P_2 = 100$), the number of neurons representing the solution for each plan is equal to 100. But in our case, the number of extra neurons is equal to one for each task and each plan, while it depends from the WCET of tasks in the previous case. If the WCET of task $T_2$ is equal to 80 then the number of extra neurons for this task is equal to 80.

In contrast to previously proposed models, this proposal is based on a non symmetric connectivity, as we can see on the overall connections of the complete structure shown in Fig. 8. This asymmetry concerns all the connections with inhibitor neurons. In fact, the state of an inhibitor neuron $n_{hi_j}$ depends on the corresponding neurons of task $T_i$ and on resource $R_j$. On the other hand, there is no connection from neuron $n_{hi_j}$ to the neurons of task $T_i$ of the execution resource $R_j$. It is important to note this asymmetry since it brings into question the stability conditions defined by Hopfield (especially the symmetry of the connections matrix). However, as we shown below, convergence of the network is ensured. This can be explained and formulated as follow:

1. Initial condition: Initially, the system is in a state such that all the inhibitor neurons are inactive, and all the other neurons $n_{ijk}$ of the sets $e_{ij}$ can be initialised in a random state (active or inactive).

$$n_{ij} = 0 \quad \forall i, j.$$  

(13)

$$n_{ijk} = \text{random (active, inactive)} \quad \forall i, j, k.$$  

(14)
2. **First convergence step:** From this initial state, each set \( e_i; j \) of neurons (corresponding to the execution of task \( T_i \) on resource \( R_j \)) will tend to converge towards a state such that \( C_i; j \) neurons become active (due to the \( k\)-Outof-\( N \) rule on neurons of resource \( R_j \), with \( k = C_i; j \)).

\[
D(e_i; j) \rightarrow C_i; j \quad \forall i, j \quad \text{while} \quad n_{hi} = 0
\]

with \( D(e_i; j) \) the number of active neurons in the \( e_i; j \) set.

3. **Inhibition step:** When one of the plans \( R_j \) has \( C_i; j \) active neurons (i.e. sufficient active neurons for the schedule of task \( T_i \) on resource \( R_j \), \( \Delta(e_i) \geq C_i; j \)), if the inhibitor neuron \( n_{hi} \) is evaluated, then it becomes active. It is however the only combination which can lead to the activation of one of the inhibitor neurons.

\[
n_{hi} = \begin{cases} 
1 & \text{if} \ D(e_i) \geq C_i; j \, \text{and} \, n_{hi} \, \text{is evaluated} \\
0 & \text{otherwise}
\end{cases}
\]

4. **Second convergence step:** When a single inhibitor neuron \( n_{hi} \) is active for a task \( T_i \) and resource \( R_j \), the weight of its connections with all the other neurons of the other execution resources \( R_k \), for the same task \( T_i \), cancels the weights of the inputs to these neurons. In this case, when the neurons of the other execution plans are evaluated, they will remain or become inactive.

\[
\Delta(e_i; k) \rightarrow \begin{cases} 
0 & \text{if} \ n_{hi} = 1 \, \forall k \neq j \\
C_i; k & \text{if} \ n_{hi; k} = 1
\end{cases}
\]

The second convergence step leads the system to converge towards a state for what each task is executed on only one execution resource, with sufficient active scheduling cycles. The most important advantage of our proposal is that the convergence is always ensured towards a valid solution, which is not always the case for the classical methods.

---

**Fig. 6.** Principle of inhibitor neurons utilisation for the task \( T_i \), with five schedule cycles and two execution resources \( R_j \) and \( R_l \). An inhibitor neuron \( n_{hi} \) (respectively \( n_{hl} \)) is associated to the resource \( R_j \) (respectively \( R_l \)). The goal of the inhibitor neuron \( n_{hi} \) consists in capturing the scheduling of the task \( T_i \) on the resource \( R_j \) and to inhibit the scheduling of this task on other resources \( R_l \neq j \).

**Fig. 7.** Scheduling problem modelling with inhibitor neurons for \( P \) execution resources and \( T \) tasks. The inhibitor neurons are placed in the grey areas. This model needs only one inhibitor neuron by task and by execution resource.
4. Optimisation of neural number

In the classical solutions proposed by Cardeira [3] (see Fig. 9a), β fictive tasks must be added in the neural network to model the inactivity of the β processors during some cycles. These tasks are necessary to ensure that exactly β neurons are active for each scheduling cycle (which corresponds to β tasks in the running mode for each cycle). Due to the additivity of the Hopfield model, the neuron input of the task $T_i$ is equal to: $I_i = I_{h_i} + I_{v_i}$, with $I_{h_i}$ and $I_{v_i}$ respectively the inputs for the horizontal rule and for the vertical rule. The value $I_{h_i}$ depends on the WCET of the task, and the value $I_{v_i}$ depends on the number of tasks that can be placed simultaneously in the running mode ($\beta$). Fig. 9a presents an example of a neural network for a set of five tasks to schedule on three execution resources. In this case, three fictive tasks must be added and a k-OutOf-N rule is applied on each column of neurons that can be active on each column.

With a connection between vertical neurons $j$ equal to $-2/\beta$ (for each cycle), the corresponding behaviour is obtained, with $\beta$ the maximum number of tasks that can be executed in parallel at each cycle ($\beta = 3$ in the case of Fig. 10). The principle consists in removing a little energy for a neuron $n_{ij}$ when the maximum number of tasks is scheduled at the cycle $j$. The removed energy is equal to $-2/\beta$ and is sufficient to prevent the k-OutOf-N horizontal rule to active the neuron $n_{ij}$.

For example, let us suppose that the neural network presented in Fig. 9b is in the state presented in Fig. 10 (black neurons are active, white neurons are inactive and grey neurons are considered as inactive first). At this step, if the third neuron of task $T_3$ is evaluated, the k-OutOf-N rule applied in the neuron line of task $T_3$ leads to active this neuron (with $k = 6$ and $N = 10$). But the third cycle already has three tasks scheduled, so we need to prevent the task $T_3$ to be scheduled at this cycle. This is ensured through the specific connection of the neurons in column, equal to $-2/\beta$. Now, if the last neuron of task $T_3$ is evaluated, for the same reason, the k-OutOf-N rule applied on the neurons of task $T_3$ leads to active this neuron. In this case, because this last cycle does not have three tasks scheduled, it is possible to active the neuron of task $T_3$.

The results presented in Section 5.2 show that this construction allows to obtain a substantial reduction of the number of neurons with a fast convergence. The reduction of the number of neurons is equal to $\beta \times S$ (with $S$ the scheduling cycles, i.e. the hyper-period). In the case of Fig. 9a and b, the reduction is equal to 30 neurons, which represents 27% of reduction.
of Ref. [16] needs to add one neuron line to model the processor idle cycles. In Fig. 11a and b the initial state of the network and one possible network final state are presented. The authors indicate that convergence is obtained after more than 600 fired neurons. Fig. 11c presents our model for the same scheduling problem. As we can see, the number of neurons is lower than for the classical solution. Indeed, in this model, the fictive tasks are deleted by modifying the $k$-OutOf-$N$ vertical rule applied on each column of the neural network. Moreover, for all simulations and from a random initial state, our network always converges to a valid solution. This convergence is obtained with an average number of 79 fired neurons.

Fig. 12 shows the evolution of the energy function for one simulation. This simulation converges to a valid solution for only 65 fired neurons. Contrary to the classical energy function evolution, we can observe that this function decreases monotonously with the number of fired neurons.

Fig. 13a presents another example with two homogeneous execution resources which is modelled by the classical network. Fig. 13b shows that by applying the same modified $k$-OutOf-$N$ vertical rule on each column of the neural network, the required neurons to model the same problem with regards to the classical proposition can be reduced. Moreover, the classical solution converges to a valid solution with more than 300 fired neurons, while our proposition limits the number of fired neurons to approximately 70. The number of removed hidden neurons is directly proportional to the hyperperiod of the tasks, which can be important. This reduction will favourably impact the hardware implementation of the scheduler.

5.3. Comparison with PFair algorithm

In this section, we compare our scheduling with the PFair algorithm in the context of homogeneous multiprocessor architecture. The main drawback of the PFair algorithm is the large number of task preemptions and migrations required to ensure the complete

---

**Fig. 10.** Example of evolution of the neural network presented in Fig. 9b with three execution resources and thus three tasks that can be executed in parallel ($\beta = 3$). We suppose that tasks $T_1, T_2, T_3, T_4$ have obtained their schedule cycles and $T_2$ received only five of its six schedule cycles. The gray neurons are the next two neurons evaluated in the network evolution. The third cycle of task $T_3$ can not become active due to the three tasks already scheduled at this cycle ($T_1, T_4$ and $T_5$). The last cycle of task $T_3$ can become active due to the only one scheduled task at this cycle ($T_5$).

**Fig. 11.** Example of state representation of neural network (task WCET are equal to 3, 2, 2 for respectively $T_1, T_2, T_3$) (a) Initial state with one hidden neuron line. (b) Stable state and valid solution. (c) Initial state of our proposal without hidden neurons.

**Fig. 12.** Energy function evolution with our network model for the example of Fig. 11.
task scheduling. Conversely, our proposal is based on a strong constraint which ensures that tasks are always scheduled on one execution resource. This constraint can lead to an impossibility of scheduling all the tasks, but when the schedule is possible, the number of migrations is null.

The results presented in this section show that our proposal produces a solution without any task migration.

For these comparisons, we use the set of independent tasks \( \{ T_i, WCET_i \} \) defined as

\[
\{ T_i, WCET_i \} = \{(T_0, 4), (T_1, 5), (T_2, 3), (T_3, 7), (T_4, 9), (T_5, 6), (T_6, 8), (T_7, 4)\}.
\]

A multiprocessor system composed of four processors is considered. The schedule period is equal to 20 and each task must be executed once on this period. This first simple example presents a global processors (or system) workload equal to 58%.

Fig. 14a shows the result of the task scheduling with the PFair algorithm, while Fig. 14b shows one result provided by our neural network. As we can see, the two schedulers produce a valid schedule solution where all the tasks are executed during the 20 schedule cycles.

Fig. 14a shows that the PFair algorithm generates a large number of task migrations between the four different processors. For example, task \( T_4 \) is scheduled on processor \( R_1 \) at cycle \( t_0 \), then scheduled on processor \( R_2 \) at cycle \( t_5 \), then scheduled on processor \( R_1 \) at cycles \( t_{11} \). The total number of task migrations for the PFair scheduling is equal to 16 (0 for \( T_7 \), 1 for \( T_2 \), 1 for \( T_3 \), 2 for \( T_4 \), 2 for \( T_5 \), 5 for \( T_6 \), 5 for \( T_7 \), 0 for \( T_8 \)). Each task migration consists in a task context saving on one processor and in a task context loading on another processor. These task context transfers are time consuming but completely ignored by the PFair algorithm. For a distributed memory system, the task context must be transferred between the processors for each migration. The same remark can be made for all multiprocessor systems with a level-1 instruction cache. Indeed, in this case this level-1 cache is always distributed. The time overhead of these transfers is a main drawback for the implementation of the PFair algorithm. Extension of PFair algorithms have been proposed [24] to limit the number of migrations, but some of them remain necessary to ensure the complete task scheduling.

As we can see in Fig. 14b, no task migration between the different processors is generated with our proposal. This characteristic is ensured by the inhibitor neurons which prevent the schedule of the same task on several processors. This characteristic allows to limit the memory accesses for the task context switches, and therefore removes the time overhead presents in the PFair algorithm.

Concerning the number of task preemptions, the two proposals generate preemptions but our neural network limits their numbers. Indeed, as we can see in Fig. 14a, the PFair scheduling generates 35 task preemptions, while our proposal generates only 21 task preemptions. The reduction of number of task preemptions...
is also an important characteristic of our proposal. Indeed, each task preemption needs a context switch which is time consuming: the context of the current task must be saved and the context of the next task must be loaded.

We can note that it is also possible to compact all the scheduling cycles of each resource toward the left. For our proposal, the compacting phase is very simple due to the absence of task migration between processors. Fig. 15 shows how the solution generated by the neural network can be optimised. With the PFair algorithm, this compacting phase is not so simple because of the schedule of each sub-task on the different resources. The main problem in this case is the possibility to invert the order of sub-task and the risk to schedule two different sub-tasks of the same task at the same schedule cycle. For example, if we compact the PFair solution given in Fig. 14a, the first sub-task of $T_5$ on resource $R_1$ would be executed in parallel with the fourth sub-task of $T_5$ on resource $R_2$. For the solutions generated by our proposal, the compacting phase can be done without problem of sub-task order or parallel sub-tasks.

For the following results, we use the task generator TGFF [25] to generate large set of independent tasks. The number of tasks generated is equal to 30, the period for the scheduling is equal to 100 and the number of processors is equal to 5. The task executions are randomly fired in the interval $[\frac{1}{2}C_1;\frac{5}{2}C_1]$. To try to limit the task migrations produced by the PFair algorithm, we apply the heuristic H2.

![Fig. 15. Gant diagrams for the schedule of 8 tasks on a 4-processor system during 20 schedule cycles after a compacting phase of task within the execution resources.](image)

Table 1
Comparisons between PFair scheduler and our neural network scheduler.

<table>
<thead>
<tr>
<th>Graph number</th>
<th>Workload (%)</th>
<th>PFair scheduler with H2 heuristic</th>
<th>Neural network scheduler</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Valid schedule</td>
<td>Number of preemptions</td>
</tr>
<tr>
<td>$G_1$</td>
<td>75.0</td>
<td>100%</td>
<td>308</td>
</tr>
<tr>
<td>$G_2$</td>
<td>74.5</td>
<td>100%</td>
<td>306</td>
</tr>
<tr>
<td>$G_3$</td>
<td>71.3</td>
<td>100%</td>
<td>290</td>
</tr>
<tr>
<td>$G_4$</td>
<td>76.8</td>
<td>100%</td>
<td>315</td>
</tr>
<tr>
<td>$G_5$</td>
<td>77.3</td>
<td>100%</td>
<td>317</td>
</tr>
<tr>
<td>$G_6$</td>
<td>68.0</td>
<td>100%</td>
<td>278</td>
</tr>
<tr>
<td>$G_7$</td>
<td>73.8</td>
<td>100%</td>
<td>299</td>
</tr>
<tr>
<td>$G_8$</td>
<td>76.8</td>
<td>100%</td>
<td>315</td>
</tr>
<tr>
<td>$G_9$</td>
<td>81.0</td>
<td>100%</td>
<td>331</td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>71.3</td>
<td>100%</td>
<td>293</td>
</tr>
<tr>
<td>$G_{11}$</td>
<td>82.0</td>
<td>100%</td>
<td>335</td>
</tr>
<tr>
<td>$G_{12}$</td>
<td>65.3</td>
<td>100%</td>
<td>286</td>
</tr>
<tr>
<td>$G_{13}$</td>
<td>72.3</td>
<td>100%</td>
<td>297</td>
</tr>
<tr>
<td>$G_{14}$</td>
<td>75.8</td>
<td>100%</td>
<td>311</td>
</tr>
<tr>
<td>$G_{15}$</td>
<td>72.8</td>
<td>100%</td>
<td>297</td>
</tr>
<tr>
<td>$G_{16}$</td>
<td>67.3</td>
<td>100%</td>
<td>277</td>
</tr>
<tr>
<td>$G_{17}$</td>
<td>75.3</td>
<td>100%</td>
<td>309</td>
</tr>
<tr>
<td>$G_{18}$</td>
<td>78.0</td>
<td>100%</td>
<td>320</td>
</tr>
<tr>
<td>$G_{19}$</td>
<td>77.3</td>
<td>100%</td>
<td>317</td>
</tr>
<tr>
<td>$G_{20}$</td>
<td>75.5</td>
<td>100%</td>
<td>310</td>
</tr>
<tr>
<td>$G_{21}$</td>
<td>74.0</td>
<td>100%</td>
<td>304</td>
</tr>
<tr>
<td>$G_{22}$</td>
<td>70.3</td>
<td>100%</td>
<td>288</td>
</tr>
<tr>
<td>$G_{23}$</td>
<td>73.8</td>
<td>100%</td>
<td>303</td>
</tr>
<tr>
<td>$G_{24}$</td>
<td>78.8</td>
<td>100%</td>
<td>321</td>
</tr>
<tr>
<td>$G_{25}$</td>
<td>69.0</td>
<td>100%</td>
<td>284</td>
</tr>
<tr>
<td>$G_{26}$</td>
<td>73.8</td>
<td>100%</td>
<td>303</td>
</tr>
<tr>
<td>$G_{27}$</td>
<td>74.0</td>
<td>100%</td>
<td>304</td>
</tr>
<tr>
<td>$G_{28}$</td>
<td>67.0</td>
<td>100%</td>
<td>272</td>
</tr>
<tr>
<td>$G_{29}$</td>
<td>73.8</td>
<td>100%</td>
<td>300</td>
</tr>
<tr>
<td>$G_{30}$</td>
<td>79.3</td>
<td>100%</td>
<td>323</td>
</tr>
<tr>
<td>$G_{31}$</td>
<td>80.0</td>
<td>100%</td>
<td>328</td>
</tr>
<tr>
<td>$G_{32}$</td>
<td>78.3</td>
<td>100%</td>
<td>319</td>
</tr>
<tr>
<td>$G_{33}$</td>
<td>75.3</td>
<td>100%</td>
<td>306</td>
</tr>
<tr>
<td>$G_{34}$</td>
<td>79.3</td>
<td>100%</td>
<td>325</td>
</tr>
<tr>
<td>$G_{35}$</td>
<td>76.8</td>
<td>100%</td>
<td>315</td>
</tr>
<tr>
<td>$G_{36}$</td>
<td>75.3</td>
<td>100%</td>
<td>307</td>
</tr>
<tr>
<td>$G_{37}$</td>
<td>78.5</td>
<td>100%</td>
<td>322</td>
</tr>
<tr>
<td>$G_{38}$</td>
<td>76.0</td>
<td>100%</td>
<td>308</td>
</tr>
<tr>
<td>$G_{39}$</td>
<td>78.0</td>
<td>100%</td>
<td>320</td>
</tr>
<tr>
<td>$G_{40}$</td>
<td>74.0</td>
<td>100%</td>
<td>303</td>
</tr>
<tr>
<td>Average</td>
<td>74.8</td>
<td>100%</td>
<td>306.2</td>
</tr>
</tbody>
</table>
presented in [24], Table 1 compares the results for a set of 40 task graphs (G_i is the graph name). The first three columns give the PFair scheduler performances: firstly the capability of the PFair to schedule the task graph, secondly the number of task preemptions, and thirdly the number of task migrations. The other columns give the performances of our proposal for the same three parameters.

Firstly, we can observe that the PFair scheduler always obtains a solution. For all these produced solutions, the average number of migrations is about 100, and the average number of preemptions is about 306. As we explain before, our scheduler does not obtain a complete solution for each convergence. For the set of graphs presented here, the average number of scheduled tasks is 91%. For each incomplete schedule, a small number of neural network re-initialisations is sufficient to converge towards a complete solution, see Section 5.4. Concerning the number of preemptions, our proposal produces approximately 10% more than the PFair algorithm, but the major advantage of our proposal is the complete cancellation of migrations. As we have said before, this last point is a major drawback of the PFair algorithm, and although our proposal does not target homogeneous multiprocessor, it can provide interesting alternative for this context.

5.4. Results on heterogeneous architectures

We have applied the proposed model and the model presented in [22] to an architecture composed of two different types of resources, each type having one execution target available. Table 2a gives the lists of tasks with the WCET of each task on the two execution resources. Table 2b is the input file of the SimulANN tool. The results of the simulations on a group of tasks varying from 2 to 7 are given in Table 3 for the classical model, and in Table 4 for our proposal.

For the classical model, the number of network re-initialisations corresponds to the number of simulations necessary to ensure the convergence towards a valid solution. For each invalid solution produced, we need to restart the system. For all the performed simulations, we noted that approximately 10 neurons are evaluated before stopping the convergence and restart it.

Results in Table 3 show clearly that the total number of neurons needed to model the problem with the previous approach is significantly higher than the useful neurons. The extra cost line of the table represents the ratio between the total number of neurons Nn and the number of useful neurons Nu, see Eq. (8). Similarly, this table shows that the model requires a number of re-initialisations of the network which makes its practical use impossible in real-time in the context of SoCs, where the aim is to calculate the scheduling in-line.

The scheduling results for the proposed structure of neural network with the concept of inhibitor neurons are given in Table 4. These results show that the percentage of extra neurons needed to model the problem remains low and does not increase with the number of tasks for a given number of execution cycles. We can note that in the previous proposals, especially in [3], a large number of hidden neurons are added to the model, which leads to an increasing convergence time. In our case, the extra costs incurred by the inhibitor neurons is 5%, which remains acceptable. The reduction of the total number of neurons is between a factor of 1.6 and a factor of 2.1 compared to the previous works. Furthermore, this extra cost does not depend on the number of scheduling cycles, which is a huge advantage for real-life applications.

Table 2

<table>
<thead>
<tr>
<th>Tasks</th>
<th>C1</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>T2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>T3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>T4</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>T5</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>T6</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>T7</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

(b) Tasks T1 T2 T3 T4 T5 T6 T7
Plans P1 P2
NbProcByPlans 1 1
SchedulingInterval 20
WCETByPlan T1 1 2
WCETByPlan T2 2 1
WCETByPlan T3 4 2
WCETByPlan T4 3 5
WCETByPlan T5 6 4
WCETByPlan T6 3 2
WCETByPlan T7 2 5

Table 3

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neurons (N_n)</td>
<td>180</td>
<td>240</td>
<td>306</td>
<td>364</td>
<td>416</td>
<td>468</td>
</tr>
<tr>
<td>Number of useful neurons (N_u)</td>
<td>80</td>
<td>120</td>
<td>160</td>
<td>200</td>
<td>240</td>
<td>280</td>
</tr>
<tr>
<td>Extra cost of hidden neurons</td>
<td>2.25</td>
<td>2</td>
<td>1.91</td>
<td>1.82</td>
<td>1.73</td>
<td>1.67</td>
</tr>
<tr>
<td>Average number of network re-initialisations</td>
<td>54</td>
<td>338</td>
<td>1492</td>
<td>9191</td>
<td>31783</td>
<td>28546</td>
</tr>
<tr>
<td>Average number of neural evaluations</td>
<td>545</td>
<td>3379</td>
<td>14920</td>
<td>91910</td>
<td>317830</td>
<td>285460</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neurons</td>
<td>84</td>
<td>126</td>
<td>168</td>
<td>210</td>
<td>252</td>
<td>294</td>
</tr>
<tr>
<td>Number of useful neurons</td>
<td>80</td>
<td>120</td>
<td>160</td>
<td>200</td>
<td>240</td>
<td>280</td>
</tr>
<tr>
<td>Extra cost of hidden neurons</td>
<td>2.1</td>
<td>1.9</td>
<td>1.8</td>
<td>1.7</td>
<td>1.65</td>
<td>1.6</td>
</tr>
<tr>
<td>Neuron reduction</td>
<td>1.05 (+5%)</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Max number of network re-initialisations</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Average number of neural evaluations</td>
<td>539</td>
<td>1025</td>
<td>1170</td>
<td>1583</td>
<td>1951</td>
<td></td>
</tr>
<tr>
<td>Gain in number of evaluations</td>
<td>6.3</td>
<td>14.5</td>
<td>78</td>
<td>200</td>
<td>146</td>
<td></td>
</tr>
</tbody>
</table>
If the hardware cost of the implementation is an important issue, convergence time is also of great interest. On this point, our solution has a much more significant improvement. The three last lines of Table 4 show the convergence efficiency of the proposed approach compared to classic solutions. We can notice that our proposal greatly reduces the number of network evaluations (up to a factor of 200) and the number of network re-initialisations. Moreover, we can note that this benefit will increase with the application complexity. This is an important characteristic which reinforces the idea that this type of structure is particularly well suited for an SoC platform.

Concerning the scheduling for seven tasks, an example of result is presented in Fig. 16. We can notice that the schedule of each task is always exclusive, i.e. if a task is scheduled on resource $i$, this task is never scheduled on resource $j$ with $i \neq j$. For example, tasks 2, 3, and 6 are scheduled on the execution resource type 1, and tasks 1, 4, 5, and 7 are scheduled on the execution resource type 2. The figure also shows the inhibitor neurons of each execution plan (in the grey zones).

5.5. Results in the context of a system-on-chip architecture

Modern SoC architectures are composed of several heterogeneous resources (typically between five and ten resources) and execute applications which are composed of several tasks (typically ten to twenty). In the general case, several tasks are defined for different resources, while the others are defined for one specific resource. This section shows the results obtained for a specific architecture which is composed of five different resources: resource $R_1$ is a GPP, resources $R_2$, $R_3$ and $R_4$ are specialised intellectual property (IP) blocks and resource $R_5$ is a dynamically reconfigurable accelerator (DRA). The complete application is composed of 10 tasks and we suppose that these tasks must be scheduled in 10 cycles. Seven tasks have been described for the GPP resource $(T_2, T_3, T_4, T_6, T_8, T_9, T_{10})$, three tasks have been defined for the three IP blocks $(T_1, T_5, T_7)$, and six tasks have been also described for DRA $(T_2, T_3, T_6, T_8, T_9, T_{10})$. These information are summarised in the matrix $C$ (Eq. 19), which defines the WCET of each task $T_i$ on each resource $R_j$ ($\infty$ indicates that the task cannot be executed on the corresponding resource).

![Fig. 16. Scheduling example of the proposed neural network model for an application with seven tasks, for an architecture with two plans each with one execution resource, and for 20 scheduling cycles. Each task is scheduled only one time on one of the two execution plans. If a task is executed on an execution plan the corresponding inhibitor neuron is then active.](image1)

![Fig. 17. Results for a SoC architecture running an application. This application is composed of ten tasks, which are introduced step by step in the scheduling neural network.](image2)
Fig. 17 presents the results obtained on the application with the number of tasks varying from 1 to 10. The complete model of this problem requires 10 neurons per task and per resource. So 500 neurons are necessary for the complete neural network. Nevertheless, because some tasks cannot be scheduled on all resources, the network can be reduced and some neurons can be deleted from the model. For example, task $T_1$ can only be scheduled on resource $R_2$ so it is not necessary to place neurons for its schedule on the other resources. On the other side, because task $T_2$ is executable by resources $R_k$, we need to place 2 x 10 neurons for its schedule. Finally, only 160 neurons are necessary to model this problem. Fig. 17 shows that the number of fired neurons evolves linearly with the number of tasks, i.e. linearly with the neural network complexity. Another important result is the relatively constant number of evaluations of each neuron. In our example, each neuron is evaluated between 8 and 12 times. These results show that the time convergence of our proposal remains controlled. This is mainly due to the limitation of neurons number which ensures a fast convergence without re-initialization.

6. Complexity

Event if our contribution does not target a software implementation, we can briefly analyse the complexity of our neural network in comparison with the previous solutions.

For each neuron evaluation, the calculation to achieve is given in Eq. (1). In this equation, the sum is done with each neuron connection. In our neural network, each neuron $n_{ij,k}$ representing the scheduling cycle $k$ for the task $i$ and for execution resource $j$ needs to be connected to all other neurons of the same task and for the same execution resource $(n_{ij,m} \forall m \neq k)$. Furthermore, the neuron $n_{ij,k}$ of scheduling cycle $k$ needs to be connected to all other neurons of the same scheduling cycle $(n_{i,m,k} \forall m \neq k)$. Finally, the neuron $n_{ij,k}$ needs to be connected to all inhibitor neurons of all other execution resources $(n_{ih} \forall m \neq j)$. The number of multiplications and additions are then equal to

$$N_{b_{mult}} = N_{b_{add}} = S + T + R$$

(20)

With $S$ the scheduling cycles, $T$ the number of tasks and $R$ the number of execution resources.

For the solution presented in [22], each neuron of a specific task and a specific execution resource needs to be connected to each other neurons of the same task for each execution resource. In this case, the number of multiplications and additions are then equal to

$$N_{b_{mult}} = N_{b_{add}} = S \times R + T.$$  

(21)

As we can see, our proposal limits the number of connections between neurons, and this limitation could be interesting for a software implementation of the our neural network. However, as mentionned in the introduction, our objective is to target an efficient hardware implementation of the neural network, in particular by exploiting the parallel evolution of the neurons in the network. In this context, the software complexity is an interesting information, but does not represent the hardware implementation complexity. We are currently working on the hardware implementation of the network in order to optimised the performances, but this part is out of the scope this article.

7. Discussions

Several studies have been proposed for multiprocessor scheduling and can be divided into two main techniques. The first is the partitioning technique for which each task is firstly assigned to a processor and then scheduled on the processor. The second is the global scheduling technique for which tasks are managed globally and can migrate from a processor to another one. The most efficient algorithm is a global scheduling technique based on proportionate fair scheduling (PFair). This algorithm is known as an optimal scheduling for periodic and/or sporadic set of tasks. The complexity of this algorithm is polynomial and depends on the number of tasks to schedule. Due to its complexity, the PFair algorithm is generally not implemented in multiprocessor systems, and simpler schedule algorithms, such as EDF (earliest deadline first), are generally used. Compared with this solution, the number of neurons of our proposal remains linear for a given number of cycles, as shown in Fig. 17. Indeed, the convergence of the neural network depends on the number of neurons, and, in our context, this number is defined by the number of tasks to schedule, the total number of execution resources and the number of cycles of the scheduling period. In Fig. 17, the dotted line shows that, for a given number of cycles and a given number of execution resources, the convergence time is approximately linear. Due to the inhibitor neuron behaviour, the number of execution resources do not have a great impact on the convergence. The number of cycles in the schedule period and the total number of tasks can limit the use of our proposal, but because our solution computes the schedule for a hyper-period (few tens of classical OS ticks, i.e. few tens of milliseconds), this hyper-period allows a large number of neuron evaluations. So, the interest of our solution largely depends on the neural network implementation and on its capability to support a very fast neuron evaluations. In this way, we are currently working on an hardware implementation of our neural network. Due to its very simple computation model, each neuron can be implemented with a very low hardware cost. Remember that we focus on tasks scheduling for system-on-chip and that, for this type of systems, a specific hardware block can be developed to ensure a specific functionality. In this particular context, our proposal can be more efficient than other classical solutions.

8. Conclusion

In this paper, a new neural network model is proposed to facilitate the implementation of the scheduling service in the context of heterogeneous multiprocessor architectures. Previous neural network models managing heterogeneous architectures have been adapted from the Hopfield model. They use a very large number of neurons and the major drawback of these solutions is the difficulty to converge towards a valid solution. The major contributions of this paper concern the limitation of hidden neurons and the limitation of the number of ANN re-initializations to ensure the convergence. To limit the number of neurons, we propose to replace the hidden neurons of classical solutions by several inhibitor neurons. With a particular connectivity between these specific neurons and the rest of the neural network, we can limit the number of invalid solutions generated. Based on these inhibitors, a new structure of a neural network is presented. The main characteristic is its capacity to always ensure the rapid convergence towards a valid solution.

We have validated our proposal through simulations, and have shown the efficiency of our proposition compared to previous works. Such a network allows us to reduce significantly the number of neurons necessary to model the problem, since approximately two times less neurons are used than in the classical case. The other
main improvement of our proposal is the substantial reduction (up to 200) in the number of cycles needed to ensure convergence.

These contributions are important advances for our future works on defining a hardware implementation of the scheduling service in the context of SoC architecture. Globally, the limitation of the network size ensures that the hardware implementation will be as simple as possible, and thus as fast as possible. Furthermore, the limitation of the number of network re-initializations is also an interesting point to ensure that the convergence is fast.

From this neural network model, we are currently working on the hardware implementation of such a structure. From the application’s characteristics, we produce a register-transfer level VHDL description of the neural network which can be synthesised in an FPGA circuit. Our preliminary results using Xilinx FPGA circuits confirm that neural network convergence is reached in a few clock cycles. Therefore, in the context of SoC architectures, this type of structure has the capacity to compute efficiently the scheduling of several tens of tasks in a few cycles.
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