Abstract
It is now well admitted that interconnects introduce delays and consume power and chip resources. To deal with these problems, some studies have been done on performance optimization. However, such techniques are not always based on good criteria for interconnect performance optimizations. We have, therefore, developed a high-level estimation tool based on transistor-level characteristics, which provides fast and accurate figures for both time and power consumption. These results allowed us to determine new key issues that have to be taken into account for future performance optimizations.
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1. Introduction
Today, System on Chip (SOC) are more and more complex and require many computational resources, implying a large volume of data to be stored or to be transmitted. To transfer this data from memory to processor or from one processor to another, on chip interconnect buses or networks have to be used. In state-of-the-art SOC, interconnect can represent up to 50% of the total power consumption [1,2]. Moreover, the transistor and wire dimension scaling has a strong impact on propagation time; indeed the propagation time of a wire becomes higher than that of a gate [2]. Therefore, power and delay estimation and optimization due to interconnections has become a major issue in SOC design. With the increase of the die size and the device count, more wires (which are getting longer) are needed for interconnections. It is thus essential to take interconnect power consumption and delay into account during the first design stages of a system.

In this paper, we propose, after the presentation of the power consumption characterization flow for buses, an estimation tool that allows the user to obtain numerous results about the power consumption of the interconnect networks. Then, based on the analysis of the results provided by the tool, we suggest new ways to optimize the interconnect performance (delay and power consumption).

2. Power consumption characterization
The first step for interconnect modelling is to represent the interconnect behaviour as realistically as possible. In order to obtain the highest precision in time and power consumption, experiments must be carried out at the physical level. Therefore we decided to model interconnects at the transistor level using a SPICE simulator.
Physical parameters which allow wires to be modelled are:
• $R$, wire resistance, expressed in Ohm [Ω];
• $C$, wire capacitance, expressed in Farad [F];
• $L$, wire inductance, expressed in Henry [H].
modelling process is to identify which parameters impact significantly on delay and power consumption.

The first parameter is the technology used and its associated number of metal layers. The second parameter is the wire length since this parameter impacts on capacitance and resistance. Since crosstalk capacitances have effects on power consumption and propagation time according to the configuration of transitions, the different kinds of transitions are also parameters to be modelled. Using these parameters, power consumption and delay modelling can be realized at the circuit level using SPICE simulations (we used ELDO v5.7 in this paper). These simulations have been done for three different technologies (130, 90 and 65 nm). The results obtained with SPICE, in terms of time and energy consumption, have been summarized in multi-input tables for various previously mentioned parameters. These tables are used by the high-level estimation tool that will be presented in the next section.

3. Power consumption estimation

A tool, called Interconnect Explorer, has been developed for high-level estimation of interconnect performances. This tool is based on energy and timing multi-input tables. These tables depend on input parameters (technology, metal layer, wire length, buffer and repeater size, transition type) and their values are obtained with transistor-level characterization. The estimation flow used by Interconnect Explorer is explained in the next figure and detailed below.

When using Interconnect Explorer, users have to choose their bus configuration by setting the following parameters in the tool configuration window (see next figure): technology, metal layer, bus length, bus width, frequency, and bufferization type. Users have also to provide an input file which contains the data that the bus is handling. Some additional plug-ins have been included in this tool to compute commutation rate per bit on the bus as well as the probability of the appearance of each transition class. Commutation rates per bit are obtained by using the data input file. We compute the activity on each wire from the ratio of the
number of transitions on the wire to the total number of data. Similarly, the probability of appearance of each transition class is obtained by computing the ratio of the number of occurrences of each transition class to the total number of transition occurrences.

After configuration, Interconnect Explorer provides users with, in the output window (see next figure), results in terms of energy consumption, static power consumption, average dynamic power consumption, maximum dynamic power consumption, instantaneous dynamic power consumption, maximum frequency allowed on the bus (determined by worst case transition), area on the bus (area for wires and buffers), commutation rate per bit (useful to evaluate performance optimization techniques), and percentage of appearance of each kind of transitions (the same remark as above).

The maximum error between consumption results provided by Interconnect Explorer and SPICE simulation is less than 6%. Interconnect Explorer provides results instantaneously (less than 1 second computation) whereas a SPICE simulation of the same configuration takes several hours.

4. Power consumption optimization
When using the Interconnect Explorer tool to analyse state-of-the-art performance optimization techniques some new issues for power consumption optimization have been underlined in [8]

• It can be noticed that transitions which are eliminated by performance optimization techniques are not appearing very often so, do not only focus on low arising consuming transitions since they are not predominant in the total transition number.
• Focus on the lines with the largest data activity because it can be noticed that applying performance optimization techniques on least significant bits has a better impact in terms of power consumption reduction.
• Avoid falling transitions as much as possible: a key point for power optimization can be to encode data such as falling transitions on the bus are achieved with the lowest crosstalk capacitance and thus consume less energy as possible.
• Design codec with power overhead as low as possible, and therefore focus on very simple techniques because most of the state-of-the-art techniques do not always take the extra power consumption due to codec into account or are not efficient for reasonable bus length [9].

Based on these issues extracted from [8], a novel optimization technique has been proposed in [10].
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