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Abstract

In this paper we consider the Laplace-Dirichlet equation in a polygonal domain

perturbed at the scale ε near one of its vertices. We assume that this perturbation is

self-similar, that is, derives from the same pattern for all values of ε. We construct

and validate asymptotic expansions of the solution in powers of ε via two different

techniques, namely the method of matched asymptotic expansions and the method of

multiscale expansions. Then we show how the terms of each expansion can be split

into a finite number of sub-terms in order to reconstruct the other expansion. Com-

pared with the fairly general approach of [12] relying on multiscale expansions, the

novelty of our paper is the rigorous validation of the method of matched asymptotic

expansions, and the comparison of its result with that of the multiscale method. The

consideration of a model problem allows a simplified exposition of these rather com-

plicated two techniques.

Introduction

The solutions of elliptic problems in corner domains are known to be singular near the

vertices, see [10, 7, 5]. In engineering applications, however, it often happens that the

corners are rounded in a small region near the vertices (fillet), so that the resulting domain

is at the same time smooth and close to a corner domain ω. The solution is in principle

smooth, but keeps information of singularities which would be present in the limiting corner

domain ω. On another hand, from the numerical approximation point of view, meshing the

corner domain ω may be easier than meshing small rounded regions. For these reasons, the

question of comparing solutions in a rounded corner domain and a true corner domain, is

interesting and important for applications.

The investigation of small perturbations of a domain can be done by an asymptotic anal-

ysis, considering families of self-similar domains
(
ωε

)
ε≥0

indexed by the small parameter

ε which represents the order of magnitude of the perturbed region. Namely, the domains ωε

coincide with a fixed pattern Ω shrunk at the scale ε in regions of size ε and coincide with

ω0 outside. Thus, in a certain sense, ωε tends to ω0 as ε→ 0.

Such a self-similar family is a typical example of singular perturbation of domains, and

can include many different situations besides rounded corners: Let us mention small cracks
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Figure 1: Rounded corner: Domains ω, Ω and ωε.

or small holes, originating from an interior or a boundary point of the limiting domain, see

Fig.3 and 5, and also small junctions between several connected components of ω, see Fig.6

p.26.

The relation between a fixed perturbed domain ω̃ and its limiting domain ω can be

formalized by embedding ω̃ and ω in such a family so that the following two conditions are

satisfied

(i) ω = ω0 and (ii) ∃ε0 > 0 so that ω̃ = ωε0
.

In this paper, as a model situation, we mainly investigate the solutions uε of the Dirichlet

problem for the Laplace operator set on a family of plane self-similar domains ωε. For each

fixed ε, the regularity properties of uε can be very different from those of their limit u0 (more

or less regular, depending on different configurations, see Fig.1 and 2, respectively). An

asymptotic expansion of uε as ε tends to 0 is the right way of understanding the mechanism

of this transformation.
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Figure 2: Non-convex corner pattern: Domains ω, Ω and ωε.

For such singular perturbation problems, the method of matched asymptotic expansions

is widely used. This method, introduced in [17], consists in constructing two different

complete expansions of the solution in different regions and different scalings, and to match

them in an intermediate region. It has been used in [11] for situation of Figure 1 (see

also [8] for a general framework). Although intuitive, this method is difficult to justify

rigorously, see [16, 9] for such a justification for a problem of thin slits. An alternative is

given by the multi-scale expansion technique, consisting of a superposition of terms via cut-
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off functions, which involve different scales. A rigorous error analysis can be performed for

such a method, which has been used in a very general framework in the monograph [12] for

similar problems.

Our aim in this work is twofold

(i) Provide the complete constructions and validations of the two different expansions

provided by the two methods of multi-scale expansion and matched asymptotic ex-

pansions for the same simple example, so that everything is made explicit and as clear

as possible,

(ii) Compare the two expansions with each other, that is split each term of each expansion

into sub-terms, and re-assemble them to reconstruct the terms of the other expansion.

Our paper is organized as follows. In Section 1, we define the families of self-similar

domains and the problems which we consider, and next we provide an outline of our results,

giving the structure of the first terms of both expansions. In Section 2 we state some prelim-

inary results on limit problems in non-standard spaces, which we call “super-variational

problems”. In Section 3, we present the method of matched asymptotic expansions, with

the construction of the terms and matching conditions, and, by the technique of [16, 9], the

validation of the expansion by remainder estimates. Section 4 is devoted to the multiscale

approach, like in [3, 18, 2], where optimal remainder estimates are proved. Sections 3 and 4

may be read independently. We compare the expansions obtained by these two techniques

in Section 5, providing formulas for the translation of the terms of each expansion into

the terms of the other one. In Section 6 we mention how our results generalize to other

situations (more general domains, data, operators, etc...) We conclude in Section 7 with

comments on more practical applications of our results.

1 Notations, outline of results

1.1 Self-similar perturbations

The families (ωε)ε>0 which we consider are defined thanks to two domains, ω the limit (or

unperturbed) domain, and Ω the pattern (or profile) of the perturbation. We denote by x
and X the Cartesian coordinates in ω and Ω, respectively. Indeed ω and Ω do not “live”

in the same world. They only share the origin of coordinates: both systems of coordinates

have their origin at O. The x coordinates are the slow variables and X = x
ε are the fast

variables.

The junction set. The connection between ω and Ω is realized by a plane sector K with

vertex O (which is a set invariant by dilatation). For K , the situation of a half-plane is

included. We denote by BR and BR the ball centered at O and of radius R in the x and X
coordinates, respectively.

The limit domain. Let ω be a bounded domain of R2, containing the origin O in its bound-

ary ∂ω. We assume that ω is sector-shaped near O (e.g. ω is a polygon with one of its

vertices at O): there exists r∗ > 0 such that

ω ∩ Br∗ = K ∩ Br∗, K plane sector.
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Let α be the opening of K (0 < α 6 2π), and let (r, θ) ∈ R+ × [0, 2π) be the polar

coordinates such that the sector (0,+∞)r × (0, α)θ coincides with K .

The perturbing pattern. Let Ω be an unbounded domain of R2 such that there exists

R∗ > 0 for which

Ω ∩ ∁R2BR∗ = K ∩ ∁R2BR∗ .

Let (R, θ) ∈ R+ × [0, 2π) be the polar coordinates centered in O such that the sector

(0,+∞)R × (0, α)θ coincides with K .

The perturbed domains. Let ε0 such that ε0R
∗ = r∗. For any ε < ε0, ωε denotes the

bounded domain

ωε = {x ∈ ω ; |x| > εR∗} ∪ {x ∈ εΩ ; |x| < r∗} . (1.1)

The domain ωε coincides with the limit domain ω everywhere except in an ε neighborhood

of the origin, where its shape is given by the ε-dilation of the domain Ω, see Figures 1-5. In

the intermediate region εR∗ 6 |x| 6 r∗, ωε coincides with K

ωε ∩ {εR∗ 6 |x| 6 r∗} = K ∩ {εR∗ 6 |x| 6 r∗}. (1.2)

Note that Ω is the limit as ε→ 0 of the domain ωε

ε , whereas ω is the limit of ωε.

We only assume the domains ω and Ω to be open subsets of R2 (bounded and un-

bounded, respectively). No regularity assumption is needed for the following work, except

the coincidence with the sector K in the corresponding regions.

We have shown in Fig.1 the example of the rounded corner where ω has a corner at O,

whereas ωε is smooth near O, and in Fig.2 an example where the pattern domain Ω is more

singular than the limiting domain ω.
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Figure 3: Small crack originating from a non-convex corner.

In Fig.3, ω has still a corner at O while Ω is the infinite sector of same opening, con-

taining a crack at the origin: Thus a small crack of length ε appears in ωε.

In Fig.4 and 5 we have the apparition of a hole: At a regular part of the boundary

(α = π), with a corner in Ω in Fig.4, and at a crack tip (α = 2π) in Fig.5.

Remark 1.1 The family of domains ωε is decreasing as ε increases if and only if each ray

θ = θ0 in Ω is connected and unbounded (this implies in particular that Ω is contained in

the sector K). Note that we do not need this assumption.
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Figure 4: Small hole originating from a smooth boundary point.
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Figure 5: Small bulge at a crack tip.

1.2 The Dirichlet problem and its singularities

As the simplest, and nevertheless typical, example of elliptic boundary value problem on

a family (ωε) of self-similar domains, we consider the Laplace-Dirichlet problem. We are

interested in asymptotic expansions with respect to ε of the solution uε of the problem

Find uε ∈ H1
0(ωε) such that − ∆uε = f |ωε in ωε. (1.3)

Here f is a fixed function belonging to L2(R2). We assume for simplicity that

f ≡ 0 in Br∗. (1.4)

Thus the “active part” of f is f |ω\Br∗
, independently of ε. Without risk of misunderstand-

ing, we denote simply by f the right hand side of (1.3). In oder to take a more general

situation into account, we have to assume that f has an asymptotics as r → 0 in Br∗ , see

Section 6.1.2.

When ε tends to 0, we expect that the solution uε of (1.3) converges to u0 ∈ H1
0(ω)

solution of −∆u0 = f in the limit domain ω. In the following, we shall derive the full

asymptotic expansion of uε in powers of ε. The nature of the terms in this expansion

depends on the asymptotics as r → 0 and R → ∞ of solutions to the Dirichlet problem on

the limit domain ω and the pattern domain Ω, respectively.

Both are related to the singular functions of the Laplace-Dirichlet problem in the sector

K , which are solutions of the homogeneous problem

s = 0 on ∂K and − ∆s = 0 in K. (1.5)

From now on, we denote by λ the exponent related to the opening angle α of the sector K

λ = π
α (1.6)
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A generating set for all solutions of (1.5) on the sector K parametrized in polar coordinates

by (0;+∞)ρ × (0;α)θ is given by

spλ(ρ, θ) = ρpλ sin(pλθ), ∀p ∈ Z∗ (1.7)

1.3 Outline of results

As a result of our two methods of analysis, this expansion is described by two different

formulas, the first terms of which we present now.

• The powers of ε appearing in both formulas are the exponents pλ of the singularities

(1.7).

• The remainders in the next formulas are of the form OH1(εκ), which means that their

norms in H1(ωε) are uniformly bounded by Cεκ as ε→ 0.

Multi-Scale Expansion (MSE): The MSE method consists in looking for an expansion of

uε in powers of ε with “coefficients” combining the two scales x and x
ε . Let χ be a smooth

cut-off function vanishing at point O and ψ a smooth cut-off function localized near O, cf

(4.1). As a result of the MSE method we find for the first terms, see Theorem 4.1

uε = χ(x
ε ) v0(x) + ψ(x) ελV λ(x

ε ) + OH1(ε2λ), (1.8)

and, next

uε = χ(x
ε )
(
v0(x) + ε2λv2λ(x)

)
+ ψ(x)

(
ελV λ(x

ε ) + ε2λV 2λ(x
ε )
)

+ OH1(ε3λ). (1.9)

Here, the first term v0 coincides with the limit u0. The profiles V λ and V 2λ are defined in

the infinite pattern domain Ω. Thus information concerning the perturbing pattern is con-

tained in the profiles (whose contribution is localized near O), and v0, v2λ carry information

corresponding to the bounded domain ω (whose influence does not reach the corner).

In our MSE analysis, all the terms v(x) and all the profiles V (X) are solution of variational

problems in ω and Ω, respectively, see equations (2.1) and (2.4).

The introduction of cut-off functions at the scale opposite to that of the term which is cut

allows the treatment of a wide generality of problem, cf [12, Ch.4]. This also reminds ho-

mogenization and asymptotic expansions in periodic structures, see [15].

Matched Asymptotic Expansions (MAEs): The MAEs method consists in constructing

two expansions (slow and fast) of uε in powers of ε. The coefficients of the slow expansion

are function of x, and those of the fast one are function of x
ε . Neither of these two expan-

sions is valid everywhere. They have to be matched inside an intermediate region.

In order to have a representation of uε everywhere and to optimize remainders, we use a cut-

off function at the intermediate scale r√
ε
. Let ϕ be a smooth cut-off function with ϕ(ρ) = 0

for ρ 6 1 and ϕ(ρ) = 1 for ρ ≥ 2. As a result of the MAEs method we find for the first

terms, see Theorem 3.2,

uε = ϕ
(

r√
ε

)
u0(x) +

(
1 − ϕ

(
r√
ε

))
ελUλ(x

ε ) + OH1(ελ), (1.10)
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and, next

uε = ϕ
(

r√
ε

)(
u0(x) + ε2λu2λ(x)

)

+
(
1 − ϕ

(
r√
ε

))(
ελUλ(x

ε ) + ε2λU2λ(x
ε )
)

+ OH1(ε3λ/2). (1.11)

Here, again, the first term u0 coincides with the limit u0. The term u2λ is defined on ω
whereas the profiles Uλ and U2λ are defined in the infinite domain Ω. The terms u2λ(x),
Uλ(X) and U2λ(X) are solution of “super-variational problems”, i.e. problems set in

spaces larger than the variational spaces, see equations (2.8) and (2.15), and where stan-

dard formulations would have non-unique solutions.

Comparison: The terms v2λ, V λ, u2λ and Uλ exchange with each other two singular term

of the form a s−λ and A sλ, where a and A is are real coefficient and s±λ are the singular

functions as defined in (1.7). There holds, see Theorem 5.1:
{
u2λ(x) = v2λ(x) + ψ(x) a s−λ(x), x ∈ ω

Uλ(X) = V λ(X) + χ(X)A sλ(X), X ∈ Ω.
(1.12)

2 Super-variational problems

All the terms in (1.8)-(1.11) appear as solutions of Dirichlet problems on ω or Ω. We first

recall their variational framework before considering their solutions in larger spaces.

2.1 Variational problems

The variational space V (ω) for the Dirichlet problem on the bounded ω is H1
0(ω) and for f

in its dual space, the variational formulation is




Find u ∈ V (ω) such that
∫

ω
∇u(x) ∇v(x) dx =

∫

ω
f(x) v(x) dx ∀v ∈ V (ω).

(2.1)

Problem (2.1) has a unique solution. As a classical consequence of an angular Poincaré

inequality, we find that the variational space is embedded in a weighted Sobolev space

V (ω) = H1
0(ω) ⊂ W1

0(ω) := {u ∈ H1(ω) ; r−1u ∈ L2(ω)}. (2.2)

The variational space V (Ω) for the Dirichlet problem on the unbounded domain Ω is

the weighted space

V (Ω) = {U ∈ L2
loc(Ω) ; 〈R〉−1U ∈ L2(Ω), ∇U ∈ L2(Ω), U |∂Ω = 0}, (2.3)

where 〈R〉 =
√
R2 + 1. Then the variational problem below has a unique solution





Find U ∈ V (Ω) such that
∫

Ω
∇U(X) ∇V (X) dX =

∫

Ω
f(X) V (X) dX ∀V ∈ V (Ω).

(2.4)

One can refer for example to [2] fore more details.
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2.2 Super-variational problems in ω. Behavior at the origin

First, we introduce some functional spaces to specify the behavior near the origin.

Definition 2.1 (i) Let Vloc,0(ω) be the space of distributions

Vloc,0(ω) =
{
u ∈ D

′(ω) ; ϕu ∈ H1
0(ω), ∀ϕ ∈ D(R2 \ {0})

}
.

(ii) For m ∈ N and s ∈ R let Wm
s (ω) be the weighted Sobolev space

Wm
s (ω) =

{
u ∈ D

′(ω) ; r|β|−s−1 ∂β
xu ∈ L2(ω), ∀β, |β| 6 m

}
.

Using these weighted spaces, we particularize the meaning of O(rs) as follows:

Notation 2.2 For s ∈ R, the function u : ω → R is said to be a Or→0(r
s) and we write

u = Or→0(r
s) if there exists a neighborhood V of O in R2 such that u ∈ Wm

s (V) for all

m ∈ N.

Note that, combining the change of variables x 7→ (t = log r, θ) with Sobolev embeddings,

we can prove that if u = Or→0(r
s), then

∀m,n ∈ N, ∃C > 0, |rm∂m
r ∂

n
θ u| 6 Crs in ω ∩ V,

which motivates the notation Or→0(r
s).

The following result is a consequence of local elliptic a priori estimates:

Lemma 2.3 Let u ∈ Vloc,0(ω) such that ∆u = 0 in ω∩V for a neighborhood V of O. Then

for any real number s, we have the equivalence

u ∈ W1
s(ω) ⇐⇒ u = Or→0(r

s). (2.5)

PROOF. The implication ⇐= is obvious. Let us prove the converse implication. Let

u ∈ W1
s(ω) satisfying the assumptions of the lemma. Let ρ′ ∈ (0, r∗] such that the finite

sector σρ′ := ω ∩ B(O, ρ′) is contained in V . Let ρ ∈ (0, ρ′), and m ∈ N be fixed. Let us

prove that u belongs to Wm+2
s (σρ), where σρ = ω ∩ B(O, ρ).

For this, we consider two sectorial rings, σ1 and σ2, defined as

σ1 = {x ∈ ω ρ0 < |x| < ρ} and σ2 = {x ∈ ω ρ′0 < |x| < ρ′},

with ρ′0 < ρ0 < ρ/2, whence σ1 ⊂ σ2. A standard local elliptic estimate reads, for u
satisfying u ∈ W1

s(σρ′), ∆u ∈ Wm
s+2(σρ′), and u = 0 on ∂ω ∩ B(O, ρ′) – see [1],

‖u‖Hm+2(σ1) 6 C
(
‖∆u‖Hm(σ2) + ‖u‖L2(σ2)

)
. (2.6)

Applying this estimate to the functions uk(x) = u(2−kx) and summing up over k the ob-

tained inequalities (multiplied by 2−sk), we get the following estimate from dyadic partition

equivalence

‖u‖Wm+2
s (σρ) 6 C

(
‖∆u‖Wm

s+2
(σρ′ )

+ ‖u‖W0
s(σρ′ )

)
. (2.7)

The conclusion follows from the embedding W1
s(σρ′) ⊂ W0

s(σρ′).
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We can now state about the solvability of super-variational problems on ω, that is, in

spaces containing some of the dual singular functions s−pλ for p ≥ 1: If we know the dual

singular part of a function u ∈ Vloc,0(ω) and its Laplacian ∆u, then this function is uniquely

defined.

Proposition 2.4 For any data f ∈ L2(ω), f ≡ 0 in a neighborhood of O, and any fi-

nite sequence (apλ)16p6P of real numbers, there exists a unique solution u to the “super-

variational problem”





Find u ∈ Vloc,0(ω) such that

−∆u = f in ω and u−
P∑

p=1

apλ s
−pλ = Or→0(1).

(2.8)

Remark 2.5 If the sequence of coefficients (apλ)p is empty, problem (2.8) is nothing but

the variational problem (2.1).

PROOF. Let the smooth cut-off function ψ satisfy ψ(x) = 1 for |x| < r∗

2 and ψ(x) = 0 for

|x| > r∗. We set v = ψ
∑

p apλ s−pλ, which obviously satisfies

v ∈ Vloc,0(ω), and ∆v = 0 in ω ∩ Br∗/2. (2.9)

Hence, the problem to find w such that −∆w = f + ∆v in ω admits a unique variational

solution w ∈ V (ω) = H1
0(ω). Moreover, (2.2) gives that w belongs to W1

0(ω), and by

localization near point O, w is a Or→0(1) thanks to (2.5); the function u = w + v meets

then the requirements.

On the other hand, every solution of the Laplace-Dirichlet equation can be expanded

near the corner point O in terms of the singular functions, compare with the results in e.g.

[10, 13, 14, 7].

Proposition 2.6 Let s ≥ 0 be a real number. We define P as the integer part of s
λ . For any

u ∈ Vloc,0(ω) for which there is a neighborhood V of O such that

∆u = 0 in ω ∩ V and u = Or→0(r
−s), (2.10)

there exist a unique finite sequence (apλ)16p6P and a unique sequence (bpλ)p∈N∗ (generi-

cally infinite) such that for all N ∈ N∗

u(x) =

P∑

p=1

apλ s
−pλ(r, θ) +

N∑

p=1

bpλ s
pλ(r, θ) + Or→0(r

(N+1)λ). (2.11)

Notation 2.7 In the situation of Proposition 2.6, we write

u(x) ≃
r→0

P∑

p=1

apλ s
−pλ(r, θ) +

∞∑

p=1

bpλ s
pλ(r, θ). (2.12)
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PROOF. One can prove this lemma using the Mellin transform, see [10]. In the particular

case we are interested in, an argument based on separation of variables via angular Fourier

series can also lead to the result.

In accordance with the literature on corner asymptotics [14, 6, 4] we can call the sum∑
apλ s−pλ(r, θ) the dual singular part of u, whereas

∑
bpλ spλ(r, θ) represents the asymp-

totics of the variational part of u and can be called primal singular part of u.

In the particular case of an opening angle equal to π, i.e. λ = 1, the asymptotics of the

variational part contains polynomials only – it is a Taylor expansion, but the dual singular

part is actually singular. More generally, if α has the form π
n with a positive integer n, the

asymptotics of the variational part is polynomial and can be regarded as regular.

2.3 Super-variational problems in Ω. Behavior at infinity

Solutions of limit problems on ω, which have just been investigated in the previous section,

will give a good representation of the solution uε in the domain ωε, away from the corner

point O. On the other hand, the geometries of domains ω and ωε differ near that point

and the asymptotic expansion of uε with respect to ε will be given by terms defined in the

pattern domain Ω. The tools needed for their construction are stated hereafter.

As we shall see, the behavior at infinity of Laplace-Dirichlet solutions in Ω, in combi-

nation with the behavior at O of solutions in ω, is the key for building and validating the

asymptotic expansion of uε. Hence, we give similar definitions as in the previous section,

r → 0 being replaced with R→ +∞.

Definition 2.8 (i) Let Vloc,∞(Ω) be the space of distributions

Vloc,∞(Ω) =
{
U ∈ D

′(Ω) ; ϕU ∈ H1
0(Ω), ∀ϕ ∈ D(R2)

}
.

(ii) For m ∈ N and s ∈ R let Wm
s (Ω) be the weighted Sobolev space

Wm
s (Ω) =

{
U ∈ D

′(Ω) ; 〈R〉|β|−s−1 ∂β
XU ∈ L2(ω), ∀β, |β| 6 m

}

where 〈R〉 =
√
R2 + 1.

In the following, we shall say that W is a neighborhood of infinity if there exists a ball

BR of radius R such that

∁R2BR ⊂ W. (2.13)

We introduce, similarly as in Notation 2.2

Notation 2.9 For s ∈ R, the function U : Ω → R is said to be a OR→∞(Rs) and we write

U = OR→∞(Rs) if there exists a neighborhood W of infinity such that U ∈ Wm
s (W) for

all m ∈ N.

Then any U = OR→∞(Rs) satisfies

∀m,n ∈ N, ∃C > 0, |Rm∂m
R ∂

n
θ U(R, θ)| 6 CRs in Ω ∩W.

Thanks to a similar shift result as for Lemma 2.3, we get
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Lemma 2.10 Let U ∈ Vloc,∞(Ω) such that ∆U = 0 in Ω ∩ W for a neighborhood W of

infinity. Then for any real number s, we have the equivalence

U ∈ W1
s(Ω) ⇐⇒ U = OR→∞(Rs). (2.14)

The following two propositions are the counterparts of Propositions 2.4 and 2.6. The dual

singular functions at infinity in Ω are now the spλ for positive integers p.

Proposition 2.11 For any F ∈ L2(Ω) with compact support in Ω and any finite sequence

(Apλ)16p6P of real numbers, there exists a unique solution U to the “super-variational

problem”





Find U ∈ Vloc,∞(Ω) such that

−∆U = F in Ω and U −
P∑

p=1

Apλ s
pλ = O

r→∞
(1).

(2.15)

PROOF. It is very similar to Proposition 2.4, the suitable variational space being here

V (Ω) = W1
0(Ω).

Remark 2.12 If the sequence of coefficients (Apλ) is empty, problem (2.15) is nothing but

the variational problem (2.4).

Proposition 2.13 Let s ≥ 0 be a real number. We define P as the integer part of s
λ . For

any U ∈ Vloc,∞(Ω) for which there is a neighborhood W of infinity such that

∆U = 0 in Ω ∩W and U = OR→∞(Rs), (2.16)

there exist a unique finite sequence (Apλ)16p6P and a unique sequence (Bpλ)p∈N∗ (gener-

ically infinite) such that for all N ∈ N∗

U(X) =
P∑

p=1

Apλ s
pλ(R, θ) +

N∑

p=1

Bpλ s
−pλ(R, θ) + OR→∞(R−(N+1)λ). (2.17)

Notation 2.14 In the situation of Proposition 2.13, we write

U(X) ≃
R→∞

P∑

p=1

Apλ s
pλ(R, θ) +

∞∑

p=1

Bpλ s
−pλ(R, θ). (2.18)

3 Matching of asymptotic expansions

3.1 Formal derivation of the asymptotic expansions

We will represent the solution uε as a formal series in each zone of interest, that is the

corner expansion (or inner expansion) near the origin O and the outer expansion away from

O. We write these two formal series in the form

uε(x) ≃
+∞∑

ℓ=−∞
εℓλ U ℓλ(x

ε ) and uε(x) ≃
+∞∑

ℓ=−∞
εℓλ uℓλ(x). (3.1)
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The form of this Ansatz is suggested by the homogeneity of the singular functions, see (1.7).

We will give a sense to the infinite sums in terms of asymptotic expansions later on.

Since the H1-norm of uε is uniformly bounded with respect to ε, we know that all the

uℓλ and U ℓλ for ℓ < 0 are just zero. Moreover, it is clear that the terms of the asymptotic

expansions must satisfy




−∆u0 = f in ω and u0 = 0 on ∂ω,

∀ℓ > 0, ∆uℓλ = 0 in ω and uℓλ = 0 on ∂ω \ {O},
∀ℓ > 0, ∆U ℓλ = 0 in Ω and U ℓλ = 0 on ∂Ω.

(3.2)

Now we need to ensure the matching of the two formal series in the transition zone

ε≪ r ≪ 1. (3.3)

To do so, we expand the terms uℓλ and U ℓλ. Thanks to Propositions 2.6 and 2.13 – note that

r ≪ 1 and r
ε ≫ 1 – these expansions read





uℓλ(x) =

+∞∑

p=1

(
aℓλ

pλ s
−pλ(r, θ) + bℓλpλ s

pλ(r, θ)
)
,

U ℓλ(X) =

+∞∑

p=1

(
Aℓλ

pλ s
pλ(R, θ) + Bℓλ

pλ s
−pλ(R, θ)

)
.

(3.4)

We use the homogeneity of the functions spλ and transform the rapid variable r
ε into the

slow one r. Ensuring the equality of the two formal series (3.1), we get





∑

ℓ

(
εℓλ
∑

p

(
aℓλ

pλs
−pλ(r, θ) + bℓλpλs

pλ(r, θ)
))

=
∑

ℓ

(
εℓλ
∑

p

(
ε−pλ Aℓλ

pλ s
pλ(r, θ) + εpλ Bℓλ

pλ s
−pλ(r, θ)

))

=
∑

ℓ

(
εℓλ
∑

p

(
A

(ℓ+p)λ
pλ s

pλ(r, θ) + B
(ℓ−p)λ
pλ s

−pλ(r, θ)
))
.

(3.5)

Identifying the terms of the two series leads to

bℓλpλ = A
(ℓ+p)λ
pλ and aℓλ

pλ = B
(ℓ−p)λ
pλ , (3.6)

i. e. 



aℓλ
pλ = B

(ℓ−p)λ
pλ if p 6 ℓ and aℓλ

pλ = 0 if p > ℓ,

Aℓλ
pλ = b

(ℓ−p)λ
pλ if p 6 ℓ and Aℓλ

pλ = 0 if p > ℓ,
(3.7)

knowing that b
(ℓ−p)λ
pλ = B

(ℓ−p)λ
pλ = 0 for p > ℓ, since the terms unλ and Unλ are 0 for

n < 0.

Remark 3.1 Here, we have chosen to derive the matching relations without any knowledge

of the matched asymptotic technique. However, one can derive the relations (3.7) using the

Van Dyke principle, see [17].
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3.2 Definition of the asymptotic terms

For ℓ ∈ N, the functions uℓλ and U ℓλ are defined inductively. The following algorithm

defines step by step uℓλ : ω → R, U ℓλ : Ω → R, bℓλ =
(
bℓλpλ

)
p∈N∗

, and Bℓλ =
(
Bℓλ

pλ

)
p∈N∗

for ℓ ∈ N.

Step 0. u0 ∈ Vloc,0(ω) is defined via Proposition 2.4 (in the particular case of Remark 2.5)

as the unique function satisfying

∆u0 = −f in ω and u0 = Or→0(1). (3.8)

Moreover, U0 is chosen to be 0. Let b0 be the sequence of numbers defined by Proposi-

tion 2.6 and B0 be zero:

b0 =
(
b0pλ

)
p∈N∗

and B0 =
(
B0

pλ

)
p∈N∗

= 0. (3.9)

Step ℓ. We denote by aℓλ =
(
aℓλ

pλ

)
p∈N∗

and Aℓλ =
(
Aℓλ

pλ

)
p∈N∗

the two finite sequences of

real numbers such that




aℓλ
pλ = B

(ℓ−p)λ
pλ if 1 6 p 6 ℓ− 1 and aℓλ

pλ = 0 if p > ℓ,

Aℓλ
pλ = b

(ℓ−p)λ
pλ if 1 6 p 6 ℓ and Aℓλ

pλ = 0 if p > ℓ+ 1.
(3.10)

The functions uℓλ and U ℓλ are defined via Propositions 2.4 and 2.11 as the unique solutions

of the problems





Find uℓλ ∈ Vloc,0(ω) such that

∆uℓλ = 0 in ω and uℓλ −
ℓ−1∑

p=1

aℓλ
pλ s

−pλ = Or→0(1),
(3.11)

and 



Find U ℓλ ∈ Vloc,∞(Ω) such that

∆U ℓλ = 0 in Ω and U ℓλ −
ℓ∑

p=1

Aℓλ
pλ s

pλ = OR→∞(1).
(3.12)

Finally, we define the sequences bℓλ and Bℓλ associated with uℓλ and U ℓλ in Proposi-

tions 2.6 and 2.13

bℓλ =
(
bℓλpλ

)
p∈N∗

and Bℓλ =
(
Bℓλ

pλ

)
p∈N∗

. (3.13)

3.3 Global error estimates

The main idea to prove error estimates is to define a global approximation û ε
nλ ∈ H1

0(ωε)
of uε by the formula

û ε
nλ(x) = ϕ

(
r

η(ε)

) n∑

ℓ=0

εℓλ uℓλ(x) +
(
1 − ϕ

(
r

η(ε)

)) n∑

ℓ=1

εℓλ U ℓλ(x
ε ), (3.14)
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where ϕ is a smooth cut-off function with ϕ(ρ) = 0 for ρ < 1 and ϕ(ρ) = 1 for ρ > 2 and

η is a smooth function of ε such that

lim
ε→0

η(ε) = 0 and lim
ε→0

η(ε)

ε
= +∞. (3.15)

Theorem 3.2 There exists a constant C such that

‖uε − ûε
nλ‖H1(ωε) 6 C

[(
η(ε)

)(n+1)λ
+
( ε

η(ε)

)(n+1)λ]
. (3.16)

Remark 3.3 One can optimize the estimate (3.16) by choosing the best η: For η(ε) = ε1/2,

there exists a constant C such that

‖uε − ûε
nλ‖H1(ωε) 6 C ε(n+1)λ/2. (3.17)

PROOF. First, we denote by êεnλ the approximation error at the step n:

êεnλ(x) = ûε
nλ(x) − uε(x)

and by Eε
nλ the corresponding matching error:

Eε
λn(x) =

n∑

ℓ=0

εℓλ
[
uℓλ(x) − U ℓλ(x

ε )
]
.

Of course, the matching error makes sense and is small only in the intermediate region; we

shall express the H1-norm of êεnλ over ωε in terms of Eε
nλ in this region. Using harmonicity

of uε and of the uℓλ and U ℓλ, we obtain

∆êεnλ(x) = 2
η(ε) [∇ϕ]( r

η(ε) ) ∇Eε
nλ(x) + 1

[η(ε)]2
[∆ϕ]( r

η(ε) ) Eε
nλ(x).

Since êεnλ belongs to H1
0(ωε), the Green formula leads to





∫

ωε

(
∇êεnλ

)2
dx = 2

η(ε)

∫

ωε

[∇ϕ]( r
η(ε) ) ∇Eε

nλ ê
ε
nλ

+ 1
[η(ε)]2

∫

ωε

[∆ϕ]( r
η(ε) ) E

ε
nλ ê

ε
nλ dx

6 C
[η(ε)]2

[
‖Eε

nλ‖∞,η(ε) + η(ε)‖∇Eε
nλ‖∞,η(ε)

]
‖êεnλ‖1,η(ε) ,

with the notation, for p ∈ [1,∞]

‖u‖p,η(ε) = ‖u‖Lp( {x∈ω ; η(ε) 6 r 6 2η(ε)} ). (3.18)

Using a Poincaré inequality on ωε (uniform with respect to ε), we get

‖êεnλ‖2
H1(ωε)

6
C

(η(ε))2

[
‖Eε

nλ‖∞,η(ε) + η(ε)‖∇Eε
nλ‖∞,η(ε)

]
× ‖êεnλ‖1,η(ε).

The conclusion follows from the following two lemmas (proved below).
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Lemma 3.4 There exists a constant C such that for all u ∈ H1
0(ωε), the norm ‖u‖1,η(ε),

defined in (3.18), can be estimated as follows

‖u‖1,η(ε) 6 C [η(ε)]2 ‖u‖H1(ωε). (3.19)

Lemma 3.5 There exists a constant C such that – for the definition of the norms, see (3.18),

‖Eε
nλ‖∞,η(ε) 6 C

[(
η(ε)

)(n+1)λ
+
( ε

η(ε)

)(n+1)λ ]
, (3.20)

‖∇Eε
nλ‖∞,η(ε) 6 C

1

η(ε)

[(
η(ε)

)(n+1)λ
+
( ε

η(ε)

)(n+1)λ ]
. (3.21)

PROOF OF LEMMA 3.4. For all u ∈ H1
0(ωε) and for all r ∈ [η(ε), 2η(ε)]

∫ α

0
|u(r, θ)| dθ 6

∫ α

0

[ ∫ θ

0
|∂u
∂θ

(r, θ′)| dθ′
]
dθ 6 α

∫ α

0
|∂u
∂θ

(r, θ)| rdr dθ.

Hence, we have

∫ 2η(ε)

η(ε)

∫ α

0
|u(r, θ)| rdr dθ 6 α

∫ 2η(ε)

η(ε)

∫ α

0
|∂u
∂θ

(r, θ)| rdr dθ

6 C η(ε) ‖∇u‖1,η(ε).

We conclude using the Cauchy-Schwarz inequality that

‖u‖1,η(ε) 6 C η(ε) ‖∇u‖1,η(ε) 6 C [η(ε)]2 ‖∇u‖2,η(ε).

PROOF OF LEMMA 3.5. We will give the proof of (3.20). The inequality (3.21) can be

obtained using the same technique. The first step is to expand the uℓλ and U ℓλ using (2.11)

and (2.17). By definition of uℓλ and U ℓλ – see (3.11) and (3.12), and taking (3.10) into

account one finds

uℓλ(x) =
ℓ∑

p=1

B
(ℓ−p)λ
pλ s

−pλ(r, θ) +
n−ℓ∑

p=1

bℓλpλ s
pλ(r, θ) + Or→0(r

(n+1−ℓ)λ),

U ℓλ(X) =
ℓ∑

p=1

b
(ℓ−p)λ
pλ s

pλ(R, θ) +
n−ℓ∑

p=1

Bℓλ
pλ s

−pλ(R, θ) + OR→∞(R(ℓ−n−1)λ).

Since η(ε) tends to 0 and η(ε)/ε tends to +∞ when ε tends to 0, one has for η(ε) 6 r 6

2η(ε)




∣∣∣uℓλ(x) −
ℓ∑

p=1

B
(ℓ−p)λ
pλ s

−pλ(r, θ) −
n−ℓ∑

p=1

bℓλpλ s
pλ(r, θ)

∣∣∣ 6 C [η(ε)](n+1−ℓ)λ,

∣∣∣U ℓλ(x
ε ) −

ℓ∑

p=1

b
(ℓ−p)λ
pλ s

pλ( r
ε , θ) −

n−ℓ∑

p=1

Bℓλ
pλ s

−pλ( r
ε , θ)

∣∣∣ 6 C[ ε
η(ε) ]

(n+1−ℓ)λ.

(3.22)
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Let S be given by

S =

n∑

ℓ=0

εℓλ
( ℓ∑

p=1

B
(ℓ−p)λ
pλ s

−pλ(r, θ) +

n−ℓ∑

p=1

bℓλpλ s
pλ(r, θ)

)

−
n∑

ℓ=0

εℓλ
( ℓ∑

p=1

b
(ℓ−p)λ
pλ s

pλ( r
ε , θ) +

n−ℓ∑

p=1

Bℓλ
pλ s

−pλ( r
ε , θ)

)
.

(3.23)

From (3.22) and triangle inequalities, we obtain

‖Eε
nλ(r, θ) − S‖∞,η(ε) 6 C

{ n∑

ℓ=0

εℓλ [η(ε)](n+1−ℓ)λ +

n∑

ℓ=0

εℓλ [ ε
η(ε) ]

(n+1−ℓ)λ

}

6 C

{ n∑

ℓ=0

[ ε
η(ε) ]

ℓλ[η(ε)](n+1)λ +

n∑

ℓ=0

η(ε)ℓλ[ ε
η(ε) ]

(n+1)λ

}

6 C
{
[η(ε)](n+1)λ + [ ε

η(ε) ]
(n+1)λ

}
.

Now it remains to show that S = 0. By definition – see (1.7) – spλ satisfies the homogeneity

property

s
−pλ( r

ε , θ) = εpλ
s
−pλ(r, θ) and s

pλ(r, θ) = εpλ
s
pλ( r

ε , θ).

Therefore, S is given by

S =

n∑

ℓ=0

ℓ∑

p=1

ε(ℓ−p)λB
(ℓ−p)λ
pλ s

−pλ( r
ε , θ)

+
n∑

ℓ=0

n∑

p=1

εℓλbℓλpλ s
pλ(r, θ)

−
n∑

ℓ=0

ℓ∑

p=1

ε(ℓ−p)λb
(ℓ−p)λ
pλ s

pλ(r, θ)

−
n∑

ℓ=0

n∑

p=1

εℓλBℓλ
pλ s

−pλ( r
ε , θ).

The change of variables ℓ− p 7→ ℓ in the first and third terms leads to S = 0.

3.4 Local error estimates

In this paragraph Br will denote the ball of radius r and of center O. Starting from the

global error estimates obtained in (3.17), it is easy to get estimates far from the corner and

near the corner

Theorem 3.6 For any r0 > 0, there exists C > 0 such that

∥∥∥uε(r, θ) −
n∑

ℓ=0

εℓλ uℓλ(r, θ)
∥∥∥

H1(ω\Br0
)
= O(ε(n+1)λ). (3.24)
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For any R0 > 0, there exists C > 0 such that

∥∥∥uε(εR, θ) −
n∑

ℓ=0

εℓλ U ℓλ(R, θ)
∥∥∥

H1(Ω∩BR0
)
= O(ε(n+1)λ). (3.25)

PROOF. To prove (3.24), we remark that, for ε small enough, the only contribution comes

from the terms uℓλ

ûε
nλ =

n∑

ℓ=1

εℓλ uℓλ in ωε \Br0
= ω \Br0

. (3.26)

Consequently,

‖uε − ûε
nλ‖H1(ω\Br0

) 6 ‖uε − ûε
(2n+2)λ‖H1(ω\Br0

) + ‖ûε
(2n+2)λ − ûε

nλ‖H1(ω\Br0
)

6 ‖uε − ûε
(2n+2)λ‖H1(ωε) + ‖ûε

(2n+2)λ − ûε
nλ‖H1(ω\Br0

).
(3.27)

On the other hand, it follows from (3.26)

ûε
(2n+2)λ − ûε

nλ =
2n+2∑

ℓ=n+1

εℓλ uℓλ in ω \Br0
, (3.28)

and, since the uℓλ’s do not depend on ε

‖ûε
(2n+2)λ − ûε

nλ‖H1(ω\Br0
) 6 C ε(n+1)λ. (3.29)

Due to (3.17), one finally has

‖uε − ûε
(2n+2)λ‖H1(ω\Br0

) 6 C ε(n+1)λ. (3.30)

The estimate (3.24) follows from (3.26), (3.27), (3.29) and (3.30). Estimate (3.25) can be

proved using the same technique. A scaling is needed (R = r/ε) to recover a domain

independent on ε.

Remark 3.7 Due to estimates (3.24) and (3.25), the outer and corner expansions are unique.

Moreover, as the remainders are of the same orders as the first neglected term in the outer

and corner expansions, these estimates are optimal. The outer and corner expansions can

be seen as Taylor expansions of the exact solution expressed in the (r, θ) or (r/ε, θ) coor-

dinates.

4 Multiscale technique

4.1 Introduction

The technique of multiscale expansion consists in building a global approximation of the

solution in the domain ωε. The expansion is composed of two different types of terms: the
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ones involving the original variable x, and the profiles appearing in the scaled variable x
ε .

They are superposed via cut-off functions

uε = χ(x
ε )

n∑

ℓ=0

εℓλvℓλ(x) + ψ(x)
n∑

ℓ=0

εℓλV ℓλ(x
ε ) + O(εnλ), (4.1)

where the functions χ and ψ are smooth and radial, satisfying





χ(X) = 1 for |X| > 2R∗ and χ(X) = 0 for |X| < R∗,

ψ(x) = 1 for |x| < r∗

2
and ψ(x) = 0 for |x| > r∗.

(4.2)

Obviously, the first sum in (4.1) has its support away from an ε-neighborhood of the limit

point O and, conversely, the second brings a contribution in a neighborhood of O (indepen-

dent of ε). Thanks to (1.2), we find that for any ε 6 ε0

2 , the common support of the two

sums satisfies

ωε ∩
(

suppχ
( ·
ε

)
∩ suppψ

)
⊂ {x ∈ ωε, εR

∗ 6 |x| 6 r∗}

= {x ∈ K, εR∗ 6 |x| 6 r∗},

which means that the intermediate region where the two sums have to be simultaneously

taken into account is part of the cone K .

The principle of the construction of the terms vℓλ and V ℓλ is that they are solutions of

variational problems in slow variables in ω and fast variables in Ω, respectively. The cut-off

by χ(x
ε ) and ψ(x) introduces an error in fast and slow variables, respectively. These errors

can be corrected in fast and slow variables, respectively, with the help of the expansions

as r → 0 of the vℓλ and as R → ∞ of the V ℓλ, respectively. Both these expansions in

homogeneous terms do make sense in fast and slow variables simultaneously, which allow

to bridge the terms in the two sums in (4.1).

4.2 The construction of the terms

We first focus on the construction of the first terms and then we give the general algorithm

which allows to build the terms vℓλ and V ℓλ arising in (4.1).

4.2.1 The first terms

Step 0. Let v0 be the solution of the limit variational problem

Find v0 ∈ H1
0(ω) such that − ∆v0 = f in ω. (4.3)

Then v0 seems to be a good starting point for the expansion. Nevertheless, it is defined on

the domain ω, and not ωε. For this reason, we choose to consider the truncated function

ṽ0 = χ(x
ε )v0. We note that ṽ0 satisfies the Dirichlet boundary condition ṽ0 = 0 on ∂ωε and

belongs to H1
0(ωε). We consider the first remainder r0ε defined as

uε(x) = χ(x
ε )v0(x) + r0ε(x).
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Thus the support of ∆r0ε is contained in the support of ∇χ(x
ε ).

Since f ≡ 0 in a neighborhood of O, according to Proposition 2.6 (and using Natation

2.7) there exists a sequence1
(
b

0
λp

)
p≥1

such that v0 expands at O as

v0(x) ≃
r→0

∞∑

p=1

b
0
pλ s

pλ(x). (4.4)

Since f ≡ 0 near O, equations (4.3) and (4.4) yield that

∆r0ε(x) = −
([

∆, χ( ·
ε)
]
v0
)
(x) ≃

r→0
−

∞∑

p=1

b
0
pλ

[
∆, χ( ·

ε)
]
s
λp(x), (4.5)

with the commutator

[
∆, χ( ·

ε)
]
v(x) = ∆(χ(x

ε )v(x)) − χ(x
ε )∆v(x). (4.6)

We are going to consider such terms as right hand sides of a problem on Ω in the fast

variable X = x
ε . We have the identities for all p ≥ 1

[
∆x, χ(x

ε )
]
s
pλ(x) = 2∇xs

pλ(x) · ∇x

(
χ(x

ε )
)

+ s
pλ(x)∆x

(
χ(x

ε )
)

= ε−2 εpλ
(
2∇X s

pλ · ∇X χ+ s
pλ∆Xχ

)
(x

ε )

= ε−2 εpλ
[
∆X , χ

]
s
pλ(x

ε ).

(4.7)

Thus the remainder (4.5) can be written as

∆r0ε(x) ≃
r→0

−ε−2
∞∑

p=1

εpλ
b

0
pλ

([
∆X, χ

]
s
pλ
)
(x

ε ). (4.8)

To complete step 0, we set V 0 = 0.

Step 1. The first term in the remainder asymptotics (4.8) is nothing but

ε−2 ελ b
0
λ

([
∆X , χ

]
s
λ
)
(X). (4.9)

This function is smooth with compact support. Let V λ be the solution of the variational

problem in Ω,

Find V λ ∈ V (Ω) such that − ∆V λ = b
0
λ

([
∆X , χ

]
s
λ
)

in Ω. (4.10)

Then it is clear that ∆x

(
ελV λ(x

ε )
)

coincides with the function (4.9). Therefore a better start

for the asymptotic expansion of uε reads

χ(x
ε )v0(x) + ψ(x)ελV λ(x

ε ),

1Note that we use boldface for the coefficients b
0
pλ, because we do not yet know whether they coincide with

the coefficients b
0
pλ already defined in Section 3.2. Indeed, the coincidence will be actually shown in Section 5.

19



which satisfies the Dirichlet boundary conditions on ∂ωε, and the associated remainder rλ
ε

is defined as

uε(x) = χ(x
ε )v0(x) + ψ(x)ελV λ(x

ε ) + rλ
ε (x).

Since ψ ≡ 1 on the support of the right hand side (for ε small enough) (4.9), we find

∆rλ
ε (x) = −

[
∆, ψ

]
v0
λ(x) −

[
∆, ψ

]
ελV λ(x

ε ) (4.11)

with

v0
λ(x) = v0(x) − b

0
λs

λ(x) ≃
R→∞

∞∑

p=2

b
0
pλε

pλ
b

0
pλs

pλ(x
ε ). (4.12)

Note that here, the sum starts at p = 2 instead of p = 1 in (4.8). We have gained one power

of ελ.

Next, we express the other part of the remainder in slow variables. Thanks to Proposi-

tion 2.10, we have V λ(X) = OR→∞(Rδ) for all δ > 0. Thus Proposition 2.13 yields that

V λ expands at infinity as

V λ(X) ≃
R→∞

∞∑

p=1

B
λ
pλ s

−pλ(X). (4.13)

Since ∆s−pλ = 0, we find

[
∆, ψ

]
ελV λ(x

ε ) ≃
ε→0

∞∑

p=1

ε(1+p)λ
B

λ
pλ

[
∆, ψ

]
s
−pλ(x). (4.14)

The terms in (4.14) start with ε2λ. They can be compensated by the solution of problems in

ω. We set vλ = 0.

Step 2. Next we define v2λ as the solution of the problem in slow variables in ω

Find v2λ ∈ H1
0(ω) such that − ∆v2λ(x) = B

λ
λ

[
∆, ψ

]
s
−λ(x), (4.15)

and V 2λ as the solution of the problem in fast variables in Ω (compare with (4.10))

Find V 2λ ∈ V (Ω) such that − ∆V 2λ(X) = b
0
2λ

[
∆, χ

]
s
2λ(X). (4.16)

Then, the beginning of the asymptotic expansion becomes

uε(x) = χ(x
ε )
(
v0(x) + ε2λv2λ(x)

)
+ ψ(x)

(
ελV λ(x

ε ) + ε2λV 2λ(x
ε )
)

+ r2λ
ε (x). (4.17)

4.2.2 The general construction

Construction by induction Let us assume the asymptotic expansion built up to order

n− 1, i.e.

uε(x) = χ(x
ε )

n−1∑

ℓ=0

εℓλvℓλ(x) + ψ(x)
n−1∑

ℓ=1

εℓλV ℓλ(x
ε ) + r(n−1)λ

ε (x), (4.18)
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with vℓλ ∈ H1
0(ω) and V ℓλ ∈ V (Ω) (see Definition (2.8)), whose laplacians vanish in a

neighborhood of zero and ∞, respectively. For ℓ = 0, . . . , n − 1, we expand the term vℓλ

into singular functions at the corner point (see Proposition 2.6)

vℓλ(x) ≃
r→0

+∞∑

p=1

b
ℓλ
pλs

pλ(x), (4.19)

and, we also expand the profiles V ℓλ into dual singular functions at infinity (see Proposi-

tion 2.13)

V ℓλ(X) ≃
R→+∞

+∞∑

p=1

B
ℓλ
pλs

−pλ(X). (4.20)

The definitions for the next terms vnλ and V nλ follow from the computation of the residual,

see thereafter. vnλ ∈ H1
0(ω) solves

∆vnλ(x) = −∆

[
ψ(x)

n−1∑

ℓ=1

B
ℓλ
(n−ℓ)λs

−(n−ℓ)λ(x)

]
, (4.21)

and V nλ ∈ V (Ω) satisfies

∆V nλ(X) = −∆

[
χ(X)

n−1∑

ℓ=0

b
ℓλ
(n−ℓ)λs

(n−ℓ)λ(X)

]
. (4.22)

Computation of the residual By definition the Laplacian of the remainder is given by

∆r(n−1)λ
ε (x) = ∆uε −

n−1∑

ℓ=0

[
εℓλ∆

(
χ(x

ε )vℓλ(x)
)

+ εℓλ∆
(
ψ(x)V ℓλ(x

ε )
)]
. (4.23)

Next, we expand this relation using (4.19) and (4.20), and we obtain

∆r(n−1)λ
ε = −

n−1∑

ℓ=0

[
εℓλ
(
[∆, χ( ·

ε)]v
ℓλ
(n−1−ℓ)λ

)
+ εℓλ

(
[∆, ψ]V ℓλ

(n−1−ℓ)λ( ·
ε)
)]
. (4.24)

with

vℓλ
kλ(x) := vℓλ(x) −

k∑

p=1

b
ℓλ
pλs

pλ(x) ≃
r→0

+∞∑

p=k+1

b
ℓλ
pλs

pλ(x)

= Or→0(r
(k+1)λ),

(4.25)

V ℓλ
kλ (X) := V ℓλ(X) −

k∑

p=1

B
ℓλ
pλs

−pλ(X) ≃
R→∞

+∞∑

p=k+1

B
ℓλ
pλs

−pλ(X)

= OR→+∞(R−(k+1)λ).

(4.26)
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The leading term of the remainder ∆r
(n−1)λ
ε corresponds to the first term in the sums (4.25)

and (4.26), and, is therefore

∆

[
n−1∑

ℓ=0

εℓλbℓλ
(n−ℓ)λs

(n−ℓ)λ(x)χ(x
ε )

]
+ ∆

[
n−1∑

ℓ=1

εℓλBℓλ
(n−ℓ)λs

−(n−ℓ)λ(x
ε )ψ(x)

]

which leads after scaling to

εnλ

(
∆

[
n−1∑

ℓ=0

b
ℓλ
(n−ℓ)λs

(n−ℓ)λ(x
ε )χ(x

ε )

]
+ ∆

[
n−1∑

ℓ=1

B
ℓλ
(n−ℓ)λs

−(n−ℓ)λ(x)ψ(x)

])
.

These terms are compensated by vnℓ and V nℓ, see (4.21) and (4.22).

4.3 Optimal error estimate

Theorem 4.1 The solution uε of problem (1.3) admits the following multiscale expansion

into powers of ε (λ is connected to the opening angle of ω at O by λ = π/α).

uε(x) = χ(x
ε )

n∑

ℓ=0

εℓλvℓλ(x) + ψ(x)
n∑

ℓ=0

εℓλV ℓλ(x
ε ) + rnλ

ε , (4.27)

where the terms vℓλ and V ℓλ do not depend on ε, and are defined in ω and Ω by Equa-

tions (4.21) and (4.22), respectively. Moreover, the remainder rnλ
ε satisfies the following

estimate

‖rnλ
ε ‖H1(ωε) 6 Cε(n+1)λ. (4.28)

PROOF. A basic idea to estimate the remainder consists in investigating the Laplace-

Dirichlet problem it solves. By construction, rnλ
ε satisfies the homogeneous Dirichlet bound-

ary condition on ∂ωε. Moreover, its Laplacian is given by (4.24) and has to be estimated in

the L2-norm.

For all v, the commutator of ∆ and χ( ·
ε) is given by

(
[∆, χ( ·

ε)]v
)
(x) =

2

ε
∇v(x) · ∇χ(x

ε ) +
1

ε2
v(x)∆χ(x

ε ). (4.29)

Hence, the support of [∆, χ( ·
ε)]v is included in the sector {x ∈ K | R∗ε 6 r 6 2R∗ε}.

For vℓλ
kλ = Or→0(r

(k+1)λ), one can obtain the L∞-bound

∣∣∣
(
[∆, χ( ·

ε)]v
ℓλ
kλ

)
(x)
∣∣∣ 6 C ε(k+1)λ−2 ∀x ∈ ωε. (4.30)

This leads via Hölder inequality to

∥∥∥[∆, χ( ·
ε)]v

ℓλ
kλ

∥∥∥
L2(ωε)

6 C ε(k+1)λ−1. (4.31)

In the same way, ∥∥∥[∆, ψ]V ℓλ
kλ ( ·

ε)
∥∥∥

L2(ωε)
6 C ε(k+1)λ. (4.32)
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One deduces immediately from (4.24), (4.31) and (4.32)

‖∆rnλ
ε ‖L2(ωε) 6

n∑

ℓ=0

(
εℓλ
∥∥∥[∆, χ( ·

ε)]v
ℓλ
(n+1−ℓ)λ

∥∥∥
L2(ωε)

+

εℓλ
∥∥∥[∆, ψ]V ℓλ

(n+1−ℓ)λ( ·
ε)
∥∥∥

L2(ωε)

)
6 C ε(n+1)λ−1. (4.33)

Using an a priori estimate (independent of ε) on problem (1.3), we immediately obtain the

bound

‖rnλ
ε ‖H1(ωε) 6 Cε(n+1)λ−1. (4.34)

To get (4.28), we just need to write the asymptotic expansion at order n+ 2

rnλ
ε = r(n+2)λ

ε + χ(x
ε )

n+2∑

ℓ=n+1

εℓλvℓλ(x) + ψ(x)
n+2∑

ℓ=n+1

εℓλV ℓλ(x
ε ). (4.35)

Indeed, thanks to (4.34), ‖r(n+2)λ
ε ‖H1(ωε) = O(ε(n+3)λ−1) = O(ε(n+1)λ) since we have

λ > 1
2 . The result will be proven as soon as we show the following energy estimates

‖χ(x
ε )vℓλ(x)‖H1(ωε) = O(1) and ‖ψ(x)V ℓλ(x

ε )‖H1(ωε) = O(1). (4.36)

As the left estimate of (4.36) is easier to obtain than the right one, we will just deal with the

latter. We need to use the behavior at infinity of the profile V ℓλ. Since V ℓλ ∈ V (Ω), one

has

∇V ℓλ ∈ L2(Ω) and (1 +R)−1 V ℓλ ∈ L2(Ω). (4.37)

Therefore, one has

∫

ωε

ε−2|ψ(x)∇V ℓλ(x
ε )|2dx =

∫

Ω
|ψ(εX)∇V ℓλ(X)|2dX

6

∫

Ω
|∇V ℓλ(X)|2dX = O(1).

By the same way, we get

∫

ωε

(
|ψ(x)|2 + |∇ψ(x)|2

)
|V ℓλ(x

ε )|2dx 6 C

∫

{X∈Ω;|X|6r∗

ε
}
ε2|V ℓλ(X)|2dX.

As |X|ε 6 r∗ in the last integral, one has

∫

ωε

(
|ψ(x)|2 + |∇ψ(x)|2

)
|V ℓλ(x

ε )|2dx 6 C ′
∫

Ω

|V ℓλ(X)|2
(1 + |X|)2 dX = O(1).

Estimates (4.36) follow.
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5 Comparison of the two expansions

In Section 3, starting from the outer and corner (matched) expansions, we were able to build

a global asymptotic expansion for the solution uε of problem (1.3), see expression (3.14).

Using the multiscale technique, we proved in Section 4 another asymptotic expansion,

which is also valid in the whole domain ωε. The global error estimates given in Theo-

rems 3.2 and 4.1 allow to compare these expansions.

Theorem 5.1 The expansions (3.14) and (4.27) compare in the following way:

• The terms unλ and vnλ coincide away from the corner point i.e. for r > r∗;

• The profiles Unλ and V nλ coincide in the corner region i.e. for R 6 R∗/2.

More precisely, we have the identities





vnλ(x) = unλ(x) − ψ(x)

n−1∑

p=1

anλ
pλ s

−pλ(x),

V nλ(X) = Unλ(X) − χ(X)
n∑

p=1

Anλ
pλ s

pλ(X).

(5.1)

where the coefficients anλ
pλ and Anλ

pλ , are those defined in Section 3.2.

PROOF. The first two statements follow directly from the optimal estimates, (3.24), (3.25),

(4.27), and (4.28), via localization. To get formulas (5.1), we start from problem (4.22)

which defines V nλ. We set

Ũnλ(X) = V nλ(X) + χ(X)

n−1∑

ℓ=0

b
ℓλ
(n−ℓ)λ s

(n−ℓ)λ(X) (5.2)

= V nλ(X) + χ(X)

n∑

p=1

b
(n−p)λ
pλ s

pλ(X). (5.3)

From the definition of V nλ (see (4.22)), Ũnλ satisfies ∆Ũnλ = 0 in Ω. Hence, one has





Ũnλ − Unλ ∈ C∞(Ω),

∆[Ũnλ − Unλ] = 0 in Ω,

Ũnλ(X) − Unλ(X) = 0 for R 6 R∗/2.

(5.4)

Since Ũnλ −Unλ is harmonic, it is analytic in Ω. Hence, by unique continuation Theorem,

Unλ = Ũnλ. Moreover, as V nλ is a OR→∞(1), one has Anλ
pλ = b

(n−p)λ
pλ

Unλ(X) = V nλ(X) + χ(X)

n∑

p=1

Anλ
pλ s

pλ(X). (5.5)

The same argumentation can be done for unλ.
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Remark 5.2 As can be seen in (5.3), another formula linking the two expansions is




unλ(x) = vnλ(x) + ψ(x)

n−1∑

p=1

B
(n−p)λ
pλ s

−pλ(x),

Unλ(X) = V nλ(X) + χ(X)

n∑

p=1

b
(n−p)λ
pλ s

pλ(X).

(5.6)

Moreover, as Anλ
pλ = b

(n−p)λ
pλ and due to the matching condition (3.10), one has

B
ℓλ
pλ = Bℓλ

pλ and b
ℓλ
pλ = bℓλpλ, ∀ℓ ∈ N, ∀p ∈ N∗. (5.7)

Remark 5.3 The mechanism to switch from expansion (4.27) to expansion (3.14) consists

in using the homogeneity of the singular functions spλ to pass them from fast variables into

slow variables

ψ(x)

n∑

ℓ=0

εℓλV ℓλ(x
ε ) = ψ(x)

n∑

ℓ=0

εℓλ
[
U ℓλ(x

ε ) − χ(x
ε )

ℓ∑

p=1

Aℓλ
pλs

pλ(x
ε )

]

= ψ(x)

n∑

ℓ=0

εℓλU ℓλ(x
ε ) − χ(x

ε )ψ(x)

n∑

ℓ=0

ℓ∑

p=1

ε(ℓ−p)λAℓλ
pλs

pλ(x)

= ψ(x)

n∑

ℓ=0

εℓλU ℓλ(x
ε ) − χ(x

ε )ψ(x)

n∑

j=0

εjλ
n−j∑

p=0

A
(p+ℓ)λ
pλ︸ ︷︷ ︸
=bℓλ

pλ

s
pλ(x).

The second term involves the slow variable and will contribute to the terms (uℓλ) in the

intermediate region.

Finally, it turns out that it is very easy to obtain one expansion from the other, via formu-

las (5.1). We emphasize however the particularities of each method

• The matched asymptotic expansions builds outer and corner terms which are canoni-

cal, i.e. they do depend only of the domains ω and Ω, and not on cut-off functions, as

it is the case for the multiscale technique;

• The multiscale technique gives a straightforward global approximation of the solu-

tion, with optimal estimates of the remainder, whereas more effort is needed in the

case of matched asymptotic expansions.

6 Extensions and generalizations

Our results can be more or less easily generalized to other situations of interest. We classify

these situations according to

1. Laplace operator with more general data, domains, boundary conditions.

2. Other elliptic operators, homogeneous with constant coefficients or not.

Here we discuss these generalizations within the multiscale approach. Of course, via trans-

lations formulas like (5.1), similar extensions apply to matched asymptotic expansions.
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6.1 Laplace equation in more general situations

6.1.1 Domains with multiply connected junction sectors

This is the situation where the family of domains (ωε) is defined like in Section 1.1, where

we relax the assumption on the setK , which was supposed to be a plane sector with opening

α ∈ (0, 2π]. Our results extend to the situation where K is a finite disjoint union of plane

sectors K1, . . . ,Km with their vertices at O. Accordingly, we relax the assumption on ω
which is still open and bounded, but can be multiply connected. The unbounded open set Ω
can also be multiply connected.

The open sets ωε have still to be connected. If m = 2, this requires that either ω or

Ω should be connected. Of course, the interesting case occurs when Ω is connected, see

Figures 6 and 7.

ω

α1=
π

3
α2=π

O
• α1 α2Ω •O

ωε

α1 α2•O

Figure 6: Example of domains ω, Ω and ωε in the multiply connected case.

ω
α1

α2 α3

α1=α2=α3=π/6

O
•

Ω

O•

ωε

α1

α2 α3O
•

Figure 7: Example of domains ω, Ω and ωε in the multiply connected case.

The generalization of our expansions to this situation is straightforward. With α1, . . . , αm

the openings of the sectors K1, . . . ,Km, we set

λ1 =
π

α1
, . . . , λm =

π

αm
.

The multiscale expansion of uε solution of the Dirichlet problem (1.3) with a right hand
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side f ≡ 0 in a neighborhood of O is as follows For all real number s > 0 there holds

uε =
∑

p1,...,pm∈N

p1λ1+···+pmλm<s

εp1λ1+···+pmλm

(
χ(x

ε ) vp1λ1+···+pmλm(x)

+ ψ(x)V p1λ1+···+pmλm(x
ε )
)

+ OH1(εs). (6.1)

Here V 0 = 0, and vλj = 0 for j = 1, . . . ,m.

6.1.2 Smooth data without condition of support

Until now we have assumed that the right hand side f of problem (1.3) is zero in a neigh-

borhood of the limit point O of the ε-perturbation. If we want to relax this assumption, we

have to assume that f has an asymptotics as r → 0, e.g. f is the restriction to ωε of a C∞

function f̄ defined on a neighborhood of ∪ε6ε0
ωε

f(x) ≃
r→0

+∞∑

q=0

f q(r, θ) with f q(x) = εq f q(
x

ε
). (6.2)

We consider the latter case and revisit the multiscale expansion (in the case when K is a

sector of opening α = π
λ ). We still define v0 as the solution of the limit problem (4.3), where

the right hand side f = f̄ |ω belongs to C∞(ω̄). Then instead of the infinite expansion (4.4)

we have now

v0(r, θ) ≃
r→0

∞∑

p=1

b
0
pλ s

pλ(r, θ) +

∞∑

q=1

T
q(r, θ). (6.3)

Here, Tq is of the form, if q 6∈ λN,

T
q(x) = εq T

q(
x

ε
), (6.4)

and, if q = pλ, is a linear combination of T
q
1(x), homogeneous function of degree q, and

T
q
2, the logarithmic singularity tq defined as tq(r, θ) = rpλ log r sin pλθ,

T
q(x) = T

q
1(x) + T

q
2(x), (6.5)

with {
T

q
1(x) = εq T

q
1(

x
ε ),

T
q
2(x) = αq tq, αq ∈ R.

(6.6)

We still consider the first remainder r0ε = uε − χ(x
ε )v0.

Case λ 6∈ Q. If λ 6∈ Q, there are no logarithmic terms and now, instead of (4.8), we obtain

for the Laplacian of the first remainder

∆r0ε(x) ≃
r→0

−
(
1 − χ(

x

ε
)
)
f(x) −

[
∆, χ(

x

ε
)
]
v0(x). (6.7)
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This leads to

∆r0ε ≃
r→0

− 1

ε2

[(
1 − χ

)( +∞∑

q=2

εq f q−2
)(x

ε

)

+
( ∞∑

p=1

εpλ
b

0
pλ

[
∆X , χ

]
s
pλ +

∞∑

q=1

εq
[
∆X , χ

]
T

q
)(x

ε

)]
. (6.8)

Thus, the terms
[
∆X, χ

]
Tq enter the construction of fast variable contributions V q, associ-

ated with the power εq.

Then, apart this first generation of integer powers of ε, the expansions as r → 0 or

R → ∞ of the subsequent terms contain the same functions spλ and s−pλ as previously.

We can prove the following result.

Theorem 6.1 Let (ωε)ε<ε0
be a family of domains of type (1.1) with λ = π

α 6∈ Q. Let uε

be the solution of problem (1.3) for a smooth right hand side f see (6.2). Then there exist

terms vτ ∈ V (ω) and V τ ∈ V (Ω) for τ = pλ+ q (p, q ∈ N), such that for all real number

s > 0 there holds

uε =
∑

p, q∈N

pλ+q<s

εpλ+q
(
χ(x

ε ) vpλ+q(x) + ψ(x)V pλ+q(x
ε )
)

+ OH1(εs). (6.9)

Here V 0 = 0, vλ = 0, and, vpλ+q = 0 for all q if p = 0.

Case λ ∈ Q. If pλ = q, the logarithmic singularity tq satisfies

t
q(x) = εq t

q(x
ε ) + εq log ε s

q(x
ε ),

whence the presence of the terms εq log ε in ∆r0ε . Taking this into account, we prove that

instead of (6.9) we have an expansion of uε containing the terms in (6.9) and, moreover,

∑

p, q∈N ; q=p∗λ
pλ+q<s

εpλ+q log ε
(
χ(x

ε ) vpλ+q
1 (x) + ψ(x)V pλ+q

1 (x
ε )
)
, (6.10)

with new terms vpλ+q
1 and V pλ+q

1 solutions of variational problems in ω and Ω, respectively.

6.1.3 Neumann boundary conditions

Instead of (1.3) let us consider the problem

Find uε ∈ H1(ωε) such that ∀v ∈ H1(ωε),

∫

ωε

∇uε · ∇v dx =

∫

ωε

f v dx. (6.11)

Besides we need the compatibility condition
∫

ωε

f dx = 0, ∀ε < ε0. (6.12)
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We assume that f ≡ 0 in a neighborhood of O. Therefore the condition

∫

ω
f dx = 0

implies condition (6.12) for ε small enough. To ensure uniqueness, we require

∫

ωε

uε dx = 0, ∀ε < ε0. (6.13)

The construction of the multiscale expansion for uε relies on the solution of variational

Neumann problems in ω and Ω. In the unbounded domain Ω, the variational space is V (Ω)
defined as

{U ∈ D
′(Ω) ; ∇U ∈ L2(Ω), (1 +R)−1 log−1(2 +R) U ∈ L2(Ω)}. (6.14)

The bilinear form

(U, V ) 7−→
∫

Ω
∇U · ∇V dx

is continuous and coercive on the quotient space V (Ω)/R, see [2, Prop. 3.22]. Therefore,

like in ω, the solution of the Neumann problem in Ω with right hand side F requires the

compatibility condition ∫

Ω
F dX = 0.

Thus new features have to be taken into account in order to deal with the Neumann problem.

1. Compatibility conditions. The right hand sides which occur during the construction

have the form
[
∆, ψ

]
s−pλ in ω and

[
∆X , χ

]
spλ in Ω, with the Neumann singular-

ities spλ = ρpλ cos pλθ. Since spλ is harmonic, these right hand sides are equal to

∆(ψ s−pλ) and ∆X(χ spλ), respectively. Since ψ s−pλ and χ spλ satisfy the Neumann

boundary condition on ∂ω and ∂Ω, respectively, we can show that the compatibility

conditions are satisfied for all integer p ≥ 1.

2. The role of constants. (i) The asymptotic expansion of v0 at O starts with b
0
0s

0,

which is a constant. The associated problem in fast variables is, cf (4.10)

− ∆V 0 = b
0
0∆Xχ in Ω and ∂nV

0 = 0 on ∂Ω. (6.15)

We choose the solution V 0 = b
0
0(1 − χ). Thus, in particular, ψ(x)V 0(x

ε ) = V 0(x
ε ):

The cut-off by ψ does not introduce any error. Let us notice that

b
0
0

(
χ(x

ε ) + ψ(x)(1 − χ)(x
ε )
)

represents the extension of a constant from ω to ωε.

(ii) For problems in Ω giving V pλ, p ≥ 1, we choose the variational solution which

tends to 0 as R→ ∞.
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3. The condition for uniqueness (6.13). By construction the slow variable terms vpλ

have a zero integral on ω. Using their asymptotics as r → 0 we find that

∫

ωε

χ(x
ε ) vpλ(x) dx = αp ε

2, αp ∈ R.

For fast variable terms we find
∫

ωε

ψ(x)V pλ(x
ε ) dx = βp ε

2, βp ∈ R.

We compensate the possible non-zero integral of the multiscale expansion by a series

of constant functions —with values γp,n ∈ R, p ∈ N, n ∈ N∗— associated with the

gauge functions εpλ+2n. Taking into account that
∫
ωε

dx = measω + cε2. The γp,n

are defined by forcing the formal equality

+∞∑

p=0

εpλ+2
(
αp + βp

)
+
(
measω + cε2

) +∞∑

p=0

+∞∑

n=1

ε2n+pλγp,n = 0. (6.16)

In the end we obtain

Theorem 6.2 Let (ωε)ε<ε0
be a family of domains of type (1.1). Let uε be the solution

of problem (6.11) with condition (6.13) for a right hand side f with support away from O
and satisfying the compatibility condition (6.12). Then there exist terms vpλ ∈ V (ω) and

V pλ ∈ V (Ω) for p ∈ N, and constants γp,n such that for all real number s > 0 there holds

uε =
∑

p∈N

pλ<s

εpλ
(
χ(x

ε ) vpλ(x) + ψ(x)V pλ(x
ε ) +

∑

n∈N∗

pλ+2n<s

γp,nε
2n
)

+ OH1(εs). (6.17)

6.1.4 Case when the junction set is the whole plane (small holes)

The set K = R2 may also be convenient as a junction set. It allows to consider the case of

small holes of size ε inside ωε. This is indeed the first case considered in the book [12, sec.

2.4.1], see Figure 8. Let us consider the Dirichlet case. Then we are in a situation which

shares common features with the Dirichlet case investigated in the most part of this paper,

and the Neumann case considered above.

Indeed, the limit problem in ω is uniquely solvable. But the limit problem in Ω is not

coercive on the subspace of W1
0(Ω) with zero trace on ∂Ω. The correct variational space is

the subspace of the space (6.14) with zero trace on ∂Ω. Nevertheless, arguments are slightly

different from the Neumann case (like in [2], the asymptotic behavior logR as R→ ∞ has

to be considered). The outcome of the analysis is the appearance of terms log−1 ε.
In the multiscale expansion, cut-off functions χ(x

ε ) and ψ(x) can be simply omitted

since ωε is a subset of ω and of εΩ.
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•
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•

Figure 8: The domains ω, Ω and ωε in the case of small holes

6.2 Elliptic operators and systems

For the generalization to other operators and systems, two features are of essential impor-

tance

1. The well-posedness of the limit problems on ω and Ω is essential since we can see

from the above case of the Neumann condition for the Laplacian that relaxing this

assumption is not easy.

2. If, moreover, the operators are homogeneous with constant coefficients, the extension

of the results of the Dirichlet-Laplace case are almost straightforward. In contrast,

taking lower order terms (like for the Helmholtz equation) or variable coefficients

into account requires much more technicalities.

6.2.1 Coercive homogeneous operators with constant coefficients

Let L = (Lij) a N ×N system of homogeneous operators of order 2 with constant coeffi-

cients. We assume its coercivity on H1
0: There exists a ball B and a constant c > 0 such that

for all u ∈ H1
0(B)N there holds

Re

∫

B
Lu · ūdx ≥ c‖u‖2

H1
0
(B).

Then the Dirichlet problem

Find uε ∈ H1
0(ωε)

N such that Luε = f |ωε in ωε, (6.18)

is uniquely solvable for all f ∈ L2(R2)N . We assume that f ≡ 0 in a neighborhood of O.

The limit problem on ω is uniquely solvable too. Moreover, we can prove that for any

F ∈ L2(Ω)N with compact support, the Dirichlet problem in Ω

Find U ∈ W1
0(Ω)N such that LU = F in Ω and U = 0 on ∂Ω, (6.19)

is uniquely solvable.
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Then with the help of the Kondrat’ev theory [10] we can prove the analogue of Propo-

sitions 2.6 and 2.13. Now, the singularities of L in the sector K with Dirichlet conditions

replace the singularities spλ of ∆. A generating set for these singularities takes the form

ρµ
Q∑

q=0

logqρ ϕq(θ), µ ∈ S(L)

where S(L) is a discrete set in C, such that any strip of the form Reµ ∈ [a, b] contains

a finite number of elements of S(L). As a consequence of the coercivity there are no

elements of S(L) in the line Reµ = 0. Therefore, we can order the elements of S(L) into

two sequences

λ+
1 , . . . , λ

+
p , . . . with 0 < Reλ+

1 6 . . . 6 Reλ+
p 6 . . .

and

−λ−1 , . . . ,−λ−p , . . . with 0 < Reλ−1 6 . . . 6 Reλ−p 6 . . .

Then, by the same techniques as for the Laplace equation, we can prove that the asymptotics

as ε → 0 of uε solution of (6.18) can be written for all s > 0 as the sum of the following

terms

• χ(x
ε ) v0(x) with the solution v0 of the limit problem on ω,

• Slow variable terms of the form

ε
λ+

j1
+λ−

k1
+···+λ+

jm
+λ−

km

Q∑

q=0

logqε χ(x
ε ) vq(x)

for any integers 1 6 j1 6 . . . 6 jm and 1 6 k1 6 . . . 6 km such that Reλ+
j1

+

Reλ−k1
+ · · · + Reλ+

jm
+ Reλ−km

6 s.

• Fast variable terms of the form

ε
λ+

j1
+λ−

k1
+···+λ−

km−1
+λ+

jm

Q∑

q=0

logqε ψ(x)Vq(
x
ε )

for any integers 1 6 j1 6 . . . 6 jm and 1 6 k1 6 . . . 6 km−1 such that Reλ+
j1

+

Reλ−k1
+ · · · + Reλ−km−1

+ Reλ+
jm

6 s,

• a remainder OH1(εs).

6.2.2 Non homogeneous operators (Helmholtz equation)

The Helmholtz operator is of particular importance in computational physic since it is one

of the operator modelling the wave propagation in frequency domain. The multiscale tech-

nique can also be used in this case. This is rather more technical since this operator is not

self-similar

∆x + ω2 =
1

ε2

(
∆X + ε2 ω2

)
. (6.20)
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The study of the singularities of the fields in rapid variable is particularly difficult since it

involves two terms of different orders

∆X Ui + ω2 Ui−2 = 0 (6.21)

A second difficulty comes from the loss of ellipticity (for ω > 0). One has consequently to

modify the proof of existence and of convergence. One can for example refer to [12, Ch.4]

and to [9, 16].

7 Concluding remarks

We may write an compound version of the asymptotic expansion, between multiscale ex-

pansion and matched asymptotic expansion. Indeed, using (1.8) and the relation (1.12)

between the profiles V λ and Uλ, we get

uε = χ(x
ε )u0(x) + ψ(x)ελ

[
Uλ(x

ε ) − χ(x
ε )As

λ(x
ε )
]

+ OH1(ε2λ), (7.1)

which can be written, thanks to the homogeneity of the singular function sλ

uε = χ(x
ε )
[
u0(x) −Aψ(x)sλ(x)

]
+ ψ(x)ελAUλ

Ω(x
ε ) + OH1(ε2λ). (7.2)

In (7.2), only canonical objects are involved: the limit term u0, its first singularity coefficient

A, and the first profile Uλ
Ω solution of the super-variational Dirichlet probem on Ω:

{
Find Uλ

Ω ∈ Vloc,∞(Ω) such that

∆Uλ
Ω = 0 in Ω and Uλ

Ω − sλ = OR→∞(1).

The contribution near the corner is fully contained in the profile AUλ
Ω, whereas the “far-

field” information is carried out by u0 − Aψsλ, corresponding to the limit term without its

first singularity. In a sense, the strongest singularity of u0 is “chopped off” for ε > 0 via

the cut-off χ(x
ε ), and is replaced by the profile AUλ

Ω, which connects the local geometry

around O with the plane sector of opening α at infinity.

Besides, expansion (7.2) can be used to obtain the asymptotic behavior of the coeffi-

cients of singularities of uε associated with the corners (or cracks) of the perturbed domain

ωε. Indeed, to each corner point (or crack tip) d of the perturbation pattern Ω corresponds

a corner point (or crack tip) dε of the perturbed domain ωε. In the examples shown in the

introduction, no such point appears for the situation in Figure 1, two of them are involved

in Figure 2 (associated with angles equal to π/5 and 4π/3, respectively), and one crack tip

in Figure 3.

The solution uε of the Laplace-Dirichlet problem (1.3) is singular at point dε, with the

following first order approximation

uε(x) = γεr
µ
ε sin(µθε) + higher order terms, (7.3)

where (rε, θε) denote the polar coordinates around dε. The exponent µ is the singular

exponent corresponding to dε (µ = π/ϑ for a corner of opening ϑ, µ = 1/2 for a crack).
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Our results allow to give an asymptotic expansion of the singular coefficient γε as

ε → 0: we still denote by λ the singular exponent associated with the limit problem in

ω, see (1.6). Using the first terms of the multiscale expansion given by (1.8), and localizing

near the perturbation, we get

uε(x) = ελAUλ
Ω(x

ε ) + higher order terms. (7.4)

But the first canonical profile Uλ
Ω has a singularity at point d, associated with exponent µ:

Uλ
Ω(X) = ΓRµ

d sin(µΘd) + higher order terms, (7.5)

where (Rd,Θd) are the polar coordinates around point d. Back to the variable x, rela-

tions (7.4) and (7.5) lead to

uε(x) = ελ−µAΓrµ
ε sin(µθε) + higher order terms. (7.6)

Putting (7.3) and (7.6) together, we obtain the expression of the singular coefficient γε:

γε = ελ−µAΓ. (7.7)

It is worth noticing that a coefficient associated with a stronger singularity than the limit

singularity (µ < λ) will go to 0 whereas it will blow up to infinity for weaker singularities.

It has to be linked to the appearance of singularities discussed above.

Examples. In the case of Figure 2 we have α = π/3 and hence λ = 3. The coefficient

associated with the corner of opening π/5 is a O(ε3−5) = O(ε−2), and the coefficient

corresponding to the reentrant corner is O(ε3−4/3) = O(ε5/3). For the crack tip in Figure 3,

the coefficient behaves like O(ε2/3−1/2) = O(ε1/6).

More generally, expansion (7.2) allows for investigating the asymptotic behavior of a

local functional φ(uε). We assume

• φ is sublinear: φ(αu) = |α|φ(u) and φ(u+ v) 6 φ(u) + φ(v),

• φ only depends on the values of in an ε-neighborhood of O i.e.

φ
(
χ( ·

ε)u(
·
ε)
)

= φ(u( ·
ε),

• φ satisfies the homogeneity property φ(u( ·
ε)) = εµΦ(u(·)) (µ possibly nonpositive)

A typical example of such a functional is given by the stress criterion for crack propaga-

tion in the case of linear elasticity, see [?] for more details. Using expansion (7.2), we

immediately obtain

φ(uε) 6 φ
(
ελAUλ

Ω(x
ε )
)

+ φ
(
OH1(ε2λ)

)

= |A| ελ+µΦ(Uλ
Ω) + φ

(
OH1(ε2λ)

)
,

so that, if the remainder is small, φ(uε) behaves like ελ+µ. The estimation of the remainder

φ
(
OH1(ε2λ)

)
requires a specific treatment, depending of each functional φ (some powers

of ε may be lost by differentiation, for instance).
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généraux pour le problème de Dirichlet. RAIRO Modél. Math. Anal. Numér. 24(1) (1990)

27–52.

[7] P. GRISVARD. Boundary value problems in non-smooth domains. Pitman, London 1985.

[8] A. IL’LIN. Matching of asymptotic expansions of solutions of boundary value problems.

Translations of Mathematical Monographs (1992).

[9] P. JOLY, S. TORDEUX. Matching of asymptotic expansions for wave propagation in media

with thin slots i: The asymptotic expansion. Multiscale Modeling and Simulation: A SIAM

Interdisciplinary Journal 5(1) (2006) 304–336.

[10] V. A. KONDRAT′EV. Boundary value problems for elliptic equations in domains with conical

or angular points. Trans. Moscow Math. Soc. 16 (1967) 227–313.

[11] D. LEGUILLON, E. SANCHEZ-PALENCIA. Computation of singular solutions in elliptic prob-

lems and elasticity. Masson, Paris 1987.

[12] V. G. MAZ’YA, S. A. NAZAROV, B. A. PLAMENEVSKIJ. Asymptotic theory of elliptic bound-

ary value problems in singularly perturbed domains. Birkhäuser, Berlin 2000.
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