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Abstract

This is the first of two papers in which we study the singularities of solutions of second
order linear elliptic boundary value problems at the edges of piecewise analytic domains
in R3. When the opening angle at the edge is variable, there appears the phenomenon
of “crossing” of the exponents of singularities. For this case, we introduce the appropri-
ate combinations of the simple tensor product singularities that allow to give estimates
in ordinary and weighted Sobolev spaces for the regular part of the solution and for the
coefficients of the singularities. These combinations appear in a natural way as sections of
an analytic bundle above the edge. Their behavior is described with the help of divided
differences of powers of the distance to the edge. The class of operators considered in-
cludes second order elliptic operators with analytic complex valued coefficients with mixed
Dirichlet, Neumann or oblique derivative conditions. With our description of the singular-
ities we are able to remove some restrictive hypotheses that were previously made in other
works. In this first part, we prove the basic facts in a simplified framework. Nevertheless
the tools we use are essentially the same in the general situation.

ORIGIN OF THE PROBLEM.

Intersections and unions of simple everyday geometrical objects as cylinders, cones,
balls, or half-spaces, usually have edges and corners that give rise to singularities
of solutions of elliptic boundary value problems of mathematical physics in such
bodies. The precise description of these singularities can be used, for example, for
the construction of effective numerical approximation methods.

In general, the opening angles are not constant along the edges. Let us mention
two simple examples. The first, the “skew cylinder”, is a cylinder with a circular
base that is cut by a plane which is not perpendicular to the axis of the cylinder.
Here the opening angle is less than π

2
on the upper half and greater than π

2
on the

lower half of the elliptical edge, and there are precisely two points where this angle is
π
2
. The second example is a “knee” obtained by joining two identical skew cylinders

at their elliptical top surface. Here one has two points where the angle is π.

It is known that for the mixed Dirichlet-Neumann problem for the Laplacian in
a two dimensional sector, the type of the corner singularities changes if the opening
angle ω is π

2
. Let us give the formulas when a zero Dirichlet condition is imposed on



the side θ = ω and the Neumann condition g is prescribed on the side θ = 0. When
ω 6= π

2
(and ω > π

4
) the first corner singularity is

r
π
2ω cos( π

2ω
θ) . (0.1)

When ω = π
2
, instead of r cos θ we have as singularity :

r(log r cos θ + (ω − θ) sin θ) . (0.2)

Therefore one expects that for the corresponding problem on the skew cylinder, the
coefficients of the first singular function will blow up at the two exceptional points
mentioned above. The starting point of the present work was this problem and the
question, originally posed by I. Babuška, of finding a description of the singularities
that allows estimates in Sobolev spaces and is sufficiently explicit to be used for
numerical approximations.

From the literature on edge singularities let us mention the works of Kondra-
t’ev [6] and Nikishkin [12] who considered Dirichlet problems for operators that are
equivalent to the Laplace operator (see also the survey [7]). This approach has
been generalized by Maz’ya and Roßmann [10] to include the most general elliptic
boundary value problems (see also the review of their results in [8]). The hypotheses
made in these papers, however, exclude precisely the phenomenon mentioned above
for the skew cylinder. Another standard hypothesis is that the regularity index
considered for the splitting of the solution into a regular and a singular part does
not coincide with any of the exponents of the singular functions. We show that
both of these hypotheses can be removed at the expense of an arbitrarily small loss
of regularity. The Neumann problem for the Laplacian has also traditionally been
excluded from consideration by a certain bijectivity assumption. We show how to
get rid of this assumption.

A much more general framework for edge problems has been considered in the
approach of Rempel and Schulze [15, 14, 17]. Here the problems arising from vary-
ing edge angles and variable coefficients have been attacked on a very general basis.
Since it is our aim to give very explicit descriptions and estimates for the singulari-
ties, we choose a more direct approach in the spirit of [10].

Some of the results of this paper were announced in [1, 2]. Our work is divided
into two parts. In Part I, we present the basic results and proofs. In Part II, we prove
some extensions and improvements. In order to deal with the simplest hypotheses
and notations possible, we chose to treat in Part I the Dirichlet boundary conditions.
We show in Part II how this can be extended to a more general framework, including
mixed, Neumann or oblique derivatives conditions.

In Part I, we describe the structure of the singularities with the help of “divided
differences” of powers rλ of the distance r to the edge calculated in λ equal to some
singularity exponents of the problem. In Part II, we prove that such a description
can be formulated in terms of analytic bundles above the edges, which gives another
insight of the structure of the solutions. In the spirit of [11] we also prove that, in
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the case of the Laplace operator, a correct and simple description can be obtained
with divided differences of ζλ , where ζ ∈ C is the complex writing of the normal
coordinates to the edge. All this is based on an algorithm for the construction
of singularities. This algorithm, contained in the proof of Theorem 1.3, will be
further explained in Part II. It allows a better understanding of the singularities
and may eventually lead to the possibility of proving approximation properties for
these singularitites.

The methods of this paper can be used to treat various related problems which
will be the subjects of forthcoming papers. In the general situation of higher order
operators and systems, the singularity exponents no longer depend on the opening
angle in an analytic way : there appear bifurcations. It is nevertheless possible to
treat this general case along the lines of this paper (a description of the form of the
singular functions in the case of bifurcations has been given by Schmutzler [16]). A
second question to be considered concerns estimates in spaces of analytic functions
for the solution and the coefficients of the singularities. Thirdly, the assumptions on
the geometry of the domain can be generalized in various directions : non-analytic
faces, degenerating edges and, more interestingly, polyhedral corners.

1. MAIN RESULTS

1.a Domains. The domains we consider are three-dimensional bounded Lips-
chitz domains Ω with piecewise analytic boundary and analytic edges. For such a
domain, there exists an analytic manifold M of dimension 1 and without boundary
such that ∂Ω \M is the disjoint union of a finite number of connected components
∂jΩ, which are analytic manifolds of dimension 2 and with boundary. M is the
union of the edges and the ∂jΩ are the faces. We assume that near any y ∈ M , Ω
is analytically diffeomorphic to a dihedral angle. The example of the skew cylinder
obviously satisfies the above properties.

In each point y of M , let ω(y) be the opening of Ω in y : more precisely, ω(y)
is the angle between the two tangent planes to ∂Ω at y. The assumption that Ω is
Lipschitz excludes that ω(y) can be equal to 0 or 2π.

We have seen in the example of the knee that the occurrence of the opening π is
also natural. But if ω(y) is equal to π in an isolated point y0, Ω is not diffeomorphic
to a dihedral angle in any neighborhood of y0. Therefore we exclude this case now.
We will return to it in a forthcoming paper. On the other hand, if y0 ∈ M belongs
to a regular part of the boundary of Ω, ω(y) ≡ π in the whole connected component
of M which contains y0 and the assumption holds. Such a part of the edge is a line
of discontinuity for the boundary conditions or the boundary data. This will appear
in the general boundary conditions we consider in Part II.

Locally near any point y0 of M , we will use special cylindrical coordinates (y, r, θ)
such that in a suitable neighborhood the edge corresponds to r = 0, y is the coordi-
nate along the edge and Ω corresponds to 0 < θ < ω(y). Since Ω is piecewise ana-
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lytic, we can assume that these coordinates are analytic. Such coordinates are cylin-

drical coordinates associated with cartesian analytic variables (y, z) : r =
√
z2
1 + z2

2

and θ = Arctan z2

z1
.

1.b Boundary value problems. As stated above, our first motivation was to
treat mixed Dirichlet-Neumann problems for the Laplace operator. It turns out that
the type of structure we find is not specific of the Laplace operator and it is natural
to extend this work to general elliptic second order boundary value problems. But
in this Part I, we will for simplicity only consider the Dirichlet conditions for a class
of elliptic second order operators.

Let
A(x; ∂x) =

∑

|α|≤2

aα(x)∂α
x

be an elliptic second order operator with complex coefficients, analytic on Ω. We
want to describe the structure of solutions of the following Dirichlet problem :

{
Au = f in Ω ,

u ∈
o

H1(Ω) .
(1.1)

We assume some regularity hypotheses on the right hand side : for a positive real
number s

f ∈ Hs−1(Ω) . (1.2)

We suppose that A satisfies some a priori estimates along the edges : see Hypothe-
sis 4.2. A more general hypothesis will be presented in Part II, in a more direct and
invariant form. It is important to note that any strongly elliptic operator A satisfies
such an assumption. Let us recall that A is called strongly elliptic if there holds

∃C > 0, ∀ξ ∈ R
3, Re

∑

|α|=2

aα(x)ξα ≥ C|ξ|2

1.c Exponents of singularities. For a solution of (1.1), we expect singularities
along the edges which behave as powers rµ(y) of the distance from the edge. The
exponents µ(y) are determined by the eigenvalues of some Sturm-Liouville problems
My on (0, ω(y)) (see (4.5)). It is well known that for the Laplace operator these
eigenvalues are kπ

ω(y)
.

According to [4] §14, we obtain that, in the case of second order scalar operators
with complex coefficients, the eigenvalues of My are simple and have the following
form

kν(y), k ∈ Z
∗ with ν(y) ∈ C \ iR . (1.3)

The function ν is analytic on the edge M . We will give a formula for ν in section 4
(see (4.6)).
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We also need the translations by integers of the eigenvalues kν. We write

νkl(y) := kν(y) + l, for k ≥ 0 and l ≥ 0. (1.4)

The integer exponents ν0l arise in Taylor expansions. They give rise to singularities
when they cross a singularity exponent. We use also the notation

νκ = νkl for κ = (k, l) ∈ N
2.

1.d Simple asymptotics. What can be expected as asymptotics along the edge
in local coordinates (y, r, θ) is

∑

κ,q,n

cκ,q,n(y) r
νκ(y) logq r ϕκ,q,n(y, θ) (1.5)

where only the cκ,q,n depend on the data (f, gj). Actually, such an asymptotics in
tensor product form is not convenient in general, since the cκ,q,n are not regular
enough. Therefore we define the usual (see [6], [4], [10]) regular extension of the
coefficients : we introduce a function Φ(y, r) such that its partial Fourier transform
satisfies

Fy→ξΦ(ξ, r) = φ(r|ξ|)

where φ is a rapidly decreasing function, has a Fourier transform with compact
support, and satisfies for a sufficiently large N

φ(0) = 1,
dn

dtn
φ(0) = 0 (n = 1, . . . , N). (1.6)

We define the convolution with respect to y,

(c ∗ Φ)(y, r) :=
∫

Φ(y − y′, r) c(y′) dy′. (1.7)

The following theorem describes our result on the ‘simple’ edge asymptotics, i. e.
when any crossing between exponents νκ is excluded. Asymptotics of this type, but
under more restrictive hypotheses, are given in [6], [12] and [10]. For the case of a
straight edge, see [4], and for a circular edge, see [13].

Theorem 1.1 We assume that A is strongly elliptic. Let I, I ′ be intervals such that
the local coordinates (y, r, θ) are defined in a neighborhood U of I ′ in Ω and I ⊂⊂ I ′.
We assume that for some ε0 ≥ 0 there holds

for all κ we have ∀y ∈ I ′, Re νκ(y) < s or ∀y ∈ I ′, Re νκ(y) ≥ s− ε0 . (1.8)

We suppose there is no crossing point in I ′, i. e.

if νκ(y) = νκ′(y) and Re νκ(y) < s for some y ∈ I ′, then νκ ≡ νκ′. (1.9)
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To each κ there exists a finite set of indices (q, n) and analytic functions ϕκ,q,n(y, θ)
such that any solution u of problem (1.1) with f ∈ Hs−1(Ω) can be decomposed into

u = ureg + using.

Here ureg ∈ Hs+1−ε(U) and r−s−1+εureg ∈ L2(U) ∀ε > ε0 and

using =
∑

κ,q,n

(cκ,q,n ∗ Φ)(y, r) rνκ(y) logq r ϕκ,q,n(y, θ) . (1.10)

The coefficients cκ,q,n(y) are defined on I and satisfy cκ,q,n ∈ Hs−Re νκ(y)−ε(I) for all
ε > 0. The sum extends over those κ for which Re νκ < s holds on I.

Let us note that the assumption (1.8) is not restrictive. For any interval I such
an ε0 exists ; conversely, for any y0 ∈M and any ε0 > 0 we can find such an interval
I containing y0. In the works [6], [12] and [10], the corresponding assumption is
formulated more restrictively :

∀κ, ∀y ∈M, Re νκ(y) 6= s. (1.11)

If (1.11) holds on I, we can take ε0 = 0 in our statement.

The assumption (1.9) excludes any crossing of the exponents νκ, i. e. any isolated
point of the edge where two distinct exponents coincide with each other without
remaining equal on the whole edge. All the authors quoted above also require this
condition. We will see that such a crossing of exponents in general induces the
blowing up of coefficients in the expansion (1.10).

For the problem of the skew cylinder with the Laplace operator, it is impossible
to avoid such crossings. For y0 such that ω(y0) = π/2 (there always exist two such
points), we have νκ(y0) = νκ′(y0) for

κ = (1, 0) and κ′ = (0, 2) for Dirichlet or Neumann problems
κ = (1, 0) and κ′ = (0, 1) for the mixed problems.

The points where crossing of exponents will eventually appear (for large s) are dense
in M , so this phenomenon occurs in a generic way.

1.e Asymptotics at crossing points. Let y0 be a crossing point, i. e., a point
where there exist κ and κ′ such that

νκ(y0) = νκ′(y0) with Re νκ(y0) < s and νκ 6≡ νκ′ in I. (1.12)

Our domain being piecewise analytic, such a point is isolated. We are going to group
together the exponents which meet each other at y0.

Let Ky0 be the set of indices,

Ky0 := {κ = (k, l) | Re νκ(y0) < s} .
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We denote by µ0
1, . . . , µ

0
j0

the distinct elements of the set

{νκ(y0) | κ ∈ Ky0} .

Since y0 is a crossing point, the cardinality of Ky0 is strictly larger than j0. For each
j, let Ky0,j be the subset of Ky0,

Ky0,j :=
{
κ ∈ Ky0 | νκ(y0) = µ0

j

}
.

The µ0
j are either crossing exponents (if #Ky0,j > 1) or simple exponents (if #Ky0,j =

1).

For each κ, we call multiplicity of νκ the maximal power of log r which appears
in the asymptotics (1.10) along with the term rνκ(y) for y ∈ I \ {y0}. Then we
denote by (κq

j)1≤q≤qj
an enumeration of Ky0,j, repeating each term according to its

multiplicity.

Finally, we set for y ∈ I:

µj(y) := max
κ∈Ky0,j

Re νκ(y). (1.13)

What essentially changes from the simple asymptotics (1.10) is the behavior of
the functions of r. Instead of having separately the terms rνκ(y) logp r, we have
now special combinations of these terms which are globally analytic and cannot be
separated without destroying this analyticity. Let us introduce these combinations.

Definition 1.2 Let q ≥ 1 an integer and ν1, . . . , νq be complex numbers, not nec-
essarily distinct. Let γ be any simple curve surrounding ν1, . . . , νq in the complex
plane. Then we define

S[ν1, . . . , νq; r] =
1

2πi

∫

γ

rλ

(λ− ν1) · · · (λ− νq)
dλ.

For each fixed value of r, S[ν1, . . . , νq; r] is nothing else but the divided difference
of the function λ 7→ rλ at the points ν1, . . . , νq (see (8.4)).

Here are some examples. We assume that ν1 is different from ν2.

S[ν1; r] = rν1

S[ν1, ν1; r] = rν1 log r

S[ν1, ν2; r] =
rν1 − rν2

ν1 − ν2

S[ν1, ν1, ν2; r] =
rν1 log r

ν1 − ν2

−
rν1 − rν2

(ν1 − ν2)2
.
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Theorem 1.3 We assume the same hypotheses about the boundary value problem
and the intervals I and I ′ as in Theorem 1.1 and we take ε0 ≥ 0 satisfying (1.8).
We suppose that y0 is a crossing point in I and there is no other crossing point in
I ′. Then with the above notations, to each j = 1, . . . , j0 and to each q = 1, . . . , qj,
there exists a finite set of indices n and analytic functions ψj,q,n(y, θ) such that any
solution u of problem (1.1) with f ∈ Hs−1(Ω) can be decomposed into

u = ureg + using.

Here ureg ∈ Hs+1−ε(U) and r−s−1+εureg ∈ L2(U) ∀ε > ε0 + δ(I) and

using =
∑

j,q,n

(dj,q,n ∗ Φ)(y, r)S[νκ1
j
(y), . . . , νκ

q
j
(y); r]ψj,q,n(y, θ) . (1.14)

The coefficients dj,q,n(y) are defined on I and satisfy dj,q,n ∈ Hs−µj−ε(I) for all
ε > δ(I). Here and in the regular part, δ(I) is a continuous function of I which
tends to 0 when the length of I tends to 0.

Remark 1.4 The above statement also holds when there is no crossing point in I ′.
In such a situation, the functions µj are the real parts of the νκ and the functions
S[. . . ; r] are evaluated in (νκ, . . . , νκ). The function δ(I) is 0. Using the formula

S[νκ, . . . , νκ︸ ︷︷ ︸
q+1 times

; r] =
1

q!
rνκ logq r ,

one obtains in this way Theorem 1.1 as a consequence of Theorem 1.3.

The loss of regularity δ(I) comes from the width of the crossings, i. e. the
difference between the real parts of the functions νκ, κ ∈ Ky0,j which meet in y0.

Remark 1.5 It is possible to give a precise formulation for the loss of regularity
described by δ(I). We set (compare (1.13))

µ
j
(y) := min

κ∈Ky0,j

Re νκ(y). (1.15)

and
δ(y) := sup

1≤j≤j0

(µj(y) − µ
j
(y)) .

Then δ(I) = supy∈I δ(y).

This loss of regularity is a consequence of the induction argument used in the
proof of Theorem 1.3 (see § 6).

A careful comparison of both expansions (1.10) and (1.14), using the bundle
structure of the singularities developped in Part II, shows that this loss of regularity
is an artefact of the induction proof. We can prove that if the interval I is chosen in
such a way that δ(I) ≤ 1 holds, then there exists a decomposition as in Theorem 1.3
with δ(I) replaced by 0.
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We show in Part II that the expansions in Theorems 1.1 and 1.3 still hold with
weaker assumptions on the boundary value problem. Two facts are important :

1. The eigenvalues of the associated “Sturm-Liouville” problems depend on y in
an analytic way ; this always holds for second order scalar problems as opposed
to higher order problems or systems.

2. Some model operators B
±
0 defined on the sector Γy of opening ω(y) have to be

injective. Such a condition insures the tangential regularity along the edge for
the problem (1.1). It is shown in [3] that for operators with constant coeffi-
cients, such an injectivity condition is equivalent to the existence of expansions
of type (1.10).

We formulate in Part II two versions, (CV) and (CH), of such injectivity conditions
which insure the validity of an expansion of type (1.10) or (1.14). The range of
these conditions includes besides the Dirichlet, Neumann and mixed problems also
oblique derivative problems.

1.f An example. Let us illustrate our statements by the simple example we
quoted at the beginning. We consider the mixed Dirichlet-Neumann problem for
the Laplace operator on a skew cylinder. We have the expansions (1.10) or (1.14)
for the solutions of this problem with

νkl =

{
k π

ω
− π

2ω
+ l if k ≥ 1

l if k = 0.

We could have described a similar example for the Dirichlet problem. But we prefer
to consider again the same example that we quoted at the beginning because the
first crossing value above the points where the opening is π

2
is 1, instead of 2 for the

Dirichlet problem. So, for the mixed problem the crossing of exponents influences
the H2 regularity of the solution, instead of H3 concerning the Dirichlet problem.

We take s ∈ (1, 2/(1+α)), where α is the “obliquity” of the skew cylinder. Let us
assume that the Dirichlet condition is 0. Then the exponent ν(0,0) does not appear.
With that choice of s, only ν(1,0) and ν(0,1) are relevant. For simplicity, let us denote

ν1(y) := ν(1,0)(y) =
π

2ω(y)

ν2(y) := ν(0,1)(y) = 1.

There are exactly two points y ∈ M where ν1(y) = ν2(y) holds. These are the
two points y0, y

′
0 where ω(y) = π

2
. On M \ {y0, y

′
0}, the simple asymptotics (1.10)

holds. Here q = 0 and only one value of n is required. We write l instead of (l, 0, 1).
Then we can choose

ϕ1(y, θ) = cos ν1(y)θ

ϕ2(y, θ) = sin(ω(y) − θ).
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The function rν1ϕ1 corresponds to the first corner singularity (0.1) and the function
rν2ϕ2 is a polynomial. The “simple asymptotics” of u is

c1 ∗ Φ rν1ϕ1 + c2 ∗ Φ rν2ϕ2 .

Here it is possible to compute c2(y) since it depends only on the pointwise value of
the Neumann boundary datum g on the edge :

c2(y) =
g(y, 0)

cosω(y)
.

Then c2 ∈ Hs−1
loc (M \ {y0, y

′
0}) and c2 generally blows up in y0 and y′0.

In order to get the direct representation of Theorem 1.3 at the crossing points,
we need three basis functions, for instance:

S[ν1(y); r]ψ1,1(y, θ) = rν1(y) cos ν1(y)θ

S[ν1(y); r]ψ1,2(y, θ) = rν1(y) sin(ω(y)− θ) − cos ν1(y)θ

1 − ν1(y)

S[ν1(y), ν2(y); r]ψ2,1(y, θ) =
r − rν1(y)

1 − ν1(y)
sin(ω(y) − θ).

Then the asymptotics of u can be written

d1,1 ∗ ΦS[ν1; r]ψ1,1 + d1,2 ∗ ΦS[ν1; r]ψ1,2 + d2,1 ∗ ΦS[ν1, ν2; r]ψ2,1.

Indeed, only two basis functions are necessary to describe the asymptotics near
the crossing points : this is what we call in Part II the “bundle representation”. For
each y ∈M , let us introduce the following two spaces B1(y) and B2(y) :

B1(y) is generated by rν1(y) cos ν1(y)θ,

B2(y) is generated by r sin(ω(y)− θ).

We note that B1 and B2 define analytic bundles above M and that

when y = y0 or y′0, then B1(y) = B2(y).

Nevertheless B1 + B2 has an analytic extension above M whose a trivialization is
given by the two sections

X1(y, r, θ) = rν1(y) cos ν1(y)θ.

X2(y, r, θ) =
r sin(ω(y) − θ) − rν1(y) cos ν1(y)θ

1 − ν1(y)

=
r − rν1(y)

1 − ν1(y)
sin(ω(y)− θ)

+ rν1(y) sin(ω(y)− θ) − cos ν1(y)θ

1 − ν1(y)

=
r − rν1(y)

1 − ν1(y)
cos ν1(y)θ

+ r
sin(ω(y) − θ) − cos ν1(y)θ

1 − ν1(y)
.
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At the limit when ω → π
2
, X2 tends to the logarithmic singularity (0.2). The

asymptotics of u can be written as

b1 ∗ ΦX1 + b2 ∗ ΦX2 .

Now we can compare the three representations of a singular part, namely the
“simple asymptotics” of Theorem 1.1, the “direct representation” of Theorem 1.3,
and the “bundle representation” with the basis X1, X2. Assume that we have

c1 r
ν1ϕ1 + c2 r

ν2ϕ2 = d1,1 S[ν1; r]ψ1,1 + d1,2 S[ν1; r]ψ1,2 + d2,1 S[ν1, ν2; r]ψ2,1

= b1X1 + b2X2.

Then there hold the following relations between the coefficients.

b1 = c1 + c2 , c1 = b1 −
b2

(1 − ν1)
, d1,1 = b1

b2 = c2(1 − ν1) , c2 =
b2

(1 − ν1)
, d1,2 = d2,1 = b2.

These relations clearly display the blow-up of the coefficients in the simple asymp-
totics at the points y0, y

′
0 and also the necessity for the introduction of the exponents

µj(y) in (1.13).

1.g Plan of Part I. The strategy of our paper is as follows :

In section 2 we define the necessary Sobolev spaces with weight. We consider
spaces over L2, but with arbitrary real, even variable, regularity index and weight.

In section 3, we study singular functions of the type appearing in the expansion
(1.14). We consider the effects of differential operators acting on such functions and
we study the regularizing operator (1.7).

Sections 4, 5 and 6 contain the proof of the main expansion theorem. Our
strategy of proof is analogous to that followed by Maz’ya and Rossmann [10].

In section 4, we consider right hand sides whose Taylor expansion at the edge
vanishes. Here the phenomenon of crossing of exponents does not yet appear, be-
cause we consider an increase of less than 1 in regularity.

In section 5, the right hand sides are themselves of the form of singular functions.
Here one observes crossings.

In section 6, we finish the proof for the general right hand sides and a higher
increase in regularity.

In section 7, it is shown that the choice of local cylindrical coordinates has no
influence on the form of the asymptotic expansion. This justifies the choice made
in sections 2–6 of a constant opening angle ω = ω(y).

In section 8 we present some basic facts about divided differences which we use
in several places for the study of the singularities, especially the Leibniz formula
(8.7).
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2. NOTATION AND FUNCTION SPACES

2.a Domains. We begin with the notation related to the domains. Since our
domains are locally diffeomorphic to dihedral angles, we consider here the case of
such a dihedral angle R × Γ, where Γ is a plane sector with opening ω :

Γ = {z = (r cos θ, r sin θ) | 0 < r, 0 < θ < ω} .

y is the variable in R and z in Γ and (r, θ) are the polar coordinates in R2. x denotes
the global variable (y, z). Γρ is the finite sector :

Γρ := {z ∈ Γ | r = |z| < ρ} for ρ > 0.

I and I ′ will always denote two open intervals in R such that the closure of I is
contained in I ′. ρ and ρ′ will always satisfy 0 < ρ < ρ′. All these objects can be
different at each occurence, like constants C.

We will use ordinary Sobolev spaces and weighted ones, with constant or variable
exponents or weights.

2.b Ordinary Sobolev spaces. We begin with a convention concerning
o

H1(D).

Generally,
o

H1(D) will denote as usual the closure of C∞
0 (D) in H1(D), except when

D = I × Γρ or D = I ′ × Γρ′ :
o

H1(I × Γρ) will denote the space of the functions

u ∈ H1(I×Γρ) such that u = 0 on I×(∂Γ∩Γρ), and
o

H1(I ′×Γρ′) is defined similarly.

Let s > 0. The characterization of Hs(R) by Fourier transformation is well
known. There also exists a characterization by differential quotients. In the usual
way, ∆h denotes the operator :

(∆hf)(y) = f(y + h) − f(y)

and for l ∈ N, ∆l
h denotes its l-th iterate. For a fixed s, let k and l be integers such

that
0 ≤ k < s and l > s− k.

Then for any such k and l,

‖u‖
L2(R)

+

(∫

R

∫ 1

−1

|∆l
h∂

k
yf(y)|2

|h|2(s−k)+1
dh dy

)1
2

(2.1)

is an equivalent norm on Hs(R) [18].

Now, if β is a positive C∞ function on R, let k and l be integers such that

∀y ∈ R 0 ≤ k < β(y) and l > β(y) − k.
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Then we define equivalent norms on Hβ(R) in a similar way to (2.1) : Hβ(R) is the
space of the functions u ∈ Hk(R) such that the following norm is finite

‖u‖
L2(R)

+

(∫

R

∫ 1

−1

|∆l
h∂

k
yf(y)|2

|h|2(β(y)−k)+1
dh dy

)1
2

. (2.2)

Such a space with variable exponents allows to give a global description of the regu-
larity of the function u. Locally, this description corresponds closely to a description
in terms of ordinary Sobolev spaces with constant exponents. More precisely, we
have :

if ∀y ∈ I s1 ≤ β(y) ≤ s2 then Hs2(I) ⊂ Hβ(I) ⊂ Hs1(I) . (2.3)

Indeed, we will only use this fact in the proofs.

2.c Weighted Sobolev spaces. Let us introduce now weighted spaces on R×Γ.
For s ≥ 0 the space V s

0 (R × Γ) is the space of the functions u satisfying

∀α ∈ N
3 with |α| ≤ s, r|α|−s∂α

xu ∈ L2(R × Γ) (2.4)

and, if s is not an integer, with {s} the fractional part of s :

∀α ∈ N
3 with |α| = s− {s},

∫

R

∫

Γ

∫ 1

−1

∫

Γ1

|∆h∂
α
x f(x)|2

|h|2{s}+3
dh dx <∞ (2.5)

For δ ∈ R, V s
δ (R × Γ) is the space of the functions u such that rδu ∈ V s

0 (R × Γ). In
particular, the condition (2.4) is transformed into :

∀α ∈ N
3 with |α| ≤ s, r|α|−s+δ ∂α

xu ∈ L2(R × Γ).

As an obvious consequence of the definition, we have :

If δ, δ′ ∈ R and u ∈ V s
δ (R × Γ) then rδ′u ∈ V s

δ−δ′(R × Γ). (2.6)

For 0 ≤ γ and any δ ∈ R one has the inclusion

V s+γ
δ+γ (R × Γ) ⊂ V s

δ (R × Γ) . (2.7)

The weighted spaces V s
δ (Γ) on Γ are defined in the same way : we use formulas

analogous to (2.4) and (2.5), with |h|2{s}+3 replaced by |h|2{s}+2 in (2.5).

2.d Partial Fourier transformation. We also need a characterization of the
spaces Hs(R × Γ) and V s

δ (R × Γ) by partial Fourier transformation along the edge.

According to [4] theorem (AA.11), we have :

Hs(R × Γ) = L2(R, Hs(Γ)) ∩Hs(R, L2(Γ)). (2.8)
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It is possible to prove in a similar way that :

V s
δ (R × Γ) = L2(R, V s

δ (Γ)) ∩Hs(R, V 0
δ (Γ)). (2.9)

It is now natural to introduce the following norms with parameter τ > 0 :

‖u‖
2

Hs(Γ,τ)
:= ‖u‖

2

Hs(Γ)
+ τ 2s‖u‖

2

L2(Γ)
(2.10)

and
‖u‖

2

Es
δ
(Γ,τ)

:= ‖u‖
2

V s
δ

(Γ)
+ τ 2s‖u‖

2

V 0
δ

(Γ)
, (2.11)

thus Es
δ(Γ) stands for the space V s

δ (Γ) ∩ V 0
δ (Γ).

We set <ξ> := max(|ξ|, 1). From (2.8) and (2.10) we find the equivalence of
norms :

‖u‖
2

Hs(R×Γ)
≃
∫

R

‖û(ξ, .)‖
2

Hs(Γ,<ξ>)
dξ. (2.12)

And from (2.9) and (2.11) :

‖u‖
2

V s
δ

(R×Γ)
≃
∫

R

‖û(ξ, .)‖
2

Es
δ
(Γ,<ξ>)

dξ. (2.13)

Now, if we set

ũ(ξ, z) := û(ξ,
z

<ξ>
), (2.14)

we have

‖û(ξ, .)‖
Hs(Γ,<ξ>)

= <ξ>s−1‖ũ(ξ, .)‖
Hs(Γ)

(2.15)

‖û(ξ, .)‖
Es

δ
(Γ,<ξ>)

= <ξ>s−δ−1‖ũ(ξ, .)‖
Es

δ
(Γ)

(2.16)

‖û(ξ, .)‖
V s

δ
(Γ)

= <ξ>s−δ−1‖ũ(ξ, .)‖
V s

δ
(Γ)
. (2.17)

Lemma 2.1 The following characterizations by partial Fourier transform hold :

‖u‖
2

Hs(R×Γ)
≃
∫

R

<ξ>2(s−1)‖ũ(ξ, .)‖
2

Hs(Γ)
dξ (2.18)

and
‖u‖

2

V s
δ

(R×Γ)
≃
∫

R

<ξ>2(s−δ−1)‖ũ(ξ, .)‖
2

Es
δ
(Γ)

dξ. (2.19)

The first one is a consequence of (2.12) and (2.15) and the second one a consequence
of (2.13) and (2.16).
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2.e Negative exponents. For negative s, the space V s
δ (R × Γ) is defined by

duality, as the dual space of
o

V −s
−δ (R × Γ) which is the closure of C∞

0 (R × Γ) in
V −s
−δ (R × Γ). Then formulas (2.8) and (2.9) are replaced by

Hs(R × Γ) = L2(R, Hs(Γ)) +Hs(R, L2(Γ)) (2.20)

and
V s

δ (R × Γ) = L2(R, V s
δ (Γ)) +Hs(R, V 0

δ (Γ)) (2.21)

Moreover formulas (2.18) and (2.19) still hold. It is important to notice that for any
ρ > 0 there holds, compare [4] Theorem (AE.7),

∀s < 0 V s
0 (Γρ) = Hs(Γρ). (2.22)

As a consequence of (2.20) and (2.21) we get

∀s < 0 V s
0 (R × Γρ) = Hs(R × Γρ). (2.23)

For any s, the spaces V s
δ (Γ) can be characterized by the Mellin transform

f̂(λ) =
∫ ∞

0
r−λ−1f(r) dr .

The following result holds

Lemma 2.2 Let s and δ be real numbers.
(i) If f ∈ V s

δ (Γ), then f̂(λ) is defined for Reλ = s− 1− δ with values in Hs((0, ω))
and we have the equivalence of norms :

‖f‖
2

V s
δ

(Γ)
≃
∫

Re λ = s−1−δ
‖f̂(ξ, .)‖

2

Hs((0,ω),|λ|)
dλ.

(ii) If f ∈ V s
δ (Γ) with compact support, then f̂(λ) is defined for Reλ ≤ s − 1 − δ

and is analytic with values in Hs((0, ω)).

2.f Anisotropic spaces. In order to describe the tangential regularity along
the edge of our operators, we will need anisotropic spaces on R×Γ, with additional
regularity in the variable y ∈ R. Let s ∈ R and δ ∈ R. For t ∈ N, V s,t

δ (R×Γ) is the
space of the u satisfying

∀k ∈ {0, . . . , t} ∂k
yu ∈ V s

δ (R × Γ)

and similarly Hs,t(R × Γ). For any t ≥ 0, starting from (2.8) and (2.9) we set for
s ≥ 0

Hs,t(R × Γ) = H t(R, Hs(Γ)) ∩Hs+t(R, L2(Γ)). (2.24)

and
V s,t

δ (R × Γ) = H t(R, V s
δ (Γ)) ∩Hs+t(R, V 0

δ (Γ)). (2.25)
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As a consequence of (2.18) and (2.19) we get

‖u‖
2

Hs,t(R×Γ)
≃
∫

R

<ξ>2(s+t−1)‖ũ(ξ, .)‖
2

Hs(Γ)
dξ (2.26)

and
‖u‖

2

V
s,t

δ
(R×Γ)

≃
∫

R

<ξ>2(s+t−δ−1)‖ũ(ξ, .)‖
2

Es
δ
(Γ)

dξ. (2.27)

The above formulas work as a definition for s < 0. The following technical result will
be useful later. Its proof is a straightforward consequence of (2.17) and interpolation
between spaces V s

δ [18].

Lemma 2.3 Let s, t and δ be real numbers. Let γ > 0. Then for all β ∈ [0, γ] we
have the inclusion

H t(R, V s
δ (Γ)) ∩H t+γ(R, V s−γ

δ (Γ)) ⊂ H t+β(R, V s−β
δ (Γ)).

We also have the following embeddings for any s, δ, t ≥ 0 and γ ≥ 0

Hs,t(R × Γ) ⊂ Hs−γ,t+γ(R × Γ) (2.28)

and
V s,t

δ (R × Γ) ⊂ V s−γ,t+γ
δ (R × Γ). (2.29)

2.g Variable weights and exponents. For a variable weight δ ∈ C∞(R), we
define V s

δ (R× Γ) as the space of the functions u such that rδ(y)u(y, z) ∈ V s
0 (R× Γ).

As a consequence of the definitions, any function u ∈ V s
s+δ(R × Γ) satisfies for

any s ≥ 0
rδ(y) u ∈ L2(R × Γ).

We introduce the following limit of these spaces :

H∞
δ (R × Γ) :=

⋂

s≥0

V s
s+δ(R × Γ) .

It is also possible to define weighted spaces with variable exponents β(y) and weights
δ(y). We first introduce V β

0 (R × Γ) using a formula like (2.2), then we proceed as
above. All these spaces can be defined on any I × Γρ and if

∀y ∈ I s1 ≤ β(y) ≤ s2 and δ1 ≥ δ(y) ≥ δ2 ,

we have
V s2

δ2
(I × Γρ) ⊂ V β

δ (I × Γρ) ⊂ V s1
δ1

(I × Γρ) .
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3. SINGULAR FUNCTIONS IN WEIGHTED SOBOLEV SPACES

Let us recall that the singular functions have locally the following form (compare
with expansion (1.14)) :

ψ(y, θ)S[µ1(y), . . . , µJ(y); r] (c ∗ Φ)(y, r). (3.1)

where ψ is analytic, µ1, . . . , µJ are analytic with complex values and c is a function
defined on an interval of R. We are going to prove differentiability and regularity
properties for functions of this form.

We begin with two preparatory lemmas, the first one about the regular extension
c ∗Φ on the dihedral angle R×Γ of given functions c along the edge and the second
one about the regularity of the “radial” part S of the singular functions (3.1).

Lemma 3.1 We assume that β ∈ R and β < N + 1, where N is the integer we
introduced in the definition of Φ. Let c ∈ Hβ(I ′). Then for any I ⊂⊂ I ′ there exists
ρ > 0 such that for any ε > 0 we have the four following propositions

(i) ∀α ∈ N2, |α| ≥ 1, ∀k ∈ N :

∂k
y∂

α
z (c ∗ Φ − c) = ∂k

y∂
α
z (c ∗ Φ) ∈ H∞

−β−1+k+|α|(I × Γρ);

(ii) if β ≥ 0, then c ∗ Φ − c ∈ V β
−1+ε(I × Γρ), more precisely,

c ∗ Φ − c ∈ Hβ(I;H∞
−1+ε(Γρ)) ∩ L

2(I;H∞
−β−1+ε(Γρ)) ;

(iii) if β ≥ 0, then c ∗ Φ ∈ H∞
−1+ε(I × Γρ) ;

(iv) if β < 0, then c ∗ Φ ∈ H∞
−β−1(I × Γρ).

Remark 3.2 The operator c 7→ c ∗ Φ works like a lifting of traces.

Proof. Using a cut-off function, we can assume that c ∈ Hβ(R) and c has compact
support in I ′. Let g = c ∗ Φ. We apply partial Fourier transformation to g with
respect to the variable y :

ĝ(ξ, z) = ĉ(ξ)φ(r|ξ|), ξ ∈ R, 0 < r = |z| < ρ.

Then for the derivatives of g one finds the Fourier transforms :
∣∣∣ ̂(∂α1

y ∂α2
r )g(ξ, z)

∣∣∣ =
∣∣∣|ξ||α|ĉ(ξ)∂α2φ(r|ξ|)

∣∣∣ .

Now one has :
∫ ρ

0

∣∣∣rδ+|α||ξ||α|ĉ(ξ)∂α2φ(r|ξ|)
∣∣∣
2
rdr = |ξ|−2δ−2|ĉ(ξ)|2

∫ ρ|ξ|

0
t2δ+2|α|+1|∂α2φ(t)|2dt. (3.2)

In order to show (iii), we choose δ = −1 + ε and estimate the right hand side of
(3.2) by C|ĉ(ξ)|2 for any α ∈ N2. Thus with |α| = α1 + |α′| :

r−1+ε+|α|∂α1
y ∂α′

z g ∈ L2(R × Γρ)
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for any α ∈ N3, hence
g ∈ H∞

−1+ε(R × Γρ).

When we have β < 0, the integral on the right hand side of (3.2) converges if we
choose δ = −β− 1. So we can estimate the right hand side of (3.2) by C|ξ|2β|ĉ(ξ)|2.
Hence (iv).

In order to show (i), we first reduce to the case k = 0 since

∂y(c ∗ Φ) = (∂yc) ∗ Φ.

Next we note that for α2 ≥ 1 (compare (1.6)) :

|∂α2φ(t)| ≤ CtN+1−α2 .

Thus the integral on the right hand side of (3.2) converges for any α1 ∈ N, α2 ≥ 1 if
δ > −N − 2. The choice δ = −β − 1 is possible if β < N + 1 holds. Then one finds

r−β−1+|α|∂α1
y ∂α′

z g ∈ L2(R × Γρ) for any α ∈ N
3 with |α′| ≥ 1,

hence for any β < N + 1 and |α′| ≥ 1 there holds

∂α′

z g ∈ H∞
−β−1+|α′|(R × Γρ),

hence (i).

We show (ii) for β ∈ N. The case of general β ∈ R+ then follows by interpolation.
We have to show for α = (α1, α

′), α1 ≤ β :

r−β−1+ε+|α|∂α1
y ∂α′

z (c ∗ Φ − c) ∈ L2(R × Γρ).

For |α′| ≥ 1 we have shown this above.

For α′ = 0 we write similarly as in (3.2) :
∫ ρ

0
|rδ+α1 |ξ|α1 ĉ(ξ)(φ(r|ξ|)− 1)|2rdr = |ξ|−2δ−2|ĉ(ξ)|2

∫ ρ|ξ|

0
t2δ+2α1+1|φ(t) − 1|2dt.

(3.3)
For δ = −β − 1 + ε and β < N + 1 the integral on the right hand side exists, since
|φ(t) − 1| ≤ CtN+1 due to (1.6). From the boundedness of φ(t) − 1 follows

|ξ|−2δ−2|ĉ(ξ)|2
∫ ρ|ξ|

0
t2δ+2α1+1|φ(t) − 1|2dt ≤ C(|ξ|2α1 + |ξ|2β−2ε)|ĉ(ξ)|2.

This is bounded by |ξ|2β|ĉ(ξ)|2 and therefore integrable if α1 ≤ β holds. Hence (ii)
follows.

Lemma 3.3 We assume that u ∈ V β
δ (I ′ × Γρ′) with β ∈ R and δ ∈ C∞(I ′). Let

µ1, . . . , µJ ∈ C∞(I ′), let I ⊂⊂ I ′ and :

µ = inf{Reµ1(y), . . . ,ReµJ(y) | y ∈ I}.

Then, for any ε > 0 :

u(y, z)S[µ1(y), . . . , µJ(y); r] ∈ V β
δ−µ+ε(I × Γρ).
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Proof. By definition of the singular function S[. . .], we can write the function

g(x) = u(y, z)S[µ1(y), . . . , µJ(y); r]

as a contour integral :

g(x) =
∫

γ
gλ(x)dλ.

Here γ is a simply closed contour around the set

{µ1(y), . . . , µJ(y) | y ∈ I} ⊂ C.

It can be chosen such that

min{Reλ | λ ∈ γ} ≥ µ− ε.

The function gλ is given by

gλ(x) =
1

2πi
u(y, z)

rλ

(λ− µ1(y)) · · · (λ− µJ(y))
.

It follows (2.6) that gλ ∈ V β
δ−Re λ(I × Γρ) ⊂ V β

δ−µ+ε(I × Γρ) and

‖gλ‖V
β
δ−µ+ε

(I×Γρ)
≤ C‖u‖

V
β
δ

(I′×Γρ′)

for all λ ∈ γ. Hence g ∈ V β
δ−µ+ε(I × Γρ) follows.

We will also need analytic expressions for the derivatives of the singular functions
S.

Lemma 3.4 Let µ1, . . . , µJ be analytic functions. Then :

(i)

∂yS[µ1(y), . . . , µJ(y); r] =
J∑

j=1

(∂yµj)(y)S[µ1(y), . . . , µj(y), µj(y), . . . , µJ(y); r]

(ii) For any k there exist analytic coefficients cj,k(y) such that :

∂k
rS[µ1(y), . . . , µJ(y); r] =

J∑

j=1

cj,k(y)S[µ1(y) − k, . . . , µj(y) − k; r]

(iii) If w(y, θ) is analytic, one has :

∂α
z (w(y, θ)S[µ1(y), . . . , µJ(y); r]) =

J∑

j=1

cj,α(y, θ)S[µ1(y) − |α|, . . . , µj(y) − |α|; r]

with analytic functions cj,α(y, θ).

Proof. The first formula is obvious and the third one is a straightforward con-
sequence of the second when one writes the derivatives with respect to z in polar
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coordinates. The proof of (ii) is based on an argument about divided differences.
We have

∂k
rS[µ1(y), . . . , µJ(y); r] =

∫

γ

pk(λ) rλ−k

(λ− µ1(y)) . . . (λ− µJ(y))
dλ

where γ is a simply closed contour around the set {µ1(y), . . . , µJ(y)} and pk is a
polynomial of degree k. Setting ur(λ) = rλ−k and v(λ) = pk(λ) we have according
to (8.4)

∂k
rS[µ1(y), . . . , µJ(y); r] = (urv) [µ1(y), . . . , µJ(y)] .

Now, due to the Leibniz formula (8.7), we get (ii) if we set

cj,k(y) = pk[µj(y), . . . , µJ(y)] .

We are now able to state an important result of this section which gives precise
information about the regularity of a complete singular function (3.1).

Lemma 3.5 We assume that β ∈ C∞(I ′) such that β(y) < N + 1 for all y ∈ I ′.
Let c ∈ Hβ(I ′). Let ψ ∈ C∞(I ′ × [0, ω]). Let µ1, . . . , µJ ∈ C∞(I ′), and :

µ(y) = inf{Reµ1(y), . . . ,ReµJ(y)}.

Then for any I ⊂⊂ I ′ there exists ρ > 0 such that for any ε > 0 we have the four
following propositions

(i) ∀α ∈ N2, |α| ≥ 1 :

ψ(y, θ)S[µ1(y), . . . , µJ(y); r] ∂α
z (c ∗ Φ − c) ∈ H∞

−β−1+|α|−µ+ε(I × Γρ)

(ii) if β ≥ 0, then

ψ(y, θ)S[µ1(y), . . . , µJ(y); r] (c ∗ Φ − c) ∈ V β−ε
−1−µ(I × Γρ)

and for any l ∈ [0, β]

ψ(y, θ)S[µ1(y), . . . , µJ(y); r] (c ∗ Φ − c) ∈ H l(I;H∞
−β−1+l−µ+ε(Γρ))

(iii) if β ≥ 0, then

ψ(y, θ)S[µ1(y), . . . , µJ(y); r] c ∗ Φ ∈ H∞
−1−µ+ε(I × Γρ)

(iv) if β ≤ 0, then

ψ(y, θ)S[µ1(y), . . . , µJ(y); r] c ∗ Φ ∈ H∞
−β−1−µ+ε(I × Γρ)

Proof. By localization around any point y0 ∈ I ′, we can reduce the statements to
the case when β is a constant and the function µ(y) satisfies

µ(y) < inf{µ(y′) | y′ ∈ I} + ε ∀y ∈ I.
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In this case, the corollary follows by a direct combination of Lemma 3.1 and Lemma
3.3. For the proof of (ii) we also use Lemma 2.3.

We need to know the effect of a partial differential operator on any function of
the form (3.1). Later in Proposition 5.1 we will solve the converse problem of solving
a boundary value problem with singular right hand side. The following lemma has
to be compared with Lemma 5.3.

Lemma 3.6 Let B be a second order operator with smooth coefficients on I ′ × Γρ′

B(y, z; ∂y, ∂z) =
2∑

k=0

∑

|α|+k≤2

bα,k(y, z) ∂
k
y∂

α
z .

Let M be the principal conormal part of B on the edge

M(y; ∂z) =
∑

|α|=2

bα,0(y, 0) ∂α
z .

As in the previous lemma we take c ∈ Hβ(I ′), ψ ∈ C∞(I ′ × [0, ω]), µ1, . . . , µJ ∈
C∞(I ′) and I ⊂⊂ I ′. We define µ(y) in the same way and assume that β > 0. L
denotes an integer such that for all y ∈ I ′, L ≥ [β]. We set

u(x) := (c ∗ Φ)(y, r)ψ(y, θ)S[µ1(y), . . . , µJ(y); r]

and
f(x) := (c ∗ Φ)(y, r) M

[
ψ(y, θ)S[µ1(y), . . . , µJ(y); r]

]
.

Then

Bu = f +
L∑

l=1

∑

p

fl,p + g ,

with
g ∈ H∞

−β+1−µ+ε(I × Γρ) ∀ε > 0

and

fl,p(x) := (cl,p ∗ Φ)(y, r)ϕl,p(y, θ)S[µl,p
1 (y) − 2 + l, . . . , µl,p

ql,p
(y) − 2 + l; r] ;

the cl,p are derivatives of c of order at most l, the ϕl,p are analytic and the µl,p
q are

in {µj | j = 1, . . . , J}.

Proof. We set
u0 := ψ(y, θ)S[µ1(y), . . . , µJ(y); r] .

So u = (c ∗ Φ) u0 and f = (c ∗ Φ) Mu0 and we have

Bu− f =
∑

k,k′,α,α′

k+k′+|α|+|α′|≤2

ak,k′,α,α′(x) ∂k
y∂

α
z (c ∗ Φ) ∂k′

y ∂
α′

z u
0
y . (3.4)
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Here the coefficients ak,k′,α,α′ are analytic functions of x ∈ I ′ × Γρ′. The function f
contributes to the terms such that k, k′, α = 0 and |α′| = 2 and we have

∀α′, |α′| = 2, a0,0,0,α′(y, z) = bα′(y, z) − bα′(y, 0) . (3.5)

The possible terms in (3.4) will be considered differently according to the length of
α.

(1). |α| ≥ 1. Then

∂k
y∂

α
z (c ∗ Φ) = ∂α

z

(
(∂k

y c) ∗ Φ
)

(3.6)

with ∂k
y c ∈ Hβ−k(I ′) ; due to to Lemma 3.4 (i) and (iii)

∂k′

y ∂
α′

z u
0
y =

J ′∑

j=1

ck′α′j(y, θ) S[µk′α′j
1 − |α′|, . . . , µk′α′j

q − |α′|; r] . (3.7)

Lemma 3.5 (i) yields that the product of (3.6) and (3.7) belongs to the space
H∞

−(β−k)−1+|α|−(µ−|α′|)+ε(I × Γρ). Since k + |α| + |α′| ≤ 2, this space is included
in H∞

−β+1−µ+ε(I × Γρ). Hence all the terms with |α| ≥ 1 contribute to the “regular
part” g.

(2). |α| = 0.

We have a generic term of the form

a(x) ∂k
y (c ∗ Φ) ∂k′

y ∂
α′

z u
0
y . (3.8)

Here we expand the function a(x) into a Taylor sum with respect to r in r = 0. We
find terms of the form

rmam(y, θ) ∂k
y (c ∗ Φ) ∂k′

y ∂
α′

z u
0
y (3.9)

and a remainder term of the form

rma′m(r, y, θ) ∂k
y (c ∗ Φ) ∂k′

y ∂
α′

z u
0
y . (3.10)

Here am and a′m are analytic functions.

For the terms (3.9), we find they are sums of terms of the form

(∂k
y c ∗ Φ)ϕ(y, θ) S[µn1 − |α′| +m, . . . , µnq − |α′| +m; r] (3.11)

Here we use in particular the form of the derivatives of the functions S[. . .] (see
Lemma 3.4). Hence the terms (3.9) are of the form

∑

p

fl,p with l = m− |α′| + 2.

We see that for the terms (3.9), we have only the following two cases to consider :
|α′| = 2 and |α′| ≤ 1.

a) If |α′| = 2 then k, k′, α = 0 and (3.5) gives m ≥ 1. Thus l ≥ 1.

b) If |α′| ≤ 1 we obtain again l ≥ 1.

Anyway, l ≥ m + k + k′. Hence l ≥ k. Thus we have always l ≥ 1 and k ≤ l as
claimed for the fl,p. For the regularity of the functions fl,p, we find from Lemma 3.5
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(iii), resp. (iv)

if k ≤ β : fl,p ∈ H∞
1−µ−l+ε(I × Γρ) (3.12)

if k ≥ β : fl,p ∈ H∞
−β+k+1−µ−l+ε(I × Γρ) . (3.13)

When l > L i.e. l > β, (3.12) gives fl,p ∈ H∞
1−µ−β+ε(I × Γρ) ; using the fact that

k ≤ l we find that (3.13) gives also fl,p ∈ H∞
1−µ−β+ε(I × Γρ).

Finally, for the terms of the form (3.10), we can choose m ≥ β + |α′| − 2 and we
obtain that these terms are included in the regular part g.

We also need an expression of the Taylor expansion at the edge in a form which
is similar to the form (3.1) of singular functions.

Lemma 3.7 Let β ∈ R+ \N and f ∈ Hβ(I ′ × Γρ′). Then for the traces on the edge
I we have

gα(y) :=
1

α!
∂α

z f(y, 0) ∈ Hβ−1−|α|(I)

for any α = (α1, α2) with |α| < β − 1. Let f0 be the Taylor remainder :

f0(y, z) := f(y, z) −
∑

α

(gα ∗ Φ)(y, r) zα. (3.14)

Then f0 ∈ V β
0 (I × Γρ).

Proof. We can assume that f ∈ Hβ(R×Γ) and f has compact support. Applying
partial Fourier transformation in y, we obtain the expansion (3.14) in the form

f̂0(ξ, z) := f̂(ξ, z) −
∑

α

ĝα(ξ)φ(r|ξ|) zα. (3.15)

Now with <ξ> := max{1, |ξ|} as above in (2.14), we introduce the transformation :

z̃ = z<ξ>, r̃ = r<ξ>, f̃(ξ, z̃) = f̂(ξ,
z̃

<ξ>
), f̃0(ξ, z̃) = f̂0(ξ,

z̃

<ξ>
),

and obtain for for |ξ| ≥ 1 :

f̃0(ξ, z̃) := f̃(ξ, z̃) −
∑

α

|ξ|−|α| ĝα(ξ)φ(r̃) z̃α.

We show here only the estimates for |ξ| ≥ 1, since the estimates for small ξ are
easily obtained and do not affect the regularity of f0 and gα. For fixed ξ, we have

f̂(ξ, .) ∈ Hβ(Γ),

hence we have

ĝα(ξ) =
1

α!
∂α

z f̂(ξ, 0)

=
1

α!
|ξ||α|∂α

z̃ f̃(ξ, 0).

Thus there is an estimate

|ĝα(ξ)| ≤ C|ξ||α|‖f̃(ξ, .)‖
Hβ(Γ)

.
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Thus
<ξ>β−1−|α| |ĝα(ξ)| ≤ C<ξ>β−1‖f̃(ξ, .)‖

Hβ(Γ)
.

According to the characterization (2.18) of the norm in Hβ(R×Γ), this is in L2(R),
hence gα(y) ∈ Hβ−1−|α|(R). From [4] Theorem (AA.7), follows the estimate, uni-
formly in |ξ| ≥ 1

‖f̃0(ξ, .)‖E0
β
(Γ)

+ ‖f̃0(ξ, .)‖L2(Γ)
≤ C‖f̃(ξ, .)‖

Hβ(Γ)
.

Multiplying both sides by <ξ>β−1, integrating over ξ ∈ R, and using both charac-
terizations (2.18) and (2.19) we find the estimate

‖f0‖V
β
0 (R×Γ)

≤ C‖f‖
Hβ(R×Γ)

.

4. FLAT RIGHT HAND SIDES

Since our domains are locally diffeomorphic to dihedral angles, we use local coordi-
nates (y, z) as in the beginning of section 2. The interior operator A(x; ∂x) in the
boundary value problem (1.1) can be written :

B(y, z; ∂y, ∂z) =
2∑

k=0

∑

|α|+k≤2

bα,k(y, z) ∂
k
y∂

α
z . (4.1)

We will use the following splitting of B

B = M(y; ∂z) +N(y, z; ∂y, ∂z)

with (4.2)

M(y; ∂z) =
∑

|α|=2

bα,0(y, 0) ∂α
z .

The operator N can be split into N1 +N2 with

N1(y, z; ∂y, ∂z) =
2∑

k=0

∑

|α|≤1

bα,k(y, z) ∂
k
y∂

α
z

N2(y, z; ∂y, ∂z) =
∑

|α|=2

(bα,0(y, z) − bα,0(y, 0)) ∂α
z .

(4.3)

According to the standard method [5], we define the family of Sturm-Liouville
problems associated to B as follows. For each y ∈ I, we introduce My(θ; r∂r, ∂θ) as

r2M(y; ∂z) = My(θ; r∂r, ∂θ) . (4.4)

This defines the family My(θ;λ, ∂θ) as operators

My(λ) :
o

H1(0, ω) → H−1(0, ω) . (4.5)
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The spectrum of My, i. e. the set of the λ ∈ C such that My(λ) is not invertible is
of the form

{kν(y) | k ∈ Z
∗},

where ν is an analytic function of y (see [4], §14). Let us recall from [4] the formulas
which give ν(y).

For each fixed y, one can write the differential operator M(y; ∂z) as product of
first order operators

(∂z2 − a1∂z1) (∂z2 − a2∂z1)

with z = (z1, z2), and a1, a2 complex numbers with Im a1 < 0 and Im a2 > 0. Then
we set

Fj(θ) =
∫ ω

0
fj(ζ) dζ where fj(θ) =

aj cos θ − sin θ

aj sin θ + cos θ
,

and ν is given by

ν =
2iπ

F2(ω) − F1(ω)
. (4.6)

The following statement is a hypoellipticity result in weighted spaces. This is a
direct consequence of the ellipticity of B and can be proved in a classical way by
dyadic partitions along the edge. See [9] for instance.

Lemma 4.1 Let β ∈ R+ and δ ∈ R. We assume that :

u ∈ V 0
δ (I ′ × Γρ′), u ∈ H1(I ′ × (Γρ′ \ Γε)) ∀ε > 0 and u

∣∣∣
I×∂Γ

= 0,

and that
Bu ∈ V β−1

δ+β+1(I
′ × Γρ′).

The following regularity of the derivatives of u then holds :

u ∈ V β+1
δ+β+1(I × Γρ).

We assume we have some a priori estimates in weighted spaces V s
0 for the Dirichlet

problem associated with the operator B.

Hypothesis 4.2 Let β ≥ 0 be such that β 6= kRe ν(y) ∀k ≥ 1, ∀y ∈ I ′.

We assume that for any such β, for all u in
o

H1(I ′ × Γρ′) ∩ V
β+1
0 (I ′ × Γρ′), we have

the a priori estimate

‖u‖
V

β+1
0 (I×Γρ)

≤ C
(
‖Bu‖

V
β−1
0 (I′×Γρ′ )

+ ‖u‖
V

β
0 (I′×Γρ′)

)
(4.7)

Remark 4.3 If the operator B is strongly elliptic, then this hypothesis holds.

Hypothesis 4.2 allows to get tangential regularity in the anisotropic spaces V s,t
0

introduced in subsection 2.f.
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Proposition 4.4 Let β ≥ 0 be such that β 6= kRe ν(y) ∀k ≥ 1, ∀y ∈ I ′. We

assume that u ∈
o

H1(I ′ × Γρ′), u ∈ V β+1
0 (I ′ × Γρ′) and Bu ∈ V β−1,t

0 (I ′ × Γρ′) for a

t > 0. Then u ∈ V β+1,t
0 (I × Γρ) with the a priori estimate

‖u‖
V

β+1,t
0 (I×Γρ)

≤ C
(
‖Bu‖

V
β−1,t
0 (I′×Γρ′)

+ ‖u‖
V

β+1
0 (I′×Γρ′)

)
. (4.8)

Proof. a) Induction step. Let t, t′ such that 0 ≤ t′ < t < t′ + 1. Let us assume we

have the following a priori estimate : for u ∈
o

H1(I ′ × Γρ′), u ∈ V β+1,t′

0 (I ′ × Γρ′) we
have

‖u‖
V

β+1,t′

0 (I×Γρ)
≤ C

(
‖Bu‖

V
β−1,t′

0 (I′×Γρ′)
+ ‖u‖

V
β,t′

0 (I′×Γρ′ )

)
. (4.9)

Hypothesis 4.2 corresponds to the above estimate for t′ = 0. Let us show the
following : if u ∈

o

H1(I ′ × Γρ′), u ∈ V β+1,t′

0 (I ′ × Γρ′) and Bu ∈ V β−1,t
0 (I ′ × Γρ′) then

u ∈ V β+1,t
0 (I × Γρ) with the a priori estimate

‖u‖
V

β+1,t
0 (I×Γρ)

≤ C
(
‖Bu‖

V
β−1,t
0 (I′×Γρ′)

+ ‖u‖
V

β+1,t′

0 (I′×Γρ′)

)
. (4.10)

We define ∆hu(y, z) := (u(y + h, z) − u(y, z)) for |h| small enough. Then we have

B(∆hu) = ∆h(Bu) + [B,∆h]u .

Now ∆hBu ∈ V β−1,t′

0 (I ′ × Γρ′). The second order differential operator [B, 1
h

∆h] has
coefficients which converge for h→ 0 to the coefficients of the second order operator
[B, ∂y]. Hence

‖[B,∆h]u‖V
β−1,t′

0 (I′×Γρ′)
≤ C |h| ‖u‖

V
β+1,t′

0 (I′×Γρ′)

With (4.9) we get

‖∆hu‖V
β+1,t′

0 (I×Γρ)
≤ (4.11)

C
(
‖∆hBu‖V

β−1,t′

0 (I′×Γρ′ )
+ ‖[B,∆h]u‖V

β−1,t′

0 (I′×Γρ′ )
+ ‖∆hu‖V

β,t′

0 (I′×Γρ′)

)

Now we use the following equivalence of norms : for ε > 0 we have

‖u‖
2

V
s,t
0 (I×Γρ)

≃
∫ ε

−ε

‖∆hu‖
2

V
s,t′

0 (I×Γρ)

|h|2(t−t′)+1
dh (4.12)

(compare with (2.2) and (AF.3) in [4]).

We divide each side of (4.11) by |h|2(t−t′)+1 and integrate on (−ε, ε). Then (4.12)
yields :

‖u‖
V

β+1,t
0 (I×Γρ)

≤ C
(
‖Bu‖

V
β−1,t
0 (I′×Γρ′)

+ ‖u‖
V

β+1,t′

0 (I′×Γρ′)
+ ‖u‖

V
β,t
0 (I′×Γρ′)

)
.

Since with (2.29), V β+1,t′

0 (I ′ × Γρ′) ⊂ V β,t′+1
0 (I ′ × Γρ′) ⊂ V β,t

0 (I ′ × Γρ′) we have
obtained (4.10).

b) General situation. We choose as many values of t′ as necessary so that the first
one is 0, the difference of two neighboring t′ is less than 1 and the last step allows
to reach t. The proof of Proposition 4.4 is complete.
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Here is now the first decomposition result : we assume the right hand side is flat
and we get the first terms in the asymptotics. Thanks to the condition s− s0 ≤ 1,
we do not yet meet crossings of singularity exponents.

Proposition 4.5 Let s and s0 be nonnegative numbers such that

s, s0 6= kRe ν(y) ∀k ≥ 1, ∀y ∈ I ′ and 0 < s− s0 ≤ 1.

We assume that

u ∈
o

H1(I ′ × Γρ′) ∩ V
s0+1
0 (I ′ × Γρ′) and Bu ∈ V s−1

0 (I ′ × Γρ′).

Then for any I ⊂⊂ I ′ we have two sorts of splittings for u.

(i) Tensor product form :

u = v +
∑

k, s0<k Re ν(y)<s

ck(y)ϕk(y, θ) r
kν(y) (4.13)

with
ck ∈ Hs−k Re ν−ε(I), ∀ε > 0,

and
v ∈ L2(I;V s+1

0 (Γρ)).

(ii) With the regular extension of the coefficients :

u = w +
∑

k, s0<k Re ν(y)<s

(ck ∗ Φ)(y, r)ϕk(y, θ) r
kν(y) (4.14)

with the same coefficients ck as in (4.13) and

w ∈ V s+1−ε
0 (I × Γρ) ∀ε > 0.

In both expansions (4.13) and (4.14) the functions ϕk only depend on the operator
M and are analytic.

Since s0 = 0 is admissible in the above proposition, we get the following regularity
result when no singularity is present :

Corollary 4.6 If 0 < s < inf{Re ν(y) | y ∈ I}, then from u ∈
o

H1(I ′ × Γρ′) and
Bu ∈ V s−1

0 (I ′ × Γρ′) follows u ∈ V s+1
0 (I ′ × Γρ′).

Here the ε present in Proposition 4.5 can be taken equal to 0. This can be checked
from the proof of the point (ii) of this proposition.

Proof of Proposition 4.5. In order to prove this proposition, we begin with a
preliminary result of tangential regularity concerning ∂yu.

Lemma 4.7 We assume the same hypotheses about s, s0 and u as in the previous
proposition 4.5. Then ∂yu ∈ V s

0 (I × Γρ) with the estimate

‖∂yu‖V s
0 (I×Γρ)

≤ C
(
‖Bu‖

V s−1
0 (I′×Γρ′)

+ ‖u‖
V

s0+1
0 (I′×Γρ′ )

)
.
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Proof. Since by (2.29) V s−1
0 (I ′×Γρ′) ⊂ V s0−1,s−s0

0 (I ′×Γρ′), Proposition 4.4 yields
that u ∈ V s0+1,s−s0

0 (I × Γρ). This space being embedded in V s,1
0 (I × Γρ) we get the

wanted result.

The next step in the proof of Proposition 4.5 is to show regularity properties for the
function

g := Mu. (4.15)

Lemma 4.8 With the above notations and assumptions, we have

g ∈ V s−1
0 (I × Γρ) (4.16)

g ∈ H1(I, V s−2
0 (Γρ)) (4.17)

g ∈ L2(I, V s−1
0 (Γρ)) (4.18)

∀β ∈ [s0, s] g ∈ Hs−β(I, V β−1
0 (Γρ)) (4.19)

Proof. a) Since Mu = Bu − Nu, to prove (4.16) it suffices to show that Nu ∈
V s−1

0 (I × Γρ) holds. We use the splitting N = N1 + N2 introduced above in (4.3).
From the previous lemma follows that for |α| ≤ 1, ∂α

z u, ∂y∂
α
z u and ∂2

yu all belong to

V s−1
0 (I × Γρ), hence

N1u ∈ V s−1
0 (I × Γρ).

For N2, we conclude from u ∈ V s
0 (I ′ × Γρ′), Bu ∈ V s−1

0 (I ′ × Γρ′) ⊂ V s−1
1 (I ′ × Γρ′)

and Lemma 4.1 for β = s, δ = −s :

u ∈ V s+1
1 (I × Γρ).

The coefficients of N2 are smooth and vanish for z = 0, hence

N2u ∈ V s−1
0 (I × Γρ).

Thus we have shown (4.16).

b) To prove (4.17), we first note that, since u ∈ V s0+1
0 (I ′ × Γρ′), we have u ∈

L2(I ′, V s0+1
0 (Γρ′)), thus

g ∈ L2(I ′, V s0−1
0 (Γρ′)) ⊂ L2(I ′, V s−2

0 (Γρ)).

It remains to prove that ∂yg also belongs to L2(I ′, V s−2
0 (Γρ)). We have ∂yg =

M(∂yu) + M1u where M1 is a second order operator acting only in the z variable.
Due to Lemma 4.7, ∂yu ∈ L2(I ′, V s

0 (Γρ′)). u also belongs to the same space. Thus
M(∂yu) and M1u are in L2(I ′, V s−2

0 (Γρ′)). This is what we want.

c) If s ≥ 1 (4.18) is a straightforward consequence of (4.16) and (2.9).
If 0 < s < 1, we use (2.22) and (2.23). So g ∈ Hs−1(I × Γρ) ∩H

1(I,Hs−2(Γρ)). By
the use of a cut-off function, we can assume that

g ∈ Hs−1(R × Γ) ∩H1(R, Hs−2(Γ)).

Due to a Calderón extension operator fromHσ(Γ) to Hσ(R2) (for σ = s−2, s−1, 0)
we can suppose

g ∈ Hs−1(R3) ∩H1(R, Hs−2(R2)).

Using the Fourier transform in the 3 variables, it is easy to show that

Hs−1(R3) ∩H1(R, Hs−2(R2)) ⊂ L2(R, Hs−1(R2)).
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Thus, we have got (4.18).

d) Now, since s−β ∈ [0, 1], we obtain (4.19) from (4.17) and (4.18) using Lemma 2.3.

End of the proof of Proposition 4.5. We can write (4.15) as a family of boundary
value problems on Γ :

Myuy = gy on Γ, uy ∈
o

H1(Γ) (4.20)

where
My(∂z) = M(y, ∂z), uy(z) = u(y, z), gy(z) = g(y, z).

We can assume that uy and gy have compact support in Γρ and are defined through-
out Γ. From (4.18) we find

gy ∈ V s−1
0 (Γ) a.e. on I.

For fixed y ∈ I, we derive from (4.20) a decomposition of uy into regular and singular
parts as follows (see (4.25)).

Let us recall that My(θ; r∂r, ∂θ) is defined by

r2My(∂z) = My(θ; r∂r, ∂θ) .

This defines the family My(θ;λ, ∂θ) of differential operators in θ belonging to the
family of Sturm-Liouville problems which are obtained by Mellin transform from
(4.20), where we recall that the Mellin transform is defined by

f̂(λ) =
∫ ∞

0
r−λ−1f(r) dr .

Then we have
My(λ) ûy(λ) = ĝy(λ− 2) for Reλ ≤ s0 .

Now we define Ry(λ) as the inverse of

My(λ) :
o

H1(0, ω) → H−1(0, ω) .

Then Ry(λ) is an operator-valued function which is meromorphic in λ ∈ C for each
y ∈ I. The poles of Ry(λ) are situated at λ = kν(y), k ∈ Z∗. They are all simple
and, evidently, they depend analytically on y ∈ I. (This is the general situation for
second order problems.) Therefore near a pole kν(y), one has a Laurent expansion
of Ry(λ) of the form

Ry(λ) =
Py

λ− kν(y)
+Qy(λ) . (4.21)

Here Qy(λ) is analytic for λ near kν(y) and Py is an analytic function of y ∈ I whose
values are one-dimensional projectors :

(Pyh)(θ) = ϕk(y, θ)
∫ ω

0
ψk(y, τ) h(τ) dτ . (4.22)

Here ϕk(y, θ) and ψk(y, θ) are analytic functions. The function ϕk(y, θ) is an eigen-
function of My(λ) for the eigenvalue λ = kν(y) and ψk(y, θ) is an eigenfunction of
the adjoint eigenvalue problem.
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Now we define
ck(y) = −

∫ ω

0
ψk(y, θ) ĝy(kν(y) − 2, θ) dθ (4.23)

and v(y, z) such that

v̂y(λ) = Ry(λ)ĝy(λ− 2) for Reλ = s . (4.24)

Then the Mellin inversion formula and the Cauchy residue theorem yield

uy = vy +
∑

Re λ∈(s0,s)

Res
λ=kν(y)

(
rλ Ry(λ) ĝy(λ− 2)

)
.

From the formula

ck(y)ϕk(y, θ) r
kν(y) = − Res

λ=kν(y)
rλ

(
Pyĝy(λ− 2)(θ)

λ− kν(y)

)
,

one obtains the decomposition

uy = vy +
∑

k Re ν(y)∈(s0,s)

ck(y)ϕk(y, θ) r
kν(y) . (4.25)

This is the well-known decomposition into regular and singular parts for the operator
My in the plane sector Γ. From the definitions (4.23) and (4.24), we can now derive
estimates for ck and v, uniformly in y ∈ I. The first estimate will give the regularity
of the coefficient functions ck :

‖ck‖Hs−k Re ν−ε(I)
≤ C‖g‖

I×Γρ
∀ε > 0 , (4.26)

where ‖g‖
I×Γρ

is a suitable norm of g (compare Lemma 4.8). In order to show this,

we first deduce from (4.23) the estimate

|ck(y)| ≤ ‖ψk(y, .)‖H1(0,ω)
‖ĝy(kν(y) − 2, .)‖

H−1(0,ω)
. (4.27)

We use (4.19) for β = kRe ν + ε′ and obtain for any small enough ε′ > 0

g ∈ Hs−k Re ν−2ε′(I, V k Re ν−1+ε′

0 (Γρ)) . (4.28)

Thus, Lemma 2.2 allows to deduce from (4.27)

|ck(y)| ≤ C‖gy‖V
k Re ν(y)−1+ε′

0 (Γ)
. (4.29)

Integrating over I one obtains

‖ck‖L2(I)
≤ C‖g‖

L2(I,V k Re ν−1+ε′

0 (Γρ))
. (4.30)

In order to estimate the Hs−k Re ν−ε-seminorm |ck|Hs−k Re ν−ε , we deduce from (4.23)

|ck(y) − ck(y
′)| ≤ C

(
‖ĝy(kν(y) − 2, .) − ĝy′(kν(y′) − 2, .)‖

H−1(0,ω)
+

+ |y − y′| ‖ĝy(kν(y) − 2, .)‖
H−1(0,ω)

)
.

(4.31)

We have to estimate the two terms of the right hand side of (4.31). For the second
one, we have as above

|y − y′| ‖ĝy(kν(y) − 2, .)‖
H−1(0,ω)

≤ C |y − y′| ‖gy‖V
k Re ν(y)−1+ε′

0 (Γ)
. (4.32)
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Concerning the first term, we split it into two terms (for |y − y′| small enough)

‖ĝy(kν(y) − 2, .) − ĝy′(kν(y′) − 2, .)‖
H−1(0,ω)

≤

C
(
‖[ĝy − ĝy′](kν(y) − 2, .)‖

H−1(0,ω)
+ (4.33)

+ ‖ĝy′(kν(y) − 2, .) − ĝy′(kν(y′) − 2, .)‖
H−1(0,ω)

)
. (4.34)

As previously, Lemma 2.2 allows to majorize (4.33) by

C ‖gy − gy′‖
V

k Re ν(y)−1+ε′

0 (Γ)
. (4.35)

We estimate (4.34) by

C |y − y′| sup
λ∈(kν(y),kν(y′))

‖
∂ĝy′

∂λ
(λ− 2, .)‖

H−1(0,ω)
.

Lemma 2.2 and the Cauchy formula together with the fact that gy′ has a compact
support allow to majorize the previous expression by

C |y − y′| ‖gy′‖
V

k Re ν(ỹ)−1+ε′

0 (Γ)
(4.36)

where ỹ is such that ∀y′′ ∈ (y, y′), Re ν(ỹ) ≥ Re ν(y′′).

Now we use a localization argument allowing to use constant Sobolev exponents,
compare (2.3). From (4.31) to (4.36), for any y0 ∈ I, for a sufficiently small interval
I0 around y0 and suitable 0 < ε′ < ε′′ < ε/2, this gives

|ck(y) − ck(y
′)| ≤ (4.37)

C
(
|y − y′| ‖gy‖V

k Re ν(y0)−1+ε′′

0 (Γ)
+ |y − y′| ‖gy′‖

V
k Re ν(y0)−1+ε′′

0 (Γ)
+

+ ‖gy − gy′‖
V

k Re ν(y0)−1+ε′′

0 (Γ)

)
.

We integrate (4.37) over I0 × I0

|ck|
2

Hs−k Re ν(y0)−ε(I0)
≡

∫

I0

∫

I0

|ck(y) − ck(y
′)|2

|y − y′|2(s−k Re ν(y0)−ε)+1
dy dy′

≤ C
∫

I0

∫

I0





2|y − y′|2
‖gy‖

2

V
k Re ν(y0)−1+ε′′

0 (Γ)

|y − y′|2(s−k Re ν(y0)−ε)+1
+

+
‖gy − gy′‖

2

V
k Re ν(y0)−1+ε′′

0 (Γ)

|y − y′|2(s−k Re ν(y0)−ε)+1




dy dy′

≤ C‖g‖
2

L2(I0, V
k Re ν(y0)−1+ε′′

0 (Γ))
+

C|g|
2

Hs−k Re ν(y0)−ε(I0, V
k Re ν(y0)−1+ε′′

0 (Γ))
.

Together with (4.28) this yields (4.26).
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In order to estimate v, we need a bound on the operator norm for

Ry(λ) : Hs−1(0, ω) → Hs+1(0, ω).

We use the norms with parameters ‖ . ‖
Hs−1((0,ω),|λ|)

and ‖ . ‖
Hs+1((0,ω),|λ|)

(see (2.10)

for the corresponding definition) and denote the corresponding operator norms by
||| . |||

s,λ
. With the method of a priori estimates with parameters of [4], we obtain

for any ξ1 < ξ2 ∈ R that there exists C > 0 such that :

||| Ry(λ) |||
s,λ

≤ C for all λ with Reλ ∈ (ξ1, ξ2), | Imλ| ≥ C.

Due to the continuity with respect to y, the constant C does not depend on y ∈ I.
For all λ with Reλ ∈ (ξ1, ξ2) one obtains then

||| Ry(λ) |||
s,λ

≤ Cmax{dy(λ)−1, 1)},

where dy(λ) is the distance of λ to the set {kν(y) | k ∈ Z∗}, the spectrum of My.
Using this estimate for Reλ = s and the characterization of the norms in V s

0 (Γ) by
Mellin transforms (Lemma 2.2), we obtain from the definition (4.24) of v

‖vy‖V s+1
0 (Γ)

≤ C‖gy‖V s−1
0 (Γ)

.

Hence we have immediately

‖v‖
L2(I;V s+1

0 (Γ))
≤ C‖g‖

L2(I;V s−1
0 (Γ))

(4.38)

Thus with (4.18) the proof of (i) is complete.

Now we consider the decomposition (ii) with the regular extension of the coefficients
of the singular functions. We have

w = v +
∑

k

(ck − ck ∗ Φ)ϕk r
kν .

According to (4.38), we have

r−s−1v ∈ L2(I × Γρ).

For the term (ck − ck ∗ Φ)ϕk r
kν, we find from Lemma 3.5(ii) that it belongs to

V s−k Re ν−ε
−1−k Re ν (I × Γρ), hence to V 0

−1−s+ε(I × Γρ). Thus we have also

w ∈ V 0
−1−s+ε(I × Γρ) for any ε > 0. (4.39)

Next we want to show that

Bw ∈ V s−1−ε
0 (I × Γρ) (4.40)

holds for any ε > 0.

We know that Bu ∈ V s−1
0 (I × Γρ) holds. Therefore we have to show that

B((ck ∗ Φ)ϕk r
kν) ∈ V s−1−ε

0 (I × Γρ) (4.41)

holds.

We write B = M +N as above in (4.2). We use Lemma 3.6 for β = s− kRe ν − ε,
ψ = ϕk and S[. . .] = rkν. Since 0 < β < 1, there are no terms of the form fl,α.
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Hence, we get
B((ck ∗ Φ)ϕk r

kν) = (ck ∗ Φ)M(ϕk r
kν) + g,

where g ∈ H∞
−(s−k Re ν)+1−k Re ν+ε(I × Γρ) = H∞

−s+1+ε(I × Γρ) which is contained in

V s−1−ε
0 (I × Γρ). But we know that

M(ϕk r
kν) = 0

holds, hence
B((ck ∗ Φ)ϕk r

kν) = g ∈ V s−1−ε
0 (I × Γρ) ,

hence (4.41) and (4.40).

Now, (4.39) and (4.40) together allow the application of Lemma 4.1 which gives

w ∈ V s+1−ε
0 (I × Γρ)

as desired. Thus (ii) is proven.

We are going to prove now tangential regularity for the functions and coefficients
which appear in Proposition 4.5.

Proposition 4.9 We suppose the same hypotheses as in Proposition 4.5. In ad-
dition we assume that f = Bu has a higher tangential regularity of order t ∈ R

:
f ∈ V s−1,t

0 (I ′ × Γρ′) .

Then u has the additional tangential regularity

u ∈ V s0+1,t+s−s0
0 (I × Γρ) .

Moreover, in the splittings (4.13) and (4.14) we have the following regularity

ck ∈ Hs−k Re ν+t−ε(I), ∀ε > 0 ,

v ∈ H t(I;V s+1−ε
0 (Γρ))

and
w ∈ V s+1−ε,t

0 (I × Γρ) .

Proof. Concerning the regularity of u, since

V s−1,t
0 (I ′ × Γρ′) ⊂ V s0−1,t+s−s0

0 (I ′ × Γρ′)

it is just an application of Proposition 4.4.

As for ck, v and w, it is possible to follow all the steps of the proof of Proposition 4.5
in the anisotropic spaces. We find more interesting to give a proof (for t = L ∈ N)
using other arguments.

This proof proceeds by induction on L. We define for l ∈ N :

ũl = ∂l
yw +

∑

k, s0<k Re ν(y)<s

(∂l
yck ∗ Φ)(y, r)ϕk(y, θ) r

kν(y) . (4.42)

33



Then we will show that for 0 ≤ l ≤ L there hold the following 3 assertions

(i) ∂l−m
y Bũm ∈ V s−1−ε

0 (I × Γρ) for 0 ≤ m ≤ l

(ii) ũl ∈
o

H1(I × Γρ) ∩ V
s0+1
0 (I × Γρ)

(iii) ck ∈ Hs−k Re ν+l−ε(I) and ∂l
yw ∈ V s+1−ε

0 (I × Γρ) .

For l = 0, since ũ0 = u, (i) and (ii) are given by the assumptions of the proposition
and (iii) is given by the results of Proposition 4.5.

We assume that the 3 assertions hold for l < L and we are going to prove them for
l + 1. We have the relation

ũl+1 = ∂yũ
l −

∑

k

(∂l
yck ∗ Φ) ∂y(ϕk r

kν) . (4.43)

(i) We prove that
∂l+1−m

y Bũm ∈ V s−1−ε
0 (I × Γρ) (4.44)

by induction on m = 0, . . . , l + 1.

For m = 0, ∂l+1
y Bũ0 = ∂l+1

y f ∈ V s−1
0 (I × Γρ) by the assumption.

Next, we suppose that (4.44) holds for m, with m ≤ l. We want to prove that
∂l−m

y Bũm+1 ∈ V s−1−ε
0 (I × Γρ). We let B operate on (4.43). We have

Bũm+1 = B(∂yũ
m) −

∑

k

B
(
(∂m

y ck ∗ Φ) ∂y(ϕk r
kν)
)
.

Hence

Bũm+1 = ∂yBũ
m + [B, ∂y]ũ

m −
∑

k

B
(
(∂m

y ck ∗ Φ) ∂y(ϕk r
kν)
)
. (4.45)

We are going to expand the second and the third term of the right hand side of
(4.45).

a) We have by the definition (4.42)

[B, ∂y]ũ
m = [B, ∂y]∂

m
y w +

∑

k

[B, ∂y]
(
(∂m

y ck ∗ Φ)ϕk r
kν
)
. (4.46)

We apply Lemma 3.6 to the last term and we use that by the induction hypothesis
(iii) for l, ∂m

y ck ∈ Hs−k Re ν+l−m−ε(I) :

[B, ∂y]
(
(∂m

y ck ∗ Φ)ϕk r
kν
)

= (∂m
y ck ∗ Φ) [M, ∂y]ϕk r

kν (4.47)

+
∑

n,p

fnpk

+ gk .

• Since M(ϕk r
kν) = 0,

(∂m
y ck ∗ Φ) [M, ∂y]ϕk r

kν = (∂m
y ck ∗ Φ)M ∂y(ϕk r

kν) . (4.48)

• In the sum
∑

n,p fnpk we have

1 ≤ n ≤ s− kRe ν + l −m− ε, i.e. 1 ≤ n ≤ l −m.
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• The “regular part” gk belongs to H∞
−(s−k Re ν+l−m)+1−k Re ν+ε(I) which is equal to

H∞
−s−l+m+1+ε(I). Hence gk ∈ V l−m+s−1−ε

0 (I × Γρ).

b) In the same way we find that

B
(
(∂m

y ck ∗ Φ) ∂y ϕk r
kν
)

= (∂m
y ck ∗ Φ)M ∂y (ϕk r

kν) (4.49)

+
∑

n,p

f ′
npk

+ g′k .

The equalities (4.45) to (4.49) yield

∂l−m
y Bũm+1 = ∂l−m+1

y Bũm (4.50)

+ ∂l−m
y [B, ∂y]∂

m
y w

+ ∂l−m
y

l−m∑

n=1

∑

p

(fnpk − f ′
npk)

+ ∂l−m
y (gk − g′k) .

We analyse each of the 4 groups of terms.

• The induction hypothesis for l + 1 and m yields that

∂l−m+1
y Bũm ∈ V s−1−ε

0 (I × Γρ) .

• For some second order operators Bj we have

∂l−m
y [B, ∂y]∂

m
y w =

l∑

j=0

Bj∂
j
yw .

The induction hypothesis (iii) for l gives that for 0 ≤ j ≤ l

Bj∂
j
yw ∈ V s−1−ε

0 (I × Γρ) .

• Lemma 3.4 and Lemma 3.6 give

∂l−m
y (fnpk − f ′

npk) =
∑

δ

(∂i
yck ∗ Φ)ψδ S[kν − 2 + n, . . . , kν − 2 + n; r]

with i ≤ n+ l. So ∂i
yck ∈ Hβ(I) with β = s− kRe ν − n < 0. Thus Lemma 3.5 (iv)

yields
∂l−m

y (fnpk − f ′
npk) ∈ H∞

−s+1+ε(I × Γρ) ⊂ V s−1−ε
0 (I × Γρ) .

Hence (4.50) gives what we want, and (i) is shown for l + 1.

(ii) From the induction hypothesis and the previous step we have

ũl ∈
o

H1(I × Γρ) ∩ V
s0+1
0 (I × Γρ) ,

Bũl ∈ V s−1−ε
0 (I × Γρ) and ∂yBũ

l ∈ V s−1−ε
0 (I × Γρ) .

If we look at the proof of Lemma 4.7 we see that ∂yũ
l belongs to V s0+1

0 (I × Γρ).
Then (4.43) gives that ũl+1 belongs to V s0+1

0 (I × Γρ), because

(∂l
yck ∗ Φ) ∂y(ϕk r

kν) ∈ H∞
−1−k Re ν+ε(I × Γρ) ⊂ V s0+1

0 (I × Γρ)

35



(remember that by the induction hypothesis ∂l
yck is in Hs−k Re ν−ε(I)).

(iii) From (i) and (ii) we see that ũl+1 satisfies the assumptions of Proposition 4.5.
Hence there is a decomposition

ũl+1 = w̃l+1 +
∑

(c̃l+1
k ∗ Φ)ϕk r

kν

with w̃l+1 ∈ V s−1−ε
0 (I × Γρ) and c̃l+1

k ∈ Hs−k Re ν−ε(I).

On the other hand, by definition,

ũl+1 = ∂l+1
y w +

∑
(∂l+1

y ck ∗ Φ)ϕk r
kν

with ∂l+1
y w ∈ H−1(I;V s+1−ε

0 (Γρ)).

The identification of both asymptotics above yields that

c̃l+1
k = ∂l+1

y ck and w̃l+1 = ∂l+1
y w .

Hence (iii) for l + 1. Thus we have finally obtained the claimed regularity for the
regular part w and the coefficients ck.

To obtain the regularity of the semi-regular part v, since

v = w −
∑

k

(ck ∗ Φ − ck)ϕk r
kν

it suffices to apply Lemma 3.5 (ii) to

(ck ∗ Φ − ck)ϕk r
kν .

We get that it belongs to HL(I;H∞
−s−1+ε(Γρ)) ⊂ HL(I;V s+1−ε

0 (Γρ)).

5. SINGULAR RIGHT HAND SIDES

In the previous section we have considered the case of flat right hand sides. However
the difference between the conormal regularity of the solution u and of the regular
part w was less than 1. Such a restriction always occurs when the operator has
variable coefficients : to go further in the decomposition of u we have to give an
approximate solution of the Dirichlet problem with singular right hand sides.

After the first decomposition (4.14) of u we will have to solve the Dirichlet
problem with right hand sides S[kν + l − 2, . . . , kν + l − 2; r] where k is like in
Proposition 4.5, l ∈ N∗ and the argument kν + l − 2 appears one, two or three
times in S[. . . ; r] (see the proof of Lemma 6.2 and Remark 6.4). Here a crossing
of singularity exponents can occur. This happens when the powers corresponding
to the right hand side (kν(y) + l in the above situation) cross a pole k′ν(y) of the
inverse Ry. The solution of such a problem will be described by a function S with
arguments kν(y)+ l and k′ν(y) ; moreover, it will have to be considered as a possible
right hand side in the next step of the splitting of u. This is why we consider right
hand sides of the form S[. . . ; r] with general arguments.
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Proposition 5.1 Let β ∈ R+. We denote by [β] the integer part of β. Let c ∈
Hβ(I ′). Let ϕ(y, θ) be analytic in y, θ on I ′ × [0, ω]. Let µj(y) (j = 1, . . . , J) be
analytic functions on I ′, not necessarily different from each other; let γ be a contour
in C such that {µj(y) | j = 1, . . . , J, y ∈ I ′} ⊂ int γ; let µ(y) be minj Reµj(y). We
assume that µ(y) ≥ 0 holds for any y ∈ I ′. We define the singular right hand side
f on I ′ × Γρ′ by

f(x) := (c ∗ Φ)(y, r)ϕ(y, θ)S[µ1(y) − 2, . . . , µJ(y) − 2; r]

Then, ∀ε0 > 0, ∀y0 ∈ I ′, ∃I ⊂⊂ I ′ containing y0 and there exists u of the form

u(x) :=
[β]∑

l=0

pl∑

p=0

(dl,p ∗ Φ)(y, r)ψl,p(y, θ)S[µl,p
1 (y), . . . , µl,p

ql,p
(y); r]

where dl,p(y) ∈ Hβ−l(I) are derivatives of c of order at most l, ψl,p are analytic on
I× [0, ω] and the µl,p

q are of the form either µj + l or kν+ l′ with k ∈ N∗, l′ ∈ N, l′ ≤ l
s.t. ∀y ∈ I, kν(y) + l′ ∈ int γ + l
and u is such that

u
∣∣∣
I×∂Γρ

= 0 and Bu− f ∈ H∞
−β+1−µ+ε0

(I × Γρ) .

Remark 5.2 If β ≤ 0 holds, we have f ∈ H∞
−β+1−µ+ε0

(I×Γρ), compare Lemma 3.5
(iv). Therefore we can take u = 0 in this case. If β > 0, Lemma 3.5 (iii) gives only
f ∈ H∞

1−µ+ε0
(I × Γρ).

The proof of the above proposition is based upon the following induction lemma.

Lemma 5.3 We assume the same hypotheses about f as in the previous proposition.
Then, ∀ε0 > 0, ∀y0 ∈ I ′, ∃I ⊂⊂ I ′ containing y0 and there exists u of the form

u(x) := (c ∗ Φ)(y, r)
∑

p

ϕp(y, θ)S[µp
1(y), . . . , µ

p
qp

(y); r]

where ϕp are analytic on I × [0, ω] and the µp
j are of the form either µj or kν with

k ∈ N∗ s.t. ∀y ∈ I, kν(y) ∈ int γ
and u is such that

u
∣∣∣
I×∂Γρ

= 0 and Bu = f + g +
[β]∑

l=1

∑

p

fl,p ,

with
g ∈ H∞

−β+1−µ+ε0
(I × Γρ) ;

fl,p(x) := (cl,p ∗ Φ)(y, r)ϕl,p(y, θ)S[µl,p
1 (y) − 2, . . . , µl,p

ql,p
(y) − 2; r] ;

cl,p are derivatives of c of order at most l ; ϕl,p are analytic on I × [0, ω] ;

µl,p
q ∈ {µj + l | j = 1, . . . , J} ∪ {kν + l | k ∈ N

∗ ; kν(y) ∈ int γ ∀y ∈ I} .
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Remark 5.4 In Proposition 5.1 and in Lemma 5.3 it is also possible to have a
variable Sobolev exponent β for the coefficient c as in Lemma 3.6.

Proof of Lemma 5.3. By choosing the interval I around y0 small enough, we can
achieve that there is at most one point in I where two of the functions µ1, . . . , µJ

take the same value without being identically equal or one of the µj and a function
kν (k ∈ N) take the same value without being identically equal. We can assume that
this point (“crossing point”) is the point y0. We can then decompose the function
S[µ1(y) − 2, . . . , µJ(y) − 2; r] into a sum of contour integrals over contours γ such
that inside each γ, we have the following situation :





All the functions µj or kν on I
which meet the interior of γ

coincide at the point y0.

By linearity, it suffices to consider only one such contour γ. Hence we can assume
that
(i) λ0 := µ1(y0) = · · · = µJ(y0),
(ii) there is at most one k ∈ N such that kν(y0) = λ0,
(iii) any two of the µj (j = 1, . . . , J) or kν are either different on I \{y0} or identical
on I,
(iv) for any y in I, kν(y) 6∈ γ and µj(y) 6∈ γ (j = 1, . . . , J).

We assume further that

∀y ∈ I, kRe ν(y) ≥ µ(y) − ε0/2 .

We denote the multiplicity of y0 by K : K = J or K = J + 1 according to
{

If ∃6 k ∈ N such that kν(y0) = λ0 then K = J
If ∃k ∈ N such that kν(y0) = λ0 then K = J + 1.

If K = J + 1, we define
µK := kν .

The function f is then given by

f(x) = (c ∗ Φ)(y, r)
ϕ(y, θ)

2iπ

∫

γ

rλ−2 dλ
J∏

j=1

(λ− µj(y))

(5.1)

Now we recall the resolvent Ry(λ) of the operator My(λ) from the proof of Lemma 4.5.
We define a function u0

y(r, θ) by

u0
y(r, θ) =

1

2iπ

∫

γ

(
Ry(λ)ϕ(y, .)

)
(θ)

rλ dλ
J∏

j=1

(λ− µj(y))

. (5.2)

Note that the meromorphic function of λ, Ry(λ)ϕ(y, .) has no poles for λ ∈ γ. When
K = J + 1 it has one simple pole inside γ for λ = kν (see (4.21) for an expression
of Ry(λ) in that case).
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We will then define the function u by

u(x) = (c ∗ Φ)(y, r) u0
y(r, θ) . (5.3)

In order to describe it more precisely, we introduce the function χ




If K = J , χ(λ, y, θ) :=
(
Ry(λ)ϕ(y, .)

)
(θ)

If K = J + 1, χ(λ, y, θ) := (λ− kν(y))
(
Ry(λ)ϕ(y, .)

)
(θ)

(5.4)

This function χ is analytic in all its variables, for λ in a neighborhood of γ and the
interior of γ. Thus we have

(
Ry(λ)ϕ(y, .)

)
(θ)

1
J∏

j=1

(λ− µj(y))

=
χ(λ, y, θ)

K∏

j=1

(λ− µj(y))

. (5.5)

Together with (5.2), this yields

u0
y(r, θ) =

1

2iπ

∫

γ

χ(λ, y, θ) rλ

K∏

j=1

(λ− µj(y))

dλ . (5.6)

For each fixed y, r and θ, this expression appears as the divided difference (8.4) of
the product of the two functions

Rr : λ 7→ rλ (5.7)

and
χy,θ : λ 7→ χ(λ, y, θ) . (5.8)

at the points µ1(y), . . . , µK(y).

Now we use the Leibniz formula (8.7) : (5.6) can be written as

u0
y(r, θ) =

K∑

j=1

Rr[µ1(y), . . . , µj(y)] χy,θ[µj(y), . . . , µK(y)] . (5.9)

But
Rr[µ1(y), . . . , µj(y)] = S[µ1(y), . . . , µj(y); r] . (5.10)

and
χy,θ[µj(y), . . . , µK(y)] ≡ wK−j(y, θ) . (5.11)

is analytic in y and θ. The identities (5.3), (5.6) and (5.7) to (5.11) give

u(y, r, θ) = (c ∗ Φ)(y, r)
K∑

j=1

wK−j(y, θ)S[µ1(y), . . . , µj(y); r] (5.12)

as desired.

Remark 5.5 If one does not use this Leibniz formula for divided differences, one
can invoke the Weierstraß Preparation Theorem to prove identity (5.12) : χ is

39



decomposed into

χ(λ, y, θ) = a(λ, y, θ)
K∏

j=1

(λ− µj(y)) +
K−1∑

j=1

bj(y, θ)(λ− λ0)
j (5.13)

where a and bj are analytic in all their variables. If we write the polynomial part
in Newton form (8.3) with the interpolation nodes µK(y), . . . , µ1(y), we find again
the coefficients wk which appear in formula (5.12). The advantage of the Leibniz
formula is to allow non-analytic functions µj .

End of the proof of Lemma 5.3. From the definitions (5.1) and (5.2) of f and
u0

y, we find

(c ∗ Φ)Myu
0
y = fy .

Applying Lemma 3.6 to u = (c ∗ Φ) u0
y, we find that

Bu = (c ∗ Φ)Myu
0
y +

∑
fl,p + g

with fl,p as in Lemma 5.3 and g ∈ H∞
−β+1−µ′+ε(I × Γρ) for

µ′(y) = min{Reµj(y) | 1 ≤ j ≤ K}

and any ε > 0. By construction, µ′(y) ≥ µ(y) − ε0/2. Hence

g ∈ H∞
−β+1−µ+ε0

(I × Γρ)

as claimed in the lemma.

Proof of Proposition 5.1. Apply Lemma 5.3 repeatedly with f replaced by fl,p.
Each application increases the lower bound for l by 1. Repeat until this lower bound
is ≥ β.

Proposition 5.1 is a local statement, because the size of the interval I depends
on the choice of ε0 and on the point y0. There exists a semi-global version of
Lemma 5.3 and Proposition 5.1 which also avoids the reference to the contour γ
: for any given y0, we want to construct a solution u defined by a unique formula
on the largest possible interval I. For doing so it suffices to require that I is such
that there is no crossing point inside I \ {y0}. We obtain a correct description of
the regularity of the remainder g with the help of a variable weight. Here are the
two statements corresponding respectively to Lemma 5.3 and Proposition 5.1. We
everywhere understand that we only consider as crossing points the isolated ones.

Lemma 5.6 We assume the same hypotheses about f as in Proposition 5.1. Let
y0 ∈ I ′ and let I ⊂⊂ I ′ be an interval containing y0 and such that there is no
crossing in I \ {y0} between the µj, or between the µj and the functions kν. We set

K0 := {k ∈ N
∗ | ∃j ∈ 1, . . . , J : kν(y0) = µj(y0) }

and
µ

0
(y) := min

(
{Reµj(y) | 1 ≤ j ≤ J} ∪ {Re kν(y) | k ∈ K0}

)
.
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Then, there exists u of the form

u(x) := (c ∗ Φ)(y, r)
∑

p

ϕp(y, θ)S[µp
1(y), . . . , µ

p
qp

(y); r]

where ϕp are analytic on I × [0, ω] and the µp
j are of the form either µj or kν with

k ∈ K0 and u is such that

u
∣∣∣
I×∂Γρ

= 0 and Bu = f + g +
[β]∑

l=1

∑

p

fl,p ,

with
g ∈ H∞

−β+1−µ
0
+ε(I × Γρ) ∀ε > 0 ;

and fl,p as in Lemma 5.3 with

µl,p
q ∈ {µj + l | j = 1, . . . , J} ∪ {kν + l | k ∈ K0} .

The proof of this lemma follows the same steps as the proof of Lemma 5.3.
The only difference is that we have to consider a contour γ = γ(y) which depends
analytically (or piecewise analytically) on y ∈ I and such that intγ(y) contains the
same µj and kν for all y ∈ I. By induction, we obtain the following :

Proposition 5.7 We assume the same hypotheses about f as in Proposition 5.1.
Let y0 ∈ I ′ and let I ⊂⊂ I ′ be an interval containing y0. We set for any l = 0, . . . , [β]
:

Kl := {k ∈ N
∗ | ∃j ∈ 1, . . . , J : kν(y0) = µj(y0) + l }

and
µ

l
(y) := min

(
{µ

l−1
(y)} ∪ {Re kν(y) − l | k ∈ Kl}

)
.

We assume that there is no crossing in I \ {y0} between the µj + l, the k′ν + l′

(k′ ∈ Kl−l′) and the functions kν.

Then there exists u of the form

u(x) :=
[β]∑

l=0

pl∑

p=0

(dl,p ∗ Φ)(y, r)ψl,p(y, θ)S[µl,p
1 (y), . . . , µl,p

ql,p
(y); r]

where dl,p(y) ∈ Hβ−l(I) are derivatives of c of order at most l, ψl,p are analytic on
I × [0, ω] and the µl,p

q are of the form either µj + l or kν + l′ with k ∈ Kl−l′ and u is
such that

u
∣∣∣
I×∂Γρ

= 0 and Bu− f =: g ∈ H∞
−β+1−µ

l
+ε(I × Γρ) ∀ε > 0 .

Remark 5.8 As a consequence we obtain that if there is no crossing between the
µj + l and the kν on the interval I,

g ∈ H∞
−β+1−µ+ε(I × Γρ) ∀ε > 0 .

(Note that the sets Kl are empty.)
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6. GENERAL RIGHT HAND SIDES

In Theorem 6.1 we give expansion formulas which hold locally in the neighborhood
of small intervals of the edge. In Theorem 6.5 we extend the validity of such formulas
to larger intervals (a sufficient condition on the interval is to contain at most one
crossing point).

As in Section 4, we assume in this whole section that B is a second order elliptic
operator with analytic coefficients such that Hypothesis 4.2 holds.

Theorem 6.1 Let s be a positive number. We assume that

u ∈
o

H1(I ′ × Γρ′) and Bu ∈ Hs−1(I ′ × Γρ′).

Let ε0 > 0 be given. Then for all y0 ∈ I ′ there exists I ⊂⊂ I ′ with y0 ∈ I and the
following splitting of u :

u = w +
∑

p

(cp ∗ Φ)(y, r)ϕp(y, θ)S[µp
1(y), . . . , µ

p
qp

(y); r] (6.1)

with
w ∈ V s+1−ε0

0 (I × Γρ)

Here µp
j ∈ {kν + l | (k, l) ∈ N

2; kRe ν(y) + l < s ∀y ∈ I} and for all p one has

cp ∈ Hs−µp−ε0(I)

with µp(y) = max{Reµp
j (y) | j = 1, . . . , qp}.

The ϕp are analytic functions on I × [0, ω].

The proof of the above theorem is based upon the following induction lemma. In
the Remarks 6.3 and 6.4 below, we discuss the choice of the exponents µp

j and the
regularity of the coefficients cp.

Lemma 6.2 Let s0, s1 and s be nonnegative numbers such that s0 < s1 ≤ s and

s0, s1 6= kRe ν(y) ∀k ∈ N
∗, ∀y ∈ I ′ and s1 − s0 ≤ 1 .

We assume that

u ∈
o

H1(I ′ × Γρ′) ∩ V
s0+1
0 (I ′ × Γρ′) and Bu ∈ V s−1

0 (I ′ × Γρ′).

Let ε0 > 0 be given. Then for all y0 ∈ I ′ there exists I ⊂⊂ I ′ with y0 ∈ I and a
splitting of u :

u = w +
∑

p

(cp ∗ Φ)(y, r)ϕp(y, θ)S[µp
1(y), . . . , µ

p
qp

(y); r] (6.2)

with
w ∈ V s1+1

0 (I × Γρ) and Bw ∈ V s−1−ε
0 (I × Γρ) ∀ε > ε0 .
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Here µp
j ∈ {kν + l | k ∈ N∗, l ∈ N; s0 < kRe ν(y) + l < s ∀y ∈ I} ;

for each p, all µp
j (y) (j = 1, . . . , qp), y ∈ I are contained in a ball of radius ε0 ; the

ϕp are analytic on I × [0, ω] ;
and with µp(y) = max{Reµp

j(y) | j = 1, . . . , qp} one has

cp ∈ Hs−µp−ε(I) ∀ε > 0 .

Remark 6.3 This lemma gives an improved result, compared with what we ob-
tained in § 4. The regular part w obtained in Proposition 4.5 only satisfies Bw ∈
V s1−1

0 (I × Γρ) and not Bw ∈ V s−1
0 (I × Γρ) in general.

In Theorem 6.1, we could have chosen any of the Reµp
j instead of the maximum

µp to describe the regularity of cp. The choice of the µp
j is related to the allowed

loss of regularity ε0. In Lemma 6.2, the stated regularity for cp is sharper. Indeed
we will show in Remark 6.4 that there exists j ∈ {1, . . . , qp} such that

cp ∈ Hs−Reµ
p
j−ε(I) ∀ε > 0 .

This µp
j has the form kν(y) + l with the smallest possible k.

Proof of Lemma 6.2. We begin by applying Proposition 4.5 with s replaced by
s1. We obtain a splitting

u = w1 + u0

with
w1 ∈ V s1+1

0 (I × Γρ)

and
u0 =

∑

k,s0<k Re ν<s1

(ck ∗ Φ)ϕk r
kν. (6.3)

According to Proposition 4.9 we have the regularity

ck ∈ Hs−k Re ν−ε(I) ∀ε > 0 .

Now we apply Lemma 3.6 to Bu0 and obtain

Bu0 = f +
∑

l,p

fl,p + g0

with
f =

∑

k

(ck ∗ Φ)M(ϕk r
kν) = 0

g0 ∈ H∞
−s+1+ε(I × Γρ) ⊂ V s−1−ε

0 (I × Γρ) ∀ε > 0 .

The fl,p have the form (with l ≥ 1 and some index kp appearing in the sum (6.3))

fl,p = (cl,p ∗ Φ)ϕl,p S[kpν − 2 + l, . . . , kpν − 2 + l; r] (6.4)

where the cl,p are derivatives of ckp of order at most l, the ϕl,p are analytic, and
in the argument of S[. . . ; r] the same index is repeated a certain number of times.
Hence

cl,p ∈ Hs−kp Re ν−l−ε(I) ∀ε > 0 .

43



Up to now, I was just any interval ⊂⊂ I ′, and ε0 did not yet appear.

The next step is to apply Proposition 5.1 to the singular right hand side

f0 :=
∑

l,p

fl,p .

We find a function u2 of the form

u2 =
∑

δ

(dδ ∗ Φ)ψδ S[µδ
1, . . . , µ

δ
qδ

; r] . (6.5)

where µδ
j ∈ {νkl | (k, l) ∈ N∗ × N; s0 + 1 < Re νkl(y) < s ∀y ∈ I} and

dδ ∈ Hs−Re νkδlδ
−ε(I) ∀ε > 0 ,

where νkδlδ(y) is an element of the set {µδ
1(y), . . . , µ

δ
qδ

(y)} which is contained in a
circle around νkδlδ(y) of radius ε0.
The ψδ are analytic, and for

g1 := Bu2 − f0

we have the regularity

g1 ∈ H∞
−s+1+ε0+ε(I × Γρ) ⊂ V s−1−ε0−ε

0 (I × Γρ) ∀ε > 0 .

Here the interval I depends on y0 and ε0.
Finally, we set

w := w1 + u2 .

Then the singular part of u has the form

u− w = u0 − u2

which has the properties claimed in the lemma.

From Lemma 3.5 (iii) we obtain the regularity of u2 :

u2 ∈ H∞
−1−(s0+1)(I × Γρ) ⊂ V s0+2

0 (I × Γρ) ⊂ V s1+1
0 (I × Γρ)

Hence w ∈ V s1+1
0 (I × Γρ) as claimed.

For Bw, we obtain

Bw = Bw1 +Bu2

= Bu− f0 − g0 + g1 + f0

= Bu− g0 − g1

∈ V s−1−ε
0 (I × Γρ) ε > ε0 .

Remark 6.4 In the statement of Lemma 6.2 we avoided all information not neces-
sary for the proof of Theorem 6.1. Indeed, from the previous proof (see (6.4) and
(6.5)) we can obtain more precise results about the splitting (6.2). To each p there
corresponds an integer kp such that s0 < kp Re ν < s1, cp is a derivative of ckp and
the corresponding µp

j are grouped in the neighborhood of kpν + lp where lp is an
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integer such that kp Re ν + lp ≤ s. It is possible to write the singular part in (6.2)
in the following form : ∑

s0<k Re ν<s1

∑

0≤l≤s−k Re ν

uk,l (6.6)

with
uk,0 = (ck ∗ Φ)ϕk r

kν with ck ∈ Hs−k Re ν−ε(I) ∀ε > 0 (6.7)

and for l ≥ 1

uk,l =
∑

p

(dp ∗Φ)ϕp S[µp
1(y), . . . , µ

p
qp

; r] with dp ∈ Hs−k Re ν−l−ε(I) ∀ε > 0 (6.8)

• dp is a derivative of order ≤ l of ck,
• ϕp is analytic,
• µp

j (y) ∈ {kν + l} ∪ {k′ν + l′ | l′ ≤ l − 1} and

|µp
j(y) − (kν(y) + l)| ≤ ε0 .

Proof of Theorem 6.1. Let ε0 and y0 be chosen. Then we can find an interval
I containing y0 and numbers s0, s1, . . . , sn with the following properties :

0 < s0 < s1 < . . . < sn = s ;

s0 < min{Re ν(y) | y ∈ I ′} ;

sj+1 − sj ≤ 1 (j = 0, . . . , n− 1) ;

Re νkl(y) 6= sj ∀j = 1, . . . , n, ∀(k, l) ∈ N
2, ∀y ∈ I .

The latter condition includes the condition Re νkl(y) 6= s ∀y ∈ I which can be
achieved for I small enough by slightly decreasing s and adjusting ε0 correspondingly.
We replace ε0 by a suitable chosen smaller number, ε0

n+1
will do.

As a first step, we write the Taylor expansion of f according to Lemma 3.7 :

f = f0 +
∑

|α|<s−2

(gα ∗ Φ)(y, r) zα .

Here f0 ∈ V s−1
0 (I × Γρ) and gα ∈ Hs−2−|α|(I).

Then we use Proposition 5.1 for the “singular” right hand side

f1 =
∑

α

(gα ∗ Φ)(y, r) zα

and obtain a function u1 of the form

u1 :=
∑

α,lp

(gα,lp ∗ Φ)ψα,lp S[µα,lp
1 , . . . , µα,lp

qα,lp
; r]

with Bu1 = f1 + f2, f2 ∈ H∞
−s+1+ε0

(I) ⊂ V s−1−ε0
0 (I).

The coefficients gα,lp are derivatives of order at most l of the traces gα of f and have
the regularity

gα,lp ∈ Hs−2−|α|−l(I) .
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Now we define
ũ = u− u1 ∈

o

H1(I × Γρ)

and we see that the hypotheses of the induction Lemma 6.2 are satisfied :

ũ = u− u1 ∈
o

H1(I × Γρ) ∩ V
s0+1
0 (I × Γρ)

Bũ = f0 − f2 ∈ V s−1−ε0
0 (I × Γρ) .

Here we used the regularity result of Corollary 4.6. Now we can use Lemma 6.2
repeatedly to split off singularities as in (6.2) and to obtain regular parts corre-
sponding to the regularities s1, . . . , sn = s. Note that in each step the interval I
and the radius ρ will be decreased and there will be a loss of regularity of the order
of ε0, so in order to achieve a total loss of not more than ε0 we had to start with a
much smaller number for ε0.

If we rely on the semi-global statements of Proposition 5.7 and Remark 5.8, we
obtain the following semi-global version of Theorem 6.1.

Theorem 6.5 Let s be a positive number. We assume that

u ∈
o

H1(I ′ × Γρ′) and Bu ∈ Hs−1(I ′ × Γρ′).

Let y0 ∈ I ′. Let I ⊂⊂ I ′ contain y0 such that on I, y0 is the only possible crossing
point between the νkl and s 6= Re νk on I. Then we have the expansion (6.1) on
I × Γρ with

w ∈ V s+1−ε
0 (I × Γρ) ∀ε > δ(I)

and
cp ∈ Hs−µp−ε(I) ∀ε > δ(I) .

Here δ(I) is a continuous function of I which tends to 0 when the length of I tends
to 0. If moreover there is no crossing in y0, δ(I) ≡ 0.

7. CHANGE OF NORMAL COORDINATES

We consider a class of diffeomorphisms which leave the edge invariant and we will
show that these coordinate transformations do not change the form of the decom-
position of a function into regular and singular parts. Thus we can derive the
statements of Theorems 1.1 and 1.3, where the opening angle ω(y) was variable,
from Theorem 6.5, where we used a constant angle ω .

Such a diffeomorphism T is defined locally on I × Γρ with values in a domain
Dρ. We write :

T (y, z) = (Y, Z) or in polar coordinates T (y, r, θ) = (Y,R,Θ) .

We assume that
Y = y, Z = Tyz, Ty0 = 0 . (7.1)
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The family of transformations Ty satisfies :

{
∀y ∈ I, Ty is a linear isomorphism of R2

which depends analytically on y ∈ I.
(7.2)

The invariance properties of the singular functions with respect to such diffeomor-
phisms will be used in Part II to get more explicit formulas for the Laplace operator
(compare [11]).

Here are some simple properties of these transformations.

Lemma 7.1 Let T be a diffeomorphism of type (7.2). Then for any s and δ, T in-
duces an isomorphism from V s

δ (I×Γρ) onto V s
δ (Dρ), from H∞

δ (I×Γρ) onto H∞
δ (Dρ)

and from Hs(I × Γρ) onto Hs(Dρ).

Lemma 7.2 Let T be a diffeomorphism of type (7.2). For analytic functions ϕ(y, θ)
and µ1(y), . . . , µK(y), and a function c let

u(y, r, θ) := c(y)ϕ(y, θ)S[µ1(y), . . . , µK(y); r] .

Then

u ◦ T −1(Y,R,Θ) =
K∑

j=1

c(Y )ψj(Y,Θ)S[µ1(Y ), . . . , µj(Y );R] .

Proof. It suffices to note that

Θ = Θ(y, θ) and R = δ(y, θ) r,

where Θ and δ are analytic functions of their arguments. Then we use the Leibniz
formula (8.7).

The following result means that the expression c ∗Φ is “almost” invariant under
T , i. e. the difference (c ∗ Φ)(y, r) − (c ∗ Φ)(y, |Ty(r, θ)|) is regular.

Lemma 7.3 Let T be a diffeomorphism of type (7.2). Let c ∈ Hβ(I ′). Then

(c ∗ Φ)(Y,R) − (c ∗ Φ) ◦ T −1(Y, Z) ∈ H∞
−β−1+ε(Dρ) ∀ε > 0 .

Proof. We set

g(Y, Z) = (c ∗ Φ)(Y,R) − (c ∗ Φ) ◦ T −1(Y, Z) .

Let Ĩ be an interval and Γ̃ a sector such that Dρ ⊂ Ĩ × Γ̃ρ′. It suffices to show that
∀k ∈ N

∂k
Y g ∈ L2(Ĩ , H∞

−β−1+k+ε(Γ̃ρ′)).

• If k ≤ β, we write
g = g1 − g2

with
g1 = c ∗ Φ − c and g2 = (c ∗ Φ) ◦ T −1 − c .
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Lemma 3.1 (ii) yields that ∂k
Y g1 belongs to the correct space.

We have g2 = (c ∗ Φ − c) ◦ T −1 and ∂k
Y g2 is a sum of terms of the form

(
dα ∂

α(c ∗ Φ − c)
)
◦ T −1 ,

with |α| ≤ k and dα smooth functions. Lemma 3.1 (i) and (ii), and Lemma 7.1
yield the wanted result.

• If k > β, we write
g = g1 − g2

with
g1 = c ∗ Φ and g2 = (c ∗ Φ) ◦ T −1 .

Now we use similar arguments, using Lemma 3.1 (iv) instead of (ii).

8. APPENDIX : DIVIDED DIFFERENCES

In this whole section µ1, . . . , µK denote complex numbers, which do not need to
be all distinct from each other ; w denotes a continuous complex valued function,
defined on C.

When µ1, . . . , µK are all distinct, the divided difference of w at the K-tuple
µ1, . . . , µK is defined by the classical recursion formula :

w[µ1] = w(µ1) (8.1)

and for j = 2, . . . , K

w[µ1, . . . , µj] =
1

µ1 − µj

(w[µ1, . . . , µj−1] − w[µ2, . . . , µj]) . (8.2)

To the divided differences w[µ1], . . . , w[µ1, . . . , µK] is associated a polynomial p ∈
PK−1 by

p(λ) = w[µ1]+w[µ1, µ2] (λ−µ1)+ · · ·+w[µ1, . . . , µK ] (λ−µ1) · · · (λ−µK−1) . (8.3)

This is the unique polynomial in PK−1 which coincides with w at the K points
µ1, . . . , µK (Newton form of the interpolation polynomial).

It is easily seen that for analytic functions w one has

w[µ1, . . . , µK] =
1

2iπ

∫

γ

w(λ)
K∏

j=1

(λ− µj)

dλ (8.4)

where γ is a simple curve surrounding all µj : it suffices to check that the integral
formula satisfies the recursion formulas (8.1) and (8.2). Formula (8.4) allows to
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define w[µ1, . . . , µK ] for any points µ1, . . . , µK . It also proves that w[µ1, . . . , µK ]
does not depend on the order of the points µ1, . . . , µK.

When all the µj are distinct, due to (8.4) we obtain

w[µ1, . . . , µK ] =
K∑

j=1

w(µj)
K∏

k=1
k 6=j

(µj − µk)

. (8.5)

When all the µj are equal to µ ∈ C, due to (8.4) we obtain

w[µ1, . . . , µK ] =
w(K−1)(µ)

(K − 1)!
. (8.6)

For the divided differences of the product of two functions, we have a formula which
is a natural extension of the Leibniz formula.

Lemma 8.1 Leibniz formula. Let u and v be two functions, K ∈ N, µ1, . . . , µK

distinct complex numbers. Then there holds

(uv)[µ1, . . . , µK ] =
K∑

j=1

u[µ1, . . . , µj] v[µj, . . . , µK ] . (8.7)

If u and v are K-times differentiable, formula (8.7) still holds for any µ1, . . . , µK

(not necessarily distinct).

Remark 8.2 To each ordering of the set {µ1, . . . , µK} is associated a different Leib-
niz formula.

Proof. We use induction over K. For K = 1, relation (8.7) is obvious. Let us
assume it holds for K terms. We compute

(uv)[µ1, . . . , µK+1] =

=
1

µ1 − µK+1

(
(uv)[µ1, . . . , µK ] − (uv)[µ2, . . . , µK+1]

)
. (8.8)

Due to the induction assumption, (8.8) is equal to

=
1

µ1 − µK+1





K∑

j=1

u[µ1, . . . , µj]v[µj , . . . , µK ] −
K+1∑

j=2

u[µ2, . . . , µj]v[µj , . . . , µK+1]





=
1

µ1 − µK+1

K∑

j=1

(
u[µ1, . . . , µj]v[µj, . . . , µK ] − u[µ2, . . . , µj+1]v[µj+1, . . . , µK+1]

)
.

But u[µ2, . . . , µj+1] = u[µ1, . . . , µj]− (µ1 − µj+1) u[µ1, . . . , µj+1]. Thus (8.8) is equal
to

=
1

µ1 − µK+1

K∑

j=1

{
u[µ1, . . . , µj] (v[µj, . . . , µK ] − v[µj+1, . . . , µK+1]) +
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+ (µ1 − µj+1) u[µ1, . . . , µj+1]v[µj+1, . . . , µK+1]
}

=
1

µ1 − µK+1





K∑

j=1

u[µ1, . . . , µj] (µj − µK+1)v[µj, . . . , µK+1] +

+
K+1∑

j=2

(µ1 − µj) u[µ1, . . . , µj]v[µj, . . . , µK+1]





=
1

µ1 − µK+1

K+1∑

j=1

u[µ1, . . . , µj]v[µj, . . . , µK+1] (µj − µK+1 + µ1 − µj) .

Remark 8.3 We give another proof of (8.7) using the integral representation (8.4).
We set

J := (uv)[µ1, . . . , µK ] .

We have

J =
1

2iπ

∫

γ

u(λ) v(λ)

q(λ)
dλ

where q(λ) =
∏K

j=1(λ− µj) is in PK .

Let b ∈ PK−1 be the interpolation polynomial (8.3) of u at the points µ1, . . . , µK .
We have

b(λ) =
K∑

j=1

u[µ1, . . . , µj] (λ− µ1) · · · (λ− µj−1) . (8.9)

Since all the roots of q are roots of u− b, the function a such that

u(λ) = a(λ)q(λ) + b(λ) .

is analytic. Thus

J =
1

2iπ

∫

γ

b(λ)

q(λ)
v(λ) dλ

=
1

2iπ

K∑

j=1

u[µ1, . . . , µj]
v(λ)

(λ− µj) · · · (λ− µK)
dλ

=
K∑

j=1

u[µ1, . . . , µj]v[µj, . . . , µK ] .

Formula (8.7) is proven.
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[2] M. Costabel, M. Dauge. Développement asymptotique le long d’une arête
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