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Abstract. Corner singularities in plane domains are characterized by certain
singular exponents and angular functions. Our construction of singularities is based
on two Cauchy integrals at two different levels of symbolic calculus. This construc-
tion yields new information about the angular functions and also more explicit for-
mulas for the computation of the singular exponents.

Introduction

We consider the classical question of the singularities of the solutions of an elliptic
boundary value problem near a corner of a plane domain. The solution has there,
for smooth right hand sides, the form of the sum of a regular part and a linear com-
bination of certain singular functions: the regular part has the maximal regularity
allowed by the right hand side and the ellipticity of the problem; the singular func-
tions have unbounded derivatives near the corner but correspond to smooth right
hand sides.

As is well known from many now classical papers (see e. g. Wasow [25], Lehman
[17], Kondrat’ev [15], Grisvard [13], Maz’ya and Plamenevskii [19], Dauge [9]), the
singular functions admit themselves expansions of the form:

∑
p∈N

up with up =
Q∑

q=0

rν+p logq r · ϕp,q(θ), ∀p ∈ N (0.1)

where (r, θ) are the local polar coordinates at the corner. The terms up with p = 0
are the principal terms of the singularities and the others come from the curvature
of the boundary and from the non principal terms in the operator.

The exponents ν are either solutions of some eigenvalue problem or nonnegative
integers. In many instances of practical importance, one knows analytic functions



λ �→ F (λ) whose zeros coincide with the exponents ν : the equation F (λ) = 0 is
called the characteristic equation of the problem.

The problem of finding the roots of the characteristic equation has been exten-
sively studied for the standard boundary and transmission problems for Laplace and
bi-Laplace equation and for the Stokes and Lamé systems: see e. g. Kondrat’ev [15],
Seif [24], Lozi [18], Blum and Rannacher [3], Costabel and Stephan [8], Grisvard [14],
Bernardi and Raugel [2], Dauge [10], Sändig, Richter and Sändig [23], Nicaise and
Sändig [21].

Thus the dependence on r in the singular functions is described by the functions
r �→ rν+p logq r. On the other hand, the angular functions ϕ(θ) are less well studied:
the only general information available about their dependence on θ is their regularity:
they are analytic functions.

In some of the standard examples quoted above, these functions of the angular
variable are also known explicitly for the principal terms u0 in the singular functions.
They are eigenfunctions of some Sturm–Liouville problems and it turns out that they
are always linear combinations of functions of the form

θk cos(aθ + b) . (0.2)

We show in this paper that in fact such a simple description holds for the whole
expansion of the singular functions of any elliptic boundary value problem for sys-
tems of linear partial differential equations elliptic in the sense of Agmon–Douglis–
Nirenberg (“ADN-elliptic systems”). We give explicit formulas for the construction
of these singular functions in terms of powers of the complex variable

ζ = r eiθ . (0.3)

Until now, such a description was only known for the Laplace operator (and second
order operators with real coefficients): see Wasow [25], Lehman [17], Maz’ya and
Rossmann [20], Costabel and Dauge [6, 7]. These formulas for the singular functions
describe in particular also their dependence on the angular variable θ.

Numerical method for computing the exponents ν (and also the angular functions
ϕp,q(θ) for p = 0) have recently been developped in the literature: see [16] and [22].
These methods apply when no analytic expressions of the characteristic equation
is known (for instance for anisotropic elasticity) and are based on the numerical
solution of the Sturm-Liouville problem. Our formulas can provide a new method
for computing the exponents ν, where the numerical solution of the Sturm-Liouville
problem is no more needed. This method would be based on our expressions for the
homogeneous solutions of an ADN system.

The paper is organized as follows.

In §1, we describe the setting more precisely and give the recurrence relations that
govern the asymptotic expansion (0.1) of each singular function — see Conclu-
sion 1.1.
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In §2 and 3, we study solutions u homogeneous of degree λ ∈ C of an equation
Mu = 0 where M is an ADN system which is homogeneous and has constant
coefficients. We derive explicit formulas for a basis of the space of these solutions
in the form of complex contour integrals — see Theorem 2.1 and Lemmabasis.

In §4, we use this solution basis for the construction of the characteristic equa-
tion and the resolvent of the associated Sturm–Liouville problem. That yields the
principal terms u0 in the singular functions — see Theorems 4.4 and 4.5.

In §5, we study the higher order terms in the singular functions, using the recurrence
relations given in §1. We prove that all terms up have a common form — see
Theorem 5.2.

The formulas we derive in this paper can also provide stable expressions with
respect to a parameter: we investigate this question in the forthcoming paper [?].

1. Recurrence relations for singular functions

1.a Domains with corners. We study the behavior of the singular solutions
of an elliptic boundary value problem in a neighborhood of a corner of a plane
piecewise smooth domain Ω. In this neighborhood, Ω has the following description
in polar coordinates (r, θ):

Ω = {(r, θ) | α0(r) < θ < α1(r)} .

Here α0 and α1 are functions in C∞([0, R]) for some R > 0, and we assume

α0(0) < α1(0) .

The latter condition excludes a zero angle at the corner, that is an outward cusp,
but it admits a reentrant cusp with corner angle 2π.

By applying a C∞ diffeomorphism, we can assume that α0(r) ≡ 0, and we write

ω(r) := α1(r)

in this case. Note that except in the case ω(0) = π and ω(0) = 2π, we could even
assume that ω(r) is constant.

We introduce the following notation with ω0 := ω(0):

Γ = {(r, θ) | 0 < θ < ω0}

is the plane sector tangent to Ω at the origin.

∂0Ω, ∂1Ω and ∂0Γ, ∂1Γ

denote the boundary components of Ω and Γ, respectively, where the superscript 0
corresponds to θ = 0.
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1.b ADN elliptic systems. We consider the boundary value problem{
Lu = f in Ω

Bju = gj on ∂jΩ for j = 0, 1 .
(1.1)

We assume that L is a N × N system of linear partial differential operators
with C∞(Ω) coefficients, properly elliptic in the sense of Agmon, Douglis and Niren-
berg [1], and that each of the two boundary systems Bj satisfies the Shapiro–
Lopatinski covering condition. Then the order of the determinant of L is an even
number, which we denote 2m, and we have

u = (u1, . . . , uN) ; f = (f1, . . . , fN) ; gj = (gj
1, . . . , g

j
m) ;

and
L = (Lk,l)1≤k,l≤N

; Bj = (Bj
h,l)1≤h≤m

1≤l≤N

.

In the standard way, we have nonnegative integers

(σ
k
)
k=1,...,N

, (τ
l
)
l=1,...,N

, (σj
h)h=1,...,m

for j = 0, 1,

such that

2m =
N∑

k=1

(σ
k
− τ

k
)

and for the orders of the differential operators there holds

ord(Lk,l) ≤ σ
k
− τ

l
and ord(Bj

h,l) ≤ σj
h − τ

l
.

The constant coefficient principal parts of L and Bj at the origin are denoted by

M = (Mk,l)1≤k,l≤N
and Cj = (Cj

h,l)1≤h≤m
1≤l≤N

respectively, where now

ord(Mk,l) = σ
k
− τ

l
and ord(Cj

h,l) = σj
h − τ

l
.

We note that
D := det M

is a properly elliptic scalar operator of order 2m.

1.c Singular solutions. Our aim in this paper is to give a simple and con-
structive description of the singularities of the solution u at the origin. For regular
right hand sides f and gj, any solution u of the boundary value problem (1.1) can
be decomposed into a regular part and a linear combination of singular functions
that do not depend on the right hand side but only on the domain and the dif-
ferential operators. It is not our intention here to prove any new result about the
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fact that any solution of (1.1) can be decomposed into regular and singular parts.
Such decomposition theorems are well known from the classical papers quoted in
the introduction.

We begin by reproducing here the standard wisdom about the form of the singular
functions. The singular functions are solutions of the boundary value problem (1.1)
with zero or polynomial right hand sides. In the case of the constant coefficient
model problem {

Mu = f in Γ
Cju = gj on ∂jΓ for j = 0, 1 .

(1.2)

a basis for the singular functions is given by functions of the form

u = (u1, . . . , uN) , ul = rλ−τ
l

Q∑
q=0

logq r · ϕlq(θ) , ϕlq ∈ C∞([0, ω0]) .

Actually, the functions ϕlq are restrictions to [0, ω0] of functions in C∞(R). We
introduce the following spaces of singular functions.

For scalar functions in a plane sector:

Sλ(R+ × R) := {v | v(r, θ) = rλ
Q∑

q=0

logq r · ϕq(θ) ; Q ∈ N, ϕq ∈ C∞(R) } . (1.3)

For vector functions of multi-degree &τ := (τ1, . . . , τN) in a plane sector:

Sλ−�τ := {u = (u1, . . . , uN) | ul ∈ Sλ−τ
l (R+ × R) for l = 1, . . . , N } . (1.4)

For scalar functions on the half-line:

Sλ(R+) := {v | v(r) = rλ
Q∑

q=0

logq r · ψq ; Q ∈ N, ψq ∈ C } . (1.5)

Note that for any fixed θ0, Sλ(R+) = Sλ(R+ × R)
∣∣∣
θ=θ0

and that Sλ(R+ × R) =

Sλ(R+) ⊗ C∞(R).

For right hand sides of multidegree &σ := (σ1, . . . , σN ; σ0
1, . . . , σ

0
N ; σ1

1, . . . , σ
1
N) :

T λ−�σ := {(f , g0, g1) | f = (f1, . . . , fN) , gj = (gj
1, . . . , g

j
m) ;

fk ∈ Sλ−σ
k (R+ × R) for k = 1, . . . , N ;

gj
h ∈ Sλ−σj

h(R+) for h = 1, . . . , m } .

(1.6)

Thus the boundary value problem (1.2) acts from Sλ−�τ into T λ−�σ for any λ ∈ C.

In the case of the boundary value problem (1.1) with variable coefficients and
curved boundary, the singular functions are perturbations of the previous ones. They
have asymptotic expansions of the form:

U ∼
∞∑

p=0

up up ∈ Sλ+p−�τ . (1.7)
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Here the first term u0 ∈ Sλ−�τ is a singular function of the boundary value problem
(1.2) and the higher order terms up are given by the following recurrence relation
whose terms Ap we are going to describe in the next section:

A0up = −
p−1∑
n=0

Ap−nun . (1.8)

1.d Expansion of the boundary value system. Let γ0, γ1, γ̃1 denote
the restriction operators on ∂0Γ = ∂0Ω, ∂1Γ and ∂1Ω, respectively. A0 is the prin-
cipal part frozen in 0 :

A0 = (M , γ0C0, γ1C1) . (1.9)

The operators An arise from the Taylor expansion in 0 of the coefficients of L,
B0, B1 and of ω(r) and they have the mapping property for any λ ∈ C :

An : Sλ−�τ −→ T λ+n−�σ . (1.10)

They are such that for any u ∈ Sλ−�τ , the following relation holds in the sense of
asymptotic developments when r → 0:

(L, γ0B0, γ̃1B1) u ∼
∞∑

n=0

Anu . (1.11)

A rather precise description of these operators An is possible using ideas from the ex-
amples given in [8], [9] and [6] (Prop. 2.7): let H(d)

n denote the operator that extracts
from a differential operator of order ≤ d with C∞(R2) - coefficients its component of
degree n − d: if

H(x, ∂x) =
∑
|α|≤d

hα(x) ∂α
x ,

then

(H(d)
n H)(x, ∂x) =

∑
|α|≤d

|β|−|α|=n−d

xβ

β!
∂β

xhα(0) ∂α
x .

We have then
An = (L(n), γ

0B0
(n), γ

1B̃
1

(n)) .

Here

L(n) =
(
H

(σ
k
−τ

l
)

n Lkl

)
1≤k,l≤N

and B0
(n) =

(
H

(σ0
k−τ

l
)

n B0
hl

)
1≤h≤m
1≤l≤N

.

In order to define B̃
1

(n), we need the asymptotic expansion of the operator γ̃1 of
restriction on the curved boundary ∂1Ω with respect to the restriction on its tangent
∂1Γ.
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Let v ∈ Sλ(R+ × R); we have γ̃1v(r) = v(r, ω(r)). Then the composition of the
two Taylor expansions

v(r, ω(r)) ∼ v(r, ω0) +
∞∑

k=1

(ω(r) − ω0)
k

k!
∂k

θ v(r, ω0)

and

ω(r) ∼ ω0 +
∞∑
l=1

rl

l!
∂l

rω(0)

gives an asymptotic expansion

γ̃1v(r) ∼
∞∑

p=0

vp(r) with vp ∈ Sλ+p(R+) .

Thus for example,

v0(r) = v(r, ω0) ,

v1(r) = r · ω′(0) · ∂θv(r, ω0) ,

v2(r) =
r2

2

(
ω′′(0)∂θ + ω′(0)2∂2

θ

)
v(r, ω0) .

Now we introduce this expansion into the expansion of the operator B1

B1 ∼
∑

B1
(n) with B1

(n) =
(
H

(σ1
k−τ

l
)

n B1
hl

)
1≤h≤m
1≤l≤N

and obtain the asymptotic expansion of the operator γ̃1B1 = B1(x, ∂x)
∣∣∣
θ=ω(r)

:

(
γ̃1B1v

)
(r) ∼

(
γ1B̃

1
v
)
(r) ∼

∞∑
n=0

B̃
1

(n)(x, ∂x) v(r, ω0) .

It is easy to check that if u0 is a solution of (1.2) with a certain right hand side
(f , g0, g1) and if up for p ≥ 1 are solutions of the recurrence relations (1.8), then,
in the sense of asymptotic developments when r → 0:

(L, γ0B0, γ̃1B1) (
∞∑

p=0

up) ∼ (f , g0, g1) .

Conclusion 1.1 A generating set for all singular functions of the boundary value
problem (1.1) is given by the formal series (1.7)

U ∼
∞∑

p=0

up

where:
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• there is λ ∈ C such that ∀p ∈ N, up belongs to Sλ+p−�τ ;

• u0 spans the set of all solutions in Sλ−�τ of the boundary value problem (1.2)
— the principal part of problem (1.1) —

A0u0 = (f , g0, g1) (1.12)

with zero or polynomial right hand sides (f , g0, g1) ;

• for p ≥ 1, up is any solution of the boundary value problem (1.2) with right
hand side −∑p−1

n=0 Ap−nun — cf (1.8).

Our aim is to give a description of the above functions up. For this we do not
need the above explicit form of the operators An. What has to be retained is

(i) the mapping property (1.10),

(ii) the fact that the interior operators L(n) have all the form
∑

α hα(x) ∂α
x with

polynomial coefficients,

(iii) the fact that the boundary operators act on the sides of the sector Γ and have
the form

∑
α hα(r) (r∂r)

α1 ∂α2
θ with polynomial coefficients.

The first step of our work is to study solutions homogeneous of multi-degree λ−&τ
of the interior equation

Mu = 0

which will then be used to solve the model problem (1.12) with zero right hand side
and finally the recurrence relations (1.8).

2. Solutions of the interior system with zero right hand side

2.a The main result. Let us recall that M = (Mkl)1≤k,l≤N is a properly
elliptic ADN system, with constant coefficients, homogeneous of “multi-degree”:

(σ
k
− τ

l
)
1≤k,l≤N

with
∑
k

(σ
k
− τ

k
) = 2m .

For any complex number λ we are going to construct a basis of the space

W(λ) := {u ∈ Sλ−�τ
0 | Mu = 0 in Γ} (2.1)

where the space of “multi-homogeneous” functions Sλ−�τ
0 is defined as:

Sλ−�τ
0 := {u = (u1, . . . , uN) , ul = rλ−τ

lϕl0(θ) , ϕl0 ∈ C∞(R) for l = 1, . . . , N} .
(2.2)

This basis will be used to obtain formulas for both the exponents λ of the sin-
gularities and their angular components ϕlq(θ).
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For the elementary example when M is the scalar Laplace operator, such a basis
is given simply by ζλ and ζλ for any λ �= 0, where ζ is the complex writing of the
cartesian variables

ζ = x1 + ix2 = r eiθ .

This fact is well known and was first used in [25], [17], and recently in [20] and [6, 7].

We are going to prove that such a result can be extended in a certain sense to
any properly elliptic ADN system as M .

Noting that
∂x1 = ∂

ζ
+ ∂

ζ
and ∂x2 = i (∂

ζ
− ∂

ζ
)

where ∂
ζ
, ∂

ζ
satisfy

∂
ζ
ζ , ∂

ζ
ζ = 1 , ∂

ζ
ζ , ∂

ζ
ζ = 0 ,

we obtain for a scalar homogeneous operator M of order 2m and for any complex
numbers α and α∗ :

M(∂x1 , ∂x2) (αζ+α∗ζ)λ = λ(λ−1) · · · (λ−2m+1) (αζ+α∗ζ)λ−2mM(α+α∗, i(α−α∗))
(2.3)

Setting:

M+(α) := M(α + 1, i(α − 1)) and M−(α) := M(1 + α, i(1 − α)) (2.4)

we see that

if α+ is a root of M+(α) = 0 then (α+ζ + ζ)λ ∈ W(λ)

if α− is a root of M−(α) = 0 then (ζ + α−ζ)λ ∈ W(λ) .
(2.5)

In the case of M = ∆, we have M+(α) = M−(α) = α and α+, α− = 0.

We extend the ansatz (2.5) so that:

(i) we cover the case when there are multiple roots,

(ii) we can admit systems instead of scalar operators.

We introduce the following diagonal N × N matrices:

Z+
�τ (λ; ζ, ζ∗; α) =

(
λ(λ − 1) · · · (λ − τ

l
+ 1) (αζ + ζ∗)λ−τ

l δkl

)
1≤k,l≤N

Z−
�τ (λ; ζ, ζ∗; α) =

(
λ(λ − 1) · · · (λ − τ

l
+ 1) (ζ + αζ∗)λ−τ

l δkl

)
1≤k,l≤N

(2.6)

The choice of a branch of the complex power will be discussed below (see (2.9)).
Defining M+(α) and M−(α) as in formula (2.4), we see that for any ζ and λ in C :

M(∂x1 , ∂x2) Z±
�τ (λ; ζ, ζ; α) = Z±

�σ (λ; ζ, ζ; α) M±(α) . (2.7)
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The elements of W(λ) will be obtained as Cauchy integrals in the variable α
around some roots of

D±(α) := det M±(α) .

A very general ansatz could be:∫
γ

Z±
�τ (λ; ζ, ζ; α) M−1

± (α) f(α) dα (2.8)

with γ any contour avoiding the roots of D±(α) and f(α) ∈ A[α] ⊗ C
N (that is, a

vector-valued entire analytic function). We will show that less general objects are
sufficient.

(i) Due to the proper ellipticity of M and the properties of the Cayley transform

α �→ i(α−1)
α+1

, both determinants D+ and D− have no roots on the unit circle

γ̃ = {α ∈ C | |α| = 1}

and each one has m roots (counted with multiplicity) inside γ̃. We can there-
fore use γ̃ as contour of integration in the following way: Define (αζ + ζ)λ

as the product ζλ(1 + α ζ

ζ
)λ. This is well defined for α ≤ 1 and for ζ on the

Riemann surface of log. In particular, if ζ is in a sector 0 ≤ arg ζ < ω0 ≤ 2π,
we can choose the branch of ζλ that coincides with |ζ|λ on the positive real
axis. Then for h meromorphic in C without poles on γ̃ and therefore without
poles in {α ∈ C | ρ ≤ α ≤ 1} for some ρ < 1, we define

∫
γ̃
(αζ + ζ)λ h(α) dα :=

∫
|α|=ρ

ζλ

(
1 + α

ζ

ζ

)λ

h(α) dα . (2.9)

The function (ζ + αζ)λ is treated by a similar argument.

(ii) Instead of A[α] ⊗ C
N we can use special polynomials in Pd−1[α] ⊗ C

N (d is
the maximal degree of the matrix elements Mkl of M) constructed from the
shifted polynomials M �

±,δ , δ = 1, . . . , d where, for

A(α) =
d∑

n=0

An αn

we denote

A�
δ(α) :=

d∑
n=δ

An αn−δ .

The main result of this section is the following theorem whose proof will be given
in §3. Here we exhibit a finite dimensional generator for the space (2.1). We will
construct a basis more explicitly in Lemma 4.2.
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Theorem 2.1 Let λ be any complex number. We set:

W±(λ) :=
{∫

γ̃
Z±

�τ (λ; ζ, ζ; α) M−1
± (α)

(
M �

±,d q1 + · · ·+ M �
±,1 qd

)
dα |

q1, . . . , qd ∈ C
N

}
.

There holds:

(i) for all λ ∈ C, the dimension of the solution space W(λ) — see (2.1) — is
equal to 2m ;

(ii) for all λ ∈ C \ N, the dimension of W±(λ) is equal to m and

W+(λ) ⊕ W−(λ) = W(λ) .

Remark 2.2 The definition of the spaces W±(λ) is independent of the choice of a
branch of the complex power functions as dicussed above. Note, however, that the
elements of W±(λ) are well defined analytic functions on the Riemann surface of
the logarithm and therefore on a neighborhood of the corner of our domain Ω.

Remark 2.3 In the expression of W±(λ), we can replace d, the maximal degree of
M , by d± which we define as the maximal degree of M±. We saw in the example
of the Laplace operator and we shall see from the example of the Stokes operator
that d± can be strictly less than d.

2.b Particular cases and examples. The generic elements of the spaces
W±(λ) have a simpler expression when the operator is scalar or when it is a first
order system (see Corollary 3.13 where W+(λ) is given when M+(α) = αA + B).
We also get some simplifications when the system is rotationally invariant.

2.b (i) Scalar operators. When N = 1, the order d± of M±(α) is equal to
its degree as a scalar polynomial and one can assume that its leading coefficient
is 1. Then all the shifted polynomials M �

±,δ for δ = 1, . . . , d± have their leading
coefficients equal to 1, so they form a basis of Pd±−1[α], and we have

W+(λ) =
{∫

γ̃
(αζ + ζ)λ M−1

+ (α) f(α) dα | f(α) ∈ Pd+−1[α]
}
;

W−(λ) =
{∫

γ̃
(ζ + αζ)λ M−1

− (α) f(α) dα | f(α) ∈ Pd−−1[α]
}
.

If f(α) is chosen as the product of all the roots of M±(α) except one inside the
unit disc, say α±, then the above Cauchy integrals give back the ansatz (2.5). But
such expressions are not necessarily stable with respect to parameters on which the
coefficients of M may depend. On the other hand, if M±(α) and f(α) depends
smoothly on a parameter, so does the Cauchy integral.

11



2.b (ii) Polyharmonic operators. If M = ∆m, then M± = 4mαm. It is
straightforward that in such a situation:

W+(λ) =
{
ζλ−j ζj | j = 0, . . . , m − 1

}
;

W−(λ) =
{
ζλ−j ζj | j = 0, . . . , m − 1

}
.

2.b (iii) Rotationally invariant systems. We denote by Rη the rotation in
R

2 with angle η ∈ [0, 2π). We say that the system M(∂x) is rotationally invariant
if for each η ∈ [0, 2π) there exists a linear isomorphism Jη : C

N → C
N such that for

any u ∈ C∞ ⊗ C
N :

M(∂x)
(
Jηu ◦ Rη

)
=

(
Jη M(∂x) u

)
◦ Rη . (2.10)

As there holds
M(∂x)

(
u ◦ Rη

)
=

(
M(R−η∂x) u

)
◦ Rη ,

relation (2.10) yields that

M(R−ηξ) ◦ Jη = Jη ◦ M(ξ) ∀ξ ∈ R
2 . (2.11)

Hence the determinant of M(ξ) is a radial function. As its degree is 2m, we deduce
that there is a nonzero constant c such that

det M(ξ) = c (ξ2
1 + ξ2

2)
m.

From this we deduce that D±(α) = 4mc αm and that the components of the elements
of W(λ) have a form similar to what we found for the m-harmonic operator. Ex-
amples of rotationally invariant systems are given by the Stokes and Lamé systems.

2.b (iv) Stokes system. The two-dimensional Stokes operator associates to
(u1, u2, p) the triple (f1, f2, g) by

∆u1 + ∂x1p = f1

∆u2 + ∂x2p = f2

∂x1u1 + ∂x2u2 = g .

Using the differential operators ∂
ζ

and ∂
ζ

and the change of functions

u
ζ

:= u1 + i u2 u
ζ

:= u1 − i u2

f
ζ

:= f1 + i f2 f
ζ

:= f1 − i f2

the Stokes system can be written:
2∂

ζ
∂

ζ
u

ζ
+ ∂

ζ
p = 1

2
f

ζ

2∂
ζ
∂

ζ
u

ζ
+ ∂

ζ
p = 1

2
f

ζ

∂
ζ
u

ζ
+ ∂

ζ
u

ζ
= 1

2
g .
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Hence

M+(α) =

 2α 0 1
0 2α α
α 1 0

 and M−(α) =

 2α 0 α
0 2α 1
1 α 0

 .

The degree of M± is 1, and according to Remark 2.3 we have only to compute∫
γ̃

Z±
(0,0,1)(λ; ζ, ζ; α) M−1

± (α) ◦
( d

dα
M±(α)

)
q dα

for q ∈ C
3. We find that the following triples w±

j (λ, ·) for j = 1, 2 are bases of
W±(λ):

w+
1 (λ; ζ) = (ζλ, 0, 0) ; w+

2 (λ; ζ) = (−λζλ−1ζ, ζλ, 2λζλ−1) ;

w−
1 (λ; ζ) = (0, ζλ, 0) ; w−

2 (λ; ζ) = (ζλ, −λζλ−1ζ, 2λζλ−1) .

3. Proof of Theorem 2.1

3.a The dimension of the space W(λ). In this section, we are going to
prove the point (i) of Theorem 2.1, i. e. that for any λ ∈ C, dim W(λ) = 2m.

We write the system M in polar coordinates: for each k, l there exists an oper-
ator Mkl with smooth coefficients such that:

rσ
k Mkl(∂x) r−τ

l =Mkl(θ; ∂θ, r∂r) . (3.1)

We introduce the systemM (λ) =M (θ; ∂θ, λ) whose coefficients are theMkl(θ; ∂θ, λ).
We denote by W (λ) the space

W (λ) = {ϕ ∈ C∞(R) ⊗ C
N |M (λ) ϕ = 0} . (3.2)

The following equivalence holds for any u in Sλ−�τ
0 :

u =
(
rλ−τ1ϕ1(θ), . . . , r

λ−τ
N ϕN(θ)

)
∈ W(λ) ⇐⇒ ϕ := (ϕ1, . . . , ϕN) ∈ W (λ) . (3.3)

Thus we are going to study W (λ).

We use the ADN linearization procedure (see [1]), to reduce the problem to the
case when the order d of M is equal to 1: the new operator M̃ is an ADN-elliptic
system of size Ñ ≥ N and multi-degree (σ̃k − τ̃l)kl

with the sum
∑

k(σ̃k − τ̃k) still
equal to 2m. Note that σ̃k − τ̃l can be different from 0 or 1, but that in this case
M̃kl = 0. The linearization operator u �→ ũ induces a bijective mapping from W(λ)
onto W̃(λ).

From now on, we assume in this section 3.a that M is of order 1 (and ADN-
elliptic, homogeneous with constant coefficients). Then there are N × N matrices
M 0, M 1 and M 2 such that:

M(∂x1 , ∂x2) = M 1∂x1 + M 2∂x2 + M 0 .

13



Hence M is of order 1 and M (λ) can be written as

M (λ) = A (θ)∂θ +B(θ, λ) .

We check that:

A (θ) = − sin θ M 1 + cos θ M 2

B(θ, λ) =
(
cos θ M 1 + sin θ M 2

)(
diag(λ − τ

l
)
)

+ M 0

where diag(λ − τ
l
) denotes the diagonal matrix

(
δkl(λ − τl)

)
k,l

.

As a direct consequence of the fact that the system M(∂x1 , ∂x2) is ADN-elliptic
of multi-degree (σk − τl)kl

with the sum
∑

k(σk − τk) equal to 2m, we obtain the
following lemma.

Lemma 3.1 Let p0(θ; η) denote the determinant of A (θ)η + M 0. The degree d◦
ηp0

of p0(θ; ·) as a polynomial in η is equal to 2m for all θ ∈ R and λ ∈ C.

Hence for all θ0 ∈ R, the equation

A (θ0) ∂θϕ + M 0ϕ = ψ (3.4)

is a (singular) system of algebraic-differential equations (singular as soon as 2m <
N), which can be solved with the help of the reduction to the Smith form :

A (θ0) η + M 0 = E(η) D(η) F (η) (3.5)

where D, E and F have polynomial coefficients, E and F have their determinants
equal to 1 and D is diagonal, see [11]. Hence det D(η) = p0(θ0, η). From this, we
deduce that the equation (3.4) has exactly 2m independent solutions ϕ ∈ C∞(R)⊗
C

N for any ψ ∈ C∞(R) ⊗ C
N (for ψ = 0, this result is referred as Chrystal’s

theorem). Moreover, there exists 2m Cauchy conditions which determine completely
the solution of (3.4).

On the other hand, the ADN-ellipticity ofA (θ0) ∂θ+M 0 yields a priori estimates
between appropriate Sobolev spaces. As a consequence of the previous facts we
obtain:

Lemma 3.2 Let θ0 ∈ R. Let I be a bounded interval and let θ1 ∈ I. There exists
2m independent Cauchy conditions in θ1 : χ1

θ1
, . . . , χ2m

θ1
such that for any s ≥ s0

with s0 large enough, the operator

Hs−�τ (I) → Hs−�σ(I) ⊕ C
2m

ϕ �→ A (θ0) ∂θϕ + M 0ϕ ,
(
χj

θ1
(ϕ)

)
j=1,...,2m

is an isomorphism. (Here Hs−�τ denotes the product
∏N

l=1 Hs−τ
l ).

Now we can prove:

14



Theorem 3.3 Let I = (0, ω) be an interval. Then for any s ≥ s0 with s0 as in
Lemma 3.2, the operator

Hs−�τ (I) → Hs−�σ(I) ⊕ C
2m

ϕ �→ M (λ)ϕ ,
(
χj

0
(ϕ)

)
j=1,...,2m

is an isomorphism.

Remark 3.4 We see that the space of Cauchy data in θ = 0 for the system(
A (θ)∂θ +B(θ, λ)

)
ϕ = ψ (3.6)

is the same as the space of Cauchy data for the constant coefficient system (3.4)
with θ0 = 0. We shall see in Remark 3.15 how to write the space of these Cauchy
data explicitly.

Proof. We use Lemma 3.2 with localization arguments. For any θ0 ∈ R and ρ ≥ 0,
let us introduce:

N
θ0

(ρ; θ, ∂θ) :=
(
diag(ρσ

k )
)
×M (θ0 + ρ(θ − θ0),

∂θ

ρ
, λ) ×

(
diag(ρ−τ

l )
)

if ρ > 0

N
θ0

(0; θ, ∂θ) := A (θ0) ∂θ + M 0 if ρ = 0

Note that, as A (θ0) ∂θ + M 0 is homogeneous of muti-degree (σk − τl)kl
, we have for

any ρ > 0 :

N
θ0

(0; θ, ∂θ) =
(
diag(ρσ

k )
)
×N

θ0
(0; θ0,

∂θ

ρ
) ×

(
diag(ρ−τ

l )
)
.

Let us fix an interval I containing θ0. By standard arguments, we obtain the esti-
mate:

‖N
θ0

(ρ; θ, ∂θ)ϕ −N
θ0

(0; θ, ∂θ)ϕ ‖
Hs−�σ(I)

≤ Cρ ‖ϕ‖
Hs−�τ (I)

with C independent from ρ (see for instance [9, Lemma 10.13]). This estimate and
Lemma 3.2 yield that for ρ > 0 small enough, Nθ0(ρ; θ, ∂θ) joined with the Cauchy
conditions in θ0 induces an isomorphism. Defining

ϕρ(θ) :=
(
diag(ρ−τ

l )
)
ϕ(θ0 +

θ − θ0

ρ
) and ψρ(θ) :=

(
diag(ρ−σ

k )
)
ψ(θ0 +

θ − θ0

ρ
)

we can see that

N
θ0

(ρ; θ, ∂θ)ϕ = ψ on I ⇐⇒ M (λ)ϕρ = ψρ on I
θ0

where Iθ0 = {θ0+ρ(θ−θ0) | θ ∈ I}. Hence, M(λ) joined with 2m Cauchy conditions
in θ0 induces an isomorphism on Iθ0 .

Thus we find locally 2m linearly independent solutions of the homogeneous equation
M (λ)ϕ = 0. By the unique solvability of the Cauchy problem just shown, these
solutions can be extended over the whole interval I as a basis for the kernel of the
operator M (λ). By the same matching arguments, any solution of the inhomoge-
neous equation M (λ)ϕ = ψ can be extended to I.
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Remark 3.5 The degree of the determinant of A (θ) η +B(θ, λ) as a polynomial
in η is 2m for any θ and any λ. This condition on the determinant is sufficient
in the constant coefficient case to have exactly 2m independent solutions to the
homogeneous equation. But, in the variable coefficient case, such a condition is not
sufficient to have the same result, as shown by counterexamples in [4, ch.6]. Here,
we need supplementary information to obtain the result. This is supplied by the
ellipticity in our case.

Remark 3.6 If all the multi-degrees σk − τl are ≥ 0, we can show that for all θ,
rankA (θ) = 2m. This provides an alternative proof to Theorem 3.3 by a direct
solution by block elimination of the equation M (λ)ϕ = ψ. But in the general case
we consider here, it may happen that rankA (θ) > 2m and this solution method
does no longer work.

3.b The spaces W+(λ) and W−(λ). As an obvious consequence of relations
(2.7), we obtain that W±(λ) ⊂ W(λ). Now we only have to prove that dimW±(λ) =
m and that W+(λ) ∩ W−(λ) = {0} to make the proof of Theorem 2.1 complete.

We introduce the following notations: A1 is the space of functions holomorphic
in a neighborhood of the unit disk in C and, in relation with the ansatz (2.8), W

±
1 (λ)

is defined as

W±
1 (λ) =

{∫
γ̃

Z±
�τ (λ; ζ, ζ; α) M−1

± (α) f(α) dα | f(α) ∈ AN
1

}
.

We have:
W±(λ) ⊂ W±

1 (λ) ⊂ W(λ) .

Lemma 3.7 If λ �∈ N, then the intersection W
+
1 (λ) ∩ W

−
1 (λ) is reduced to {0}.

Proof. Let u belong to the intersection. Then, using (2.9), we have for any
component ul of u:

and

u
l

=
∫
|α|=ρ

ζλ−τ
l

(
1 + α

ζ

ζ

)λ−τ
l

h+

l
(α) dα

u
l

=
∫
|α|=ρ

ζλ−τ
l

(
1 + α

ζ

ζ

)λ−τ
l

h−
l
(α) dα ,

where h±
l (α) are meromorphic in the unit disk and ρ is < 1. Expanding

(
1 + α ζ

ζ

)λ−τ
l

and
(
1 + α ζ

ζ

)λ−τ
l

we obtain two series

and

u
l

=
∞∑

n=0

c+
n ζλ−τ

l
−nζn

u
l

=
∞∑

n=0

c−n ζλ−τ
l
−nζn

with c±n =

(
λ − τ

l

n

) ∫
|α|=ρ

αnh±
l
(α) dα .
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The coefficients c±n satisfying the estimate

|c±n | ≤ C ρn

the two above series are converging for ζ such that ρ <
∣∣∣ ζ

ζ

∣∣∣ < 1
ρ
. Thus, setting

η := ζ

ζ
, we have:

∞∑
n=0

c+
n ηn =

∞∑
n=0

c−n ηλ−τ
l
−n for ρ < |η| <

1

ρ
.

If λ �∈ N, all exponents are different from each other. Hence all coefficients are 0.

Lemma 3.8 If λ �∈ N, then the mapping

AN
1 /

M+ AN
1

−→ W
+
1 (λ)

f �−→
∫
γ̃

Z+
�τ (λ; ζ, ζ; α) M−1

+ (α) f(α) dα
(3.7)

is an isomorphism and the corresponding result holds for + replaced by −.

Proof. This mapping is obviously well defined and onto. It remains to prove
that it is injective. If f is such that

∫
γ̃ Z+

�τ (α) M−1
+ (α) f(α) dα ≡ 0, then, setting

(h1(α), . . . , hN(α)) := M−1
+ (α) f(α) computations as in the previous proof yield

that for each l : ∫
|α|=ρ

αnh
l
(α) dα = 0 ∀n ∈ N ,

Here we have used that
(

λ−τ
l

n

)
�= 0 for all n ∈ N if λ �∈ N. Hence each hl is

holomorphic in the unit disk. Thus f = M+h with h ∈ AN
1 .

From now on, we only consider the case of the + sign for M±. The case of the
− sign is exactly similar.

Let us denote by M+ the subspace of AN
1 defined by

M+ :=
{
M �

+,d q1 + · · · + M �
+,1 qd | q1, . . . , qd ∈ C

N
}

where d is the order of M+. As a straightforward consequence of Lemma 3.8, we
obtain:

Corollary 3.9 If λ �∈ N, then the following mapping is an isomorphism:

M+/
M+ AN

1
−→ W+(λ)

f �−→
∫
γ̃

Z+
�τ (λ; ζ, ζ; α) M−1

+ (α) f(α) dα .
(3.8)

Our proof is organized in two parts now:

(i) The study of the case when the order d is equal to 1.

(ii) The linearization to pass from the order 1 to any order.
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3.b (i) The case of the order one. We assume that the order of M+ is 1;
hence there are two matrices A and B such that M+(α) = αA + B. Only one
shifted polynomial is defined from M+: this is M �

+,1 which coincides with A. Thus
the space M+ coincides with A(CN). Define the operator:

P :=
1

2iπ

∫
γ̃
(αA + B)−1A dα .

Lemma 3.10 The operator P is a projector in C
N and its rank is equal to m.

Proof. The fact that P is a projector can be deduced in a classical way, see for
example [12], from the resolvent identity :

(αA + B)−1 − (α′A + B)−1 = −(α − α′)(αA + B)−1A (α′A + B)−1. (3.9)

Hence we have:

rank P = Tr 1
2iπ

∫
γ̃
(αA + B)−1A dα

= 1
2iπ

∫
γ̃

Tr (αA + B)−1 d
dα

(αA + B) dα .

Using the reduction of (αA + B) to the Smith form E(α) D(α) F (α) as in (3.5),
and with the help of the commutativity relation TrAB = Tr BA we obtain:

Tr (αA + B)−1 d
dα

(αA + B) = Tr F−1D−1E−1(E′DF + ED′F + EDF ′)
= Tr D−1D′ + Tr E−1E′ + Tr F−1F ′ .

Since the determinants of E and F are equal to 1, the functions TrE−1E′ and
Tr F−1F ′ are holomorphic and:

rank P =
1

2iπ

∫
γ̃

Tr D−1(α)D′(α) dα .

As D is diagonal, the above integral is the number of the roots of the determinant
of D which are inside γ̃. But det D = det M+. We know that the proper ellipticity
of M implies that det M+ has exactly m roots inside γ̃. Hence rank P = m.

Lemma 3.11 Let f belong to AN
1 . We define an element q = q(f) ∈ C

N by

q :=
1

2iπ

∫
γ̃
(αA + B)−1f(α) dα .

Then we have for all ζ and λ :∫
γ̃

Z+
�τ (λ; ζ, ζ; α) (αA + B)−1f(α) dα =

∫
γ̃

Z+
�τ (λ; ζ, ζ; α) (αA + B)−1Aq dα .

Proof. We omit the variables ζ and λ in the notations. We introduce ρ and ρ′,
0 < ρ < ρ′ < 1 such that (αA + B)−1 is holomorphic in the ring ρ ≤ |α| ≤ 1. Using
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the resolvent identity (3.9), we obtain:∫
γ̃

Z+
�τ (α) (αA + B)−1Aq dα =

= 1
2iπ

∫
|α|=ρ

Z+
�τ (α) (αA + B)−1A

∫
|α|=ρ′

(α′A + B)−1f(α′) dα′ dα

= 1
2iπ

∫
|α|=ρ

∫
|α|=ρ′

Z+
�τ (α)

(αA + B)−1 − (α′A + B)−1

α′ − α
f(α′) dα′ dα .

The contribution of the term with (α′A + B)−1 is 0 because for any α′, |α′| = ρ′,
the function

α �−→ Z+
�τ (α) (α′ − α)−1 (α′A + B)−1f(α′)

is holomorphic for |α| ≤ ρ. Then the Cauchy residue formula applied on |α′| = ρ′

for f yields the wanted equality.

Corollary 3.12 For all λ ∈ C, the spaces W+(λ) and W
+
1 (λ) coincide.

Corollary 3.13 If λ �∈ N, then the following mapping is an isomorphism:

P (CN) −→ W+(λ)

q �−→
∫
γ̃

Z+
�τ (λ; ζ, ζ; α) (αA + B)−1Aq dα .

(3.10)

Corollary 3.14 In the case when d = 1, if λ �∈ N the dimension of the space W+(λ)
is equal to m.

Proof of the corollaries. The first corollary is a straightforward consequence of
Lemma 3.11. The third corollary is a direct consequence of the second one and of
Lemma 3.10. Let us prove Corollary 3.13.

Due to Lemma 3.11, the mapping (3.10) is onto. As in the proof of Lemma 3.8 we
obtain that:∫
γ̃

Z+
�τ (ζ; α) (αA+B)−1Aq dα ≡ 0 =⇒

∫
γ̃
(αA+B)−1Aq dα = 0 , i. e. P (q) = 0 .

Conversely, Lemma 3.11 yields that:∫
γ̃

Z+
�τ (ζ; α) (αA + B)−1Aq dα =

∫
γ̃

Z+
�τ (ζ; α) (αA + B)−1A P (q) dα .

Hence the kernel of the mapping (3.10) is kerP . As P is a projector, the corollary
is proved.

Remark 3.15 Let A and B be two N × N matrices such that the degree of the
determimant of A η +B as a polynomial in η is equal to 2m. Let γ be a contour
surrounding all the roots of the determinant. Then defining

P :=
1

2iπ

∫
γ
(ηA +B)−1

A dη ,
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by the same arguments as above for Corollary 3.13, we obtain that the following
mapping is an isomorphism

P(CN) −→ {ϕ | (A ∂θ +B)ϕ(θ) ≡ 0}

q �−→ ϕ(θ) :=
∫
γ̃

(
diag(eηθ)

)
(ηA +B)−1

A q dη .

We see that the natural Cauchy conditions in θ = 0 are, for any fixed q ∈P(CN) :

P

(
ϕ

∣∣∣
θ=0

)
= q .

As an example, we can consider A = M 2 and B = M 0 and according to Theo-
rem 3.3, the space of Cauchy data for the system M (λ) (3.6) is given as above for
any λ with the projector

P :=
1

2iπ

∫
γ
(ηM 2 + M 0)−1M 2 dη .

We obtain as consequence of the Corollaries 3.9 and 3.12:

Corollary 3.16 In the case when d = 1, the following natural injection is an iso-
morphism:

M+/
M+ AN

1
↪−→ AN

1 /
M+ AN

1

3.b (ii) The linearization. We treat now the general case when

M+(α) =
d∑

δ=0

M δ αδ with d ≥ 1 .

For any ϕ and ψ in AN
1 , we check that the equation M+ϕ = ψ is equivalent to the

following “linearized” equation in C
N ⊗ C

d : α


M d 0 · · · 0
0 I · · · 0
...

...
. . .

...
0 0 · · · I

 +


M d−1 · · · M 1 M 0

−I · · · 0 0
...

. . .
...

...
0 · · · −I 0





αd−1ϕ
αd−2ϕ

...
ϕ

 =


ψ
0
...
0


which we write in a condensed form

(αA + B)ϕ̃ = ψ̃ .

The system αA + B defines M̃+, the first order system associated with M+. The
space associated with M̃+ is M̃+ :

M̃+ =
{
Aq̃ | q̃ = (q1, . . . , qd) ∈ C

N ⊗ C
d
}

.

The link between the case when d = 1 and the general case is made by:
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Proposition 3.17 The following mapping is an isomorphism:

M̃+/
M̃+ AdN

1

−→ M+/
M+ AN

1

Aq̃ �−→ M �
+,d q1 + · · · + M �

+,1 qd .

(3.11)

Proof. The mapping (3.11) being onto by construction, it suffices to prove that it
is well defined and injective.

Lemma 3.18 Let q̃ = (q1, . . . , qd) ∈ C
N ⊗ C

d and ϕ̃ = (ϕ1, . . . ,ϕd) ∈ AN
1 ⊗ C

d.
We suppose that

Aq̃ = (αA + B)ϕ̃(α) .

Then:
M �

+,d q1 + · · · + M �
+,1 qd = M+ϕd .

Lemma 3.19 Let (q1, . . . , qd) = q̃ ∈ C
N ⊗ C

d and ϕd ∈ AN
1 . We suppose that

M �
+,d q1 + · · · + M �

+,1 qd = M+ϕd .

We define ϕ1, . . . ,ϕd−1 ∈ AN
1 by

ϕ1 = αd−1ϕd + αd−2qd + · · ·+ αq3 + q2

ϕ2 = αd−2ϕd + αd−3qd + · · ·+ q3

...
ϕd−1 = αϕd + qd

Then, setting ϕ̃ := (ϕ1, . . . ,ϕd), we have:

Aq̃ = (αA + B)ϕ̃(α) .

Lemma 3.18 and Lemma 3.19 prove that the mapping (3.11) is well defined and
injective, respectively.

The proof of the two lemmas being similar, we only prove the first one.

Proof of Lemma 3.18. The equality Aq̃ = (αA + B)ϕ̃(α) yields the relations:

(1) αM dϕ
1 + M d−1ϕ

1 + · · · + M 0ϕ
d = M dq

1

and

(2) −ϕj−1 + αϕj = qj for j = 2, . . . , d .
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Let us compute ψ := M �
+,d q1 + · · ·+ M �

+,1 qd. We first use the definition of M �
+,δ,

next the relations (1) and (2).

ψ = M dq
1 +

d−1∑
δ=1

d∑
j=δ

αj−δM jq
d+1−j

= αM dϕ
1 +

d−1∑
j=0

M jϕ
d−j +

d−1∑
δ=1

d∑
j=δ

αj−δM j(αϕd+1−δ − ϕd−δ)

=
d−1∑
j=0

M j

(
ϕd−j +

j∑
δ=1

(αj+1−δϕd+1−δ − αj−δϕd−δ)
)

+ αM dϕ
1 + M d

d−1∑
δ=1

(αd+1−δϕd+1−δ − αd−δϕd−δ)

=
d−1∑
j=0

M jα
jϕd + M dα

dϕd .

The last equality yields that ψ = M+ϕd.

Conclusion 3.20 Lemma 3.9 and Proposition 3.17 give that ∀λ �∈ N the spaces
W+(λ) and W̃+(λ) (associated with the linearized operator M̃+) are isomorphic,
via the commutative diagram below, where all arrows are isomorphisms.

M̃+/
M̃+ AdN

1

−→ W̃+(λ)

↓ ↓
M+/

M+ AN
1

−→ W+(λ)

Combining this with Corollary 3.14, we obtain that dimW+(λ) = m.

Remark 3.21 We have just proved a little more than necessary: the consideration
of the spaces W

+
1 (λ) and AN

1 /
M+ AN

1
could have been omitted to reach the aim

of proving Theorem 2.1. Indeed we have the following diagram of commutative
isomorphism which complete the above one:

M̃+/
M̃+ AdN

1

−→ AdN
1 /

M̃+ AdN
1

−→ W̃
+
1 (λ) = W̃+(λ)

↓ ↓ ↓
M+/

M+ AN
1

−→ AN
1 /

M+ AN
1

−→ W
+
1 (λ) = W+(λ)

To check that, it suffices to see that the mapping (3.11) is onto on the space
AN

1 /
M+AN

1
which can be shown like Lemma 3.18.

4. Solutions of the boundary value system with zero right
hand side

The next step of the description of the singular functions
∑

p up — see Conclusion 1.1
— is the construction of the first terms u0 which correspond to a right hand side
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equal to 0 : thus we search for all solutions u of

A0u = 0 and u ∈ Sλ0−�τ for a certain λ0 ∈ C . (4.1)

4.a Mellin transform. If u satisfies (4.1), multiplying u by a cut-off function
χ ∈ D(R) which is ≡ 1 in the neighborhood of 0 and computing the Mellin transform:

U (λ) = (U1, . . . ,UN) with Ul(λ, θ) :=
∫ ∞

0
r−λ+τ

l χ(r) ul(r, θ)
dr

r
l = 1, . . . , N

we see that M (λ)U (λ) is an entire analytic function of λ, where we recall that
M (λ) is the system whose coefficients are the Mkl(θ; ∂θ, λ) defined in (3.1). In a
similar way, for j = 0, 1 we define C j(λ) as the system whose coefficients are the
C

j
hl(θ; ∂θ, λ) where C j

hl satisfies

rσj
kCj

hl(∂x) r−τ
l = C j

hl(θ; ∂θ, r∂r) . (4.2)

Thus for each λ ∈ C, U (λ) is a solution of the following boundary value problem
in (0, ω0): 

M (λ)U (λ) = ψ(λ) in (0, ω0)

C
0(λ)U (λ)

∣∣∣
θ=0

= ψ0(λ)

C
1(λ)U (λ)

∣∣∣
θ=ω0

= ψ1(λ)

(4.3)

with ψ0, ψ1 analytic with values in C
m. We define A (λ) as the following analytic

family of boundary value problems on (0, ω0) :

A (λ) =
(
M (λ),C 0(λ),C 1(λ)

)
. (4.4)

We write (4.3) in the condensed form:

A (λ)U (λ) = Ψ(λ) .

As it is well known — see also the next section, it follows from the ADN ellipticity
that A (λ)−1 is meromorphic in C and since u ∈ Sλ0−�τ we reconstruct u by the
residue formula

u =
1

2iπ

(
diag(r−τ

l )
) ∫

γ
rλ
A (λ)−1Ψ(λ) dλ

where γ is a simple curve surrounding λ0. It is easy to see that, conversely, any
function u of the above form with Ψ holomorphic, is a solution of A0u = 0. Let us
summarize:

Lemma 4.1 Let X (λ0) be the space of all solutions of (4.1). Then X (λ0) is not
reduced to {0} if and only if λ0 is a pole of A (λ)−1 where A (λ) is the operator of
problem (4.3) and

X (λ0) =
{ 1

2iπ

(
diag(r−τ

l )
) ∫

γ(λ0)

rλ
A (λ)−1Ψ(λ) dλ | Ψ(λ) holomorphic

}
where γ(λ0) is a simple curve surrounding only one pole λ0 of A (λ)−1.
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4.b The meromorphic inverse of A (λ) We are going to describe A (λ)−1

by solving the equation

M (λ)U = ψ in (0, ω0)

C
0(λ)U

∣∣∣
θ=0

= ψ0

C
1(λ)U

∣∣∣
θ=ω0

= ψ1

(4.5)

for ψ given in Hs−�σ(0, ω0) — for s ≥ s0 large enough — and ψ0, ψ1 in C
m. The

strategy for solving (4.5) is classical: we solve in a first step the interior equation
M (λ)U = ψ with the help of a right inverse R(λ) to M (λ) acting between the
spaces Hs−�σ(0, ω0) and Hs−�τ (0, ω0). The second step is to solve the boundary
conditions in the space W (λ) = kerM (λ) — cf (3.2). Let us give details for these
constructions.

Let us define the spaceH (λ) as the orthogonal complement of the spaceW (λ) in
Hs−�τ (0, ω0). As a direct consequence of Theorem 3.3, the operatorM (λ) induces an
isomorphism from H (λ) onto Hs−�σ(0, ω0) with a locally bounded inverse M (λ)−1.
We define R(λ) as the composed operator IH (λ) ◦M (λ)−1 where IH (λ) is the

canonical injection of H (λ) into Hs−�τ (0, ω0).

Let us denote by C (λ) the system of the boundary operators

C (λ) : U �−→
(
C

0
1 (λ)U (0), . . . ,C 0

m(λ)U (0), C 1
1 (λ)U (ω0), . . . ,C

1
m(λ)U (ω0)

)
and by πM and πC the canonical projections

πM : Hs−�σ(0, ω0) ⊕ C
2m −→ Hs−�σ(0, ω0)

πC : Hs−�σ(0, ω0) ⊕ C
2m −→ C

2m

We see that the solution of (4.5) will be given, if it exists, by the sumU = U1+U2

where U1 = R(λ) ψ and U2 is the solution (if it exists) of

U2 ∈ W (λ) and C (λ)U2 = (ψ0, ψ1) − C (λ)U1 .

To choose a basis of W (λ), we use the equivalence (3.3), Theorem 2.1 and Corol-
lary 3.9. We have

Lemma 4.2 Let µ ∈ C \N. There exist q1
±,h, . . . , q

d
±,h in C

N for h = 1, . . . , m such
that the

w±
h (µ, ζ) :=

∫
γ̃

Z±
�τ (µ; ζ, ζ; α) M−1

± (α)
(
M �

±,d q1
±,h + · · · + M �

±,1 qd
±,h

)
dα

for h = 1, . . . , m are a basis of W±(µ).
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Moreover, for any λ ∈ C\N, the w±
h (λ, ζ) for h = 1, . . . , m are a basis of W±(λ)

and the functions ϕh(λ, ·) defined for h = 1, . . . , 2m by

ϕh(λ, θ) :=

 w+
h (λ, eiθ) for h = 1, . . . , m

w−
h−m(λ, eiθ) for h = m + 1, . . . , 2m

are a basis of W (λ).

We introduce the following three matrices.

Definition 4.3 We define:

• N (λ) as the 2m × 2m matrix whose 2m columns are the C (λ)ϕh(λ, ·) for
h = 1, . . . , 2m ;

• F (λ) as the N × 2m matrix whose 2m columns are the ϕh(λ, ·) for h =
1, . . . , 2m.

• W (λ)(r, θ) as the N × 2m matrix
(
diag(r−τ

l )
)
rλ
F (λ)(θ). Thus the 2m

columns W h(λ) of W (λ) are the basis vectors w±
h′(λ, ·) defined in Lemma 4.2

according to

W h(λ) :=

 w+
h (λ, ·) for h = 1, . . . , m

w−
h−m(λ, ·) for h = m + 1, . . . , 2m .

Note that the elements of the matrix N (λ) are complex numbers, whereas the
elements of F (λ) are functions of θ and the elements of W (λ) are functions of
ζ = reiθ.

Theorem 4.4 We have for any λ ∈ C (in the sense of the equality between two
meromorphic functions):

A (λ)−1 = R(λ) ◦ πM +F (λ)N (λ)−1
(
πC − C (λ)R(λ) ◦ πM

)
Proof. The equality being obvious if one knows that N (λ) has a meromorphic
inverse, let us prove that detN (λ) is not identically zero. This fact is a consequence
of the ellipticity which implies that for any ξ ≥ 0, there exists η ≥ 0 such that for
any λ satisfying Re λ ≤ ξ and Im λ ≥ η, the operator A (λ) is injective. Hence, for
such λ, N (λ) is injective, thus invertible.

4.c The principal part of the singularities. We are now able to exhibit
finite dimensional generators for the space X (λ0) of all solutions of (4.1). First we
join together Lemmas 4.1, 4.2 and Theorem 4.4. We find that

X (λ0) =
{ 1

2iπ

(
diag(r−τ

l )
)∫

γ(λ0)

rλ
F (λ)N (λ)−1

G (λ) dλ | G : C �→ C
2m holomorphic

}
.
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Theorem 4.5 Let λ0 in C. There holds:

(i) If λ0 is a pole of A (λ)−1 then λ0 is a pole of N (λ)−1 ; let d be the order
of this pole of N (λ)−1. Then

X (λ0) =
{ 1

2iπ

∫
γ(λ0)

W (λ)N (λ)−1
G (λ) dλ | G ∈ Pd−1[λ] ⊗ C

2m
}
.

(ii) If a non-integer λ0 is a pole of N (λ)−1 then λ0 is a pole of A (λ)−1.

Proof. The point (i) is a consequence of the previous considerations and of the
fact that any holomorphic function can be written as the sum of a polynomial of
degree d − 1 and of a term of the form (λ − λ0)

dh(λ) where h is holomorphic.

Let us prove the point (ii). If λ �∈ N, the basis vectors ϕh(λ, ·) for h = 1 . . . , 2m
are independent — according to the notation of Lemma 4.2. Theorem 3.3 and the
linearization procedure of section 3.a yields the existence of 2m independent Cauchy
conditions χh(λ) in θ = 0 with analytic dependence in λ. Let χ(λ) be the matrix
of the 2m Cauchy conditions χh(λ). As χ(λ)F (λ) is non singular, composing the
representation formula of Theorem 4.4 with χ(λ) yields that A (λ)−1 has a pole in
λ0 if N (λ)−1 has a pole in λ0.

Corollary 4.6 If λ0 is a pole of N (λ)−1 of order 1, then

X (λ0) =
{
W (λ0) p | p ∈ kerN (λ0)

}
.

Corollary 4.7 If λ0 is a pole of N (λ)−1 of order d, then

X (λ0) ⊂
{ 1

2iπ

∫
γ(λ0)

W (λ)G (λ)

(λ − λ0)d
dλ | G ∈ Pd−1[λ] ⊗ C

2m
}
.

5. Solutions of the boundary value system with polynomial
or singular right hand side

The last step of the description of the singular functions
∑

p up — see Conclusion 1.1
— is the construction of the terms up which correspond to a polynomial or a singular
right hand side:

• In the first case p = 0 and λ0 ∈ N and we search for solutions u of

A0u = (f , g0, g1) and u ∈ Sλ0−�τ with (f , g0, g1) ∈ T λ0−�σ polynomial.
(5.1)

• In the second case, p ≥ 1 and we search for solutions u of

A0u = (f , g0, g1) and u ∈ Sλ0+p−�τ with (f , g0, g1) ∈ T λ0+p−�σ. (5.2)

In this case, λ0 is an integer or a pole of A (λ)−1 where A (λ) is defined in (4.4)
and the right hand side (f , g0, g1) is determined by the recurrence relation —
cf (1.8):

(f , g0, g1) = −
p−1∑
n=0

Ap−nun .

26



5.a Solvability. For (f , g0, g1) ∈ Sλ0−�σ, we introduce the Mellin transforms:

ψ(λ) = (ψ1, . . . , ψN) with ψk(λ, θ) :=
∫ ∞

0
r−λ+σ

k χ(r) fk(r, θ)
dr

r
k = 1, . . . , N

and for j = 0, 1:

ψj(λ) = (ψj
1, . . . , ψ

j
m) with ψj

h(λ) :=
∫ ∞

0
r−λ+σj

h χ(r) gj
h(r)

dr

r
h = 1, . . . , m

with χ ∈ D(R) a cut-off function which is ≡ 1 in the neighborhood of 0. We set

Ψ(λ) =
(
ψ(λ), ψ0(λ), ψ1(λ)

)
.

The vector function Ψ is meromorphic in C and admits only one pole in λ = λ0.

Lemma 5.1 Let (f , g0, g1) ∈ Sλ0−�σ. Ψ(λ) being defined as above, a solution u of

A0u = (f , g0, g1)

is given by the Cauchy integral

u =
1

2iπ

(
diag(r−τ

l )
) ∫

γ(λ0)

rλ
A (λ)−1Ψ(λ) dλ

where γ(λ0) is a simple curve surrounding λ0 and avoiding the poles of A (λ)−1. We
can assume that the only possible pole of A (λ)−1 inside γ(λ0) is λ0.

The proof of the Lemma is a straightforward consequence of the definitions and
of the inverse Mellin formula:

(f , g0, g1) =
1

2iπ

(
diag(r−�σ)

) ∫
γ(λ0)

rλΨ(λ) dλ . (5.3)

Note that one can take as Ψ(λ) an explicit rational fraction determined from the
expansion of (f , g0, g1) in polar coordinates. All possible definitions of Ψ(λ) have
the same polar part in λ = λ0 and the inverse formula (5.3) is still valid.

5.b Conclusion. We summarize the results we have obtained.

The asymptotic expansion near the corner of any solution of the system (1.1) is
a sum of terms

∑
λ0

Uλ0 where λ0 ∈ N or λ0 is a pole of the inverse of A (λ) defined
in (4.4). The relevant λ0 are determined by the regularity of the solution and the
regularity of the right hand side of (1.1) — cf [15].

Each Uλ0 is a formal sum

Uλ0 =
∑
p

uλ0, p with uλ0, p ∈ Sλ0+p−�τ .
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Note that only a finite number of terms has to be taken into account, depending on
the regularity of the right hand side.

If λ0 �∈ N, uλ0,0 is a solution of (4.1), i. e. is an element of the space X (λ0), and
has the form determined in Theorem 4.5.

If λ0 ∈ N, uλ0,0 is a solution of (5.1); if λ0 is not a pole of A (λ)−1, uλ0,0 is
completely determined by Lemma 5.1; if λ0 is a pole of A (λ)−1, uλ0,0 is the sum of
an element of X (λ0) and the term defined by Lemma 5.1.

The term uλ0, p for p ≥ 1 is a solution of (1.8), determined with the help of
Lemma 5.1.

Any uλ0, p for any λ0 in N or pole of A (λ)−1 and for any p ∈ N has the general
form described in the following Theorem 5.2.

5.c General form of the singular functions.

Theorem 5.2 Any function uλ0, p defined above can be written as the sum of a finite
number of terms of the form u+

λ0+p and u−
λ0+p as follows. γ(λ0 +p) denotes a simple

curve surrounding λ0 +p and avoiding the poles of A (λ)−1. We can assume that the
only possible pole of A (λ)−1 inside γ(λ0 + p) is λ0 + p. There exists three positive
integers d0, d1 and d2 such that

u±
λ0+p(ζ) =

1

2iπ

∫
γ(λ0+p)

V ±
�τ (λ, ζ)H ±(λ)

(λ − λ0 − p)d0
dλ with H

± ∈ Pd0−1[λ] ⊗ C
N (5.4)

where V ±
�τ (λ, ζ) is the diagonal matrix diag(v±

l (λ, ζ)) with (v±
1 , . . . , v±

N) =: v±
�τ defined

by

v±
�τ (λ, ζ) =

1

2iπ

∫
γ̃

Z±
�τ (λ; ζ, ζ; α) h±(α)

αd1 det M±(α)d2
dα with h± ∈ Pd1+md2−1[λ]⊗C

N . (5.5)

The matrices Z±
�τ are defined in (2.6) and M±(α) in (2.4) — compare with Theo-

rem 2.1.

Remark 5.3 For rotationally invariant systems as defined in 2.b (iii), detM±(α) =
c αm. Thus v+

�τ (λ, ζ) is a combination of terms of the form

ζλ
(
ζ%1ζ−%1−τ1 , . . . , ζ%N ζ−%N−τN

)
and v−

�τ (λ, ζ) is a combination of terms of the form

ζλ
(
ζ%1ζ−%1−τ1 , . . . , ζ%N ζ−%N−τN

)
respectively, with ?1, . . . , ?N in N. Hence, u+

λ0+p(ζ) is a combination of terms of the
form

ζλ0+p logq ζ
(
ζ%1ζ−%1−τ1 , . . . , ζ%N ζ−%N−τN

)
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and u−
λ0+p(ζ) is a combination of terms of the form

ζλ0+p logq ζ
(
ζ%1ζ−%1−τ1 , . . . , ζ%N ζ−%N−τN

)
respectively, with q ∈ N.

Proof of Theorem 5.2. If p = 0 and if u0 is solution of (4.1), the representation
of u0 by the two Cauchy integrals (5.4) and (5.5) is a straightforward consequence
of Theorems 4.5 and 2.1.

Otherwise, up is a solution of (5.1) or (5.2). We are going to prove in a first stage
that the interior right hand side f can also be represented by two Cauchy integrals
similar to (5.4) and (5.5).

First case: f is a polynomial in Sλ0−�σ, with λ0 ∈ N. Then f can be written as the
sum of terms of the form

(1) ζλ0

(
q1 ζ% ζ−%−σ1 , . . . , qN ζ% ζ−%−σ

N

)
with ? ∈ N, ? ≤ λ0 and q1, . . . , qN some coefficients.

For k ∈ {1 . . . , N}, let us define v+
k as

v+
k (λ, ζ) :=

(
λ − σ

k

?

)
ζλ−σ

k
−%ζ%.

We have the integral representation

v+
k (λ, ζ) =

1

2iπ

∫
γ̃

(αζ + ζ)λ−σ
k

α%+1
dα .

Since

ζλ0−σk−%ζ% =
1

2iπ

∫
γ(λ0)

(
λ−σ

k
%

)
ζλ−σ

k
−%ζ%(

λ−σ
k

%

)
(λ − λ0)

dλ

there exists d0 ∈ N and a polynomial gk ∈ Pd−1[λ] such that

ζλ0−σk−%ζ% =
1

2iπ

∫
γ(λ0)

v+
k (λ, ζ) gk(λ)

(λ − λ0)d0
dλ .

Hence the term (1) has a form similar to (5.4) with v+
�τ (λ, ζ) replaced by v+

�σ (λ, ζ) :

v+
�σ (λ, ζ) =

1

2iπ

∫
γ̃

Z+
�σ (λ; ζ, ζ; α) q

α%+1
dα

where q = (q1, . . . , qN).

Second case: Now p ≥ 1 and f = −∑p−1
n=0 L(p−n)un — see section 1.d for the defi-

nition of the operators L(n). We assume that u0, . . . ,up−1 have the form described
by the Theorem 5.2. Let us fix n ∈ {0 . . . , p− 1} and k, l ∈ {1 . . . , N}. We consider
the action of k-th line of the system L(p−n) on the l-th term of un. The resulting
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function can be written as a sum of terms of the form

(2) ζβ1ζβ2∂
ζ

i1∂
ζ

i2

∫
γ(λ0+n)

v+
l (λ, ζ) gl(λ)

(λ − λ0 − n)d0
dλ

with β1 + β2 − i1 − i2 = p − n − σ
k

+ τ
l
, and

(3) v+
l (λ, ζ) =

∫
γ̃

(αζ + ζ)λ−τ
l hl(α)

αd1 D+(α)d2
dα

— where D+(α) denotes det M+(α) — and similar terms with the minus sign.
Evaluating the term (2) reduces to calculate ζβ1ζβ2∂

ζ

i1∂
ζ

i2v+
l (λ, ζ), hence with (3)

ζβ1ζβ2∂
ζ

i1∂
ζ

i2(αζ + ζ)λ−τ
l .

We get rid of the term ζβ2 by the binomial expansion of ζβ2 = (αζ + ζ − αζ)β2 .
Then we eliminate the powers of ζ by integration by parts in α. The derivatives
with respect to α of the fractional part of (3)

di

dαi

1

αd1 D+(α)d2

can be represented as rational fractions with a denominator of the form αd′1 D+(α)d′2 .
Finally, the power of (αζ + ζ) is equal to λ− τl +β1 +β2− i1− i2, i. e. λ−σ

k
+p−n.

We change the contour of integration in the integral (2), replacing γ(λ0 + n) by
γ(λ0 + n) + p − n =: γ(λ0 + p).

Conclusion: In all situations, the interior right hand side f can be written as a sum
of terms

(4)
1

2iπ

∫
γ(λ0+p)

V ±
�σ (λ, ζ)H ±(λ)

(λ − λ0 − p)d0
dλ

with H ± ∈ Pd0−1[λ] ⊗ C
N and V ±

�σ the diagonal matrix whose diagonal is

(5) v±
�σ (λ, ζ) =

1

2iπ

∫
γ̃

Z±
�σ (λ; ζ, ζ; α) h±(α)

αd1 D±(α)d2
dα .

with h± ∈ Pd1+md2−1[λ] ⊗ C
N .

In the last stage of the proof we construct a solution up of (5.1) or (5.2).

Solution of the interior equation Mu = 0 : Using the relations (2.7), we obtain for
the right hand side (4) the following solution in Sλ0+p−�τ :

(6)
1

2iπ

∫
γ(λ0+p)

V ±
�τ (λ, ζ)H ±(λ)

(λ − λ0 − p)d0
dλ

with V ±
�τ the diagonal matrix whose diagonal is

(7) v±
�τ (λ, ζ) =

1

2iπ

∫
γ̃

Z±
�τ (λ; ζ, ζ; α) M±(α)−1 h±(α)

αd1 D±(α)d2
dα .

The form (6) coincides with (5.4) and we see that (7) has the form (5.5).
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Boundary conditions: We solve the equation A0up = (f , g0, g1) by setting

up = u + ǔ

where u is the solution of Mu = f we have just constructed and ǔ is a solution of:{
Mǔ = 0 in Γ
Cjǔ = gj − Cju := ǧj on ∂jΓ for j = 0, 1 .

(5.6)

It remains to prove that ǔ has the desired form. Using the spaces (1.5) we see that

ǧj = (ǧj
1, . . . , ǧ

j
m) with ǧj

h ∈ Sλ0+p−σj
h(R+), h = 1, . . . , m .

Defining ψC(λ) as previously for Lemma 5.1 by

ψC(λ) = (ψ0
1, . . . , ψ

0
m, ψ1

1, . . . , ψ
1
m) with

ψj
h(λ) :=

∫ ∞

0
r−λ+σj

h χ(r) ǧj
h(r)

dr

r
, for h = 1, . . . , m

and applying Lemma 5.1, we obtain that

ǔ =
1

2iπ

(
diag(r−τ

l )
) ∫

γ(λ0+p)

rλ
A (λ)−1(0, ψC(λ)) dλ

is a solution in Sλ0+p−�τ of (5.6).

Using Theorem 4.4, we deduce that

ǔ =
1

2iπ

(
diag(r−τ

l )
) ∫

γ(λ0+p)

rλ
F (λ)N (λ)−1ψC(λ) dλ.

With W (λ) the matrix introduced in Definition 4.3 we see that

ǔ(ζ) =
1

2iπ

∫
γ(λ0+p)

W (λ)(ζ) N (λ)−1ψC(λ) dλ.

We can split ǔ into two terms ǔ+ and ǔ− defined as

ǔ± =
m∑

h=1

1

2iπ

∫
γ(λ0+p)

w±
h (λ, ζ)G ±

h (λ)

(λ − λ0 − p)d0
dλ

where w±
h are defined in Lemma 4.2, d0 ∈ N is large enough and G +

h (λ) is the
only polynomial in Pd0−1[λ] such that the difference between the h-th component
of N (λ)−1ψC(λ) and G +

h (λ) × (λ − λ0 − p)−d0 is holomorphic inside γ(λ0 + p).
Lemma 4.2 yields that ǔ± has the desired form.
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