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This is a translation from the German of the book Cartiertheorie kommutativer formaler
Gruppen by Thomas Zink, printed in 1984 as volume 68 of the ”Teubner-Texte zur Mathe-
matik” of Teubner Publishing Company, Leipzig.

The translation was done by Marco Garuti, Michaël Le Barbier Grünewald, Cédric Pépin,
and Matthieu Romagny.

The original numbering of chapters, sections and theorems was preserved and a little
homogenized. As a general rule, theorems, definitions, remarks (etc.) are given a number
of the form x.y and equations are given a number of the form (x.y.z), where x is the chapter
number and y is the running number inside a chapter. A small number of exceptions have
been tolerated in order to maintain the correspondence with the numbering of the original
german text. All equation numbers are displayed in brackets — a rule which in principle
has no exception, this time. Each important new term is emphasized the first time it appears
(usually, in a definition in due form). The page numbers of the original text are indicated in
the margins.
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The 2theory of commutative formal groups plays an important role in algebraic number
theory and algebraic geometry over a field of characteristic p. The french mathematician
P. Cartier found a new approach to this theory which is simpler and more general than
others and which has interesting applications to abelian varieties.

This book is for students and mathematicians interested in algebraic geometry or num-
ber theory and familiar with commutative algebra. It gives a new presentation of the the-
ory based on concepts of deformation theory. Besides the so-called main theorems of the
theory, it contains basic facts on isogenies, deformations of p-divisible formal groups and
Dieudonné’s classification.
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Preface

3This book has its origin in lectures that I gave during the academic year 1979/1980 at the
Humboldt Universität of Berlin. M. H. Reimann elaborated on these lectures and improved
a couple of proofs. I rested on his preparatory work in order to complete the manuscript.

The book assumes that the reader has a basic knowledge in Commutative Algebra, as
one can find in the books [2], [11], [21].

The first chapter is an introduction to the theory of formal groups from an elementary
point of view. It is intended in the first place to readers that never had a contact with for-
mal groups. In the second chapter, the technical rudiments of the functorial language are
presented. The reader can skip it in a first reading, and look up the relevant definitions
when the need appears. This is especially true if he or she is familiar with the contents of
the work [20]. The core of the book is composed of Chapters III and IV, that contain all the
basic results of Cartier theory. In Chapter V it is shown that formal groups over a base ring
of characteristic p are classified up to isogeny by their V -divided Cartier module. In the last
paragraph, we compute the universal deformation of a p-divisible formal group. Finally
Chapter VI contains the classification of V -divided Cartier modules over an algebraically
closed field of characteristic p.

Berlin, March 1984 Thomas Zink
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Chapter I

Formal group laws

6In the theory of formal groups, one can choose the point of view of formal power series
or the point of view of bigebras and functors. In this book, we will choose the latter. It is
closer in spirit to Grothendieck’s methods of algebraic geometry. The purpose of the present
chapter is to provide a glimpse into what is both the first and the older point of view. It is
therefore independent from the rest of the text, up to a few details.

§ 1 Definition of formal group laws

In the sequel, we denote by K a commutative ring with unit. We let K[[X1, . . . , Xn]]
denote the ring of power series in n indeterminates over K. We use the short notations
X = (X1, . . . , Xn) and K[[X]] = K[[X1, . . . , Xn]].

1.1. Definition: A formal group law of dimension n over K is an n-tuple of power series
G = (G1, . . . , Gn), Gi ∈ K[[X1, . . . , Xn, Y1, . . . , Yn]] = K[[X,Y ]] such that

1) Gi(X, 0) = Gi(0, X) = Xi,

2) Gi(G(X,Y ), Z) = Gi(X,G(Y , Z)).

A formal group law is called commutative when moreover

3) Gi(X,Y ) = Gi(Y ,X).

We call K[[X]] the coordinate ring of G.

1.2. Examples:

1) Let Ga be the one-dimensional formal group law Ga(X,Y ) = X+Y . We call Ga simply
the additive group. More generally, one can define the n-dimensional additive group:

Ga(X,Y ) = (X1 + Y1, . . . , Xn + Yn).

2) Let Gm be the one-dimensional formal group law

Gm(X,Y ) = X + Y +XY = (1 +X)(1 + Y )− 1.

We call Gm the multiplicative group.

9



10 CHAPTER I. FORMAL GROUP LAWS

3) One obtains an example of a non-commutative formal group law by considering the
formal analogue of the full linear group. Let Xi,j , i, j = 1, . . . , n be indeterminates. We
define a formal group law G = (Gi,j) of dimension n2 by means of the matrix identity

1 + (Gi,j) = (1 + (Xi,j))(1 + (Yi,j)).

In this equality, the symbol 1 stands for the unit matrix.

4) Let D be a finite-dimensional algebra over K, that may not contain a unit element. We
assume that D is free as a K-module. Let e1, . . . , en be a basis of this module. If we
add formally a unit element, in D ⊗K K[[X,Y ]] we have an equality(

1 +

n∑
i=1

Xiei

)(
1 +

n∑
i=1

Yiei

)
= 1 +

n∑
k=1

Xk + Yk +
∑
i,j

cki,jXiYj

 ek.
6
7

Thereby appear some constants cki,j ∈ K that define the multiplicative structure of the
K-algebra D. It follows that the power series Gk(X,Y ) = Xk + Yk +

∑
i,j c

k
i,jXiYj ,

k = 1, . . . , n define a formal group law. We call this the multiplicative formal group law
GmD of D.

1.3. Conventions on power series: Let i = (i1, . . . , in) ∈ Nn be a vector of natural integers
(including 0). We set

Xi = Xi1
1 . . . Xin

n .

The degree of the monomial is1NB |i| =
∑n

k=1 ik. Any f ∈ K[[X]] can be written

f =
∑
i∈Nn

aiX
i , ai ∈ K.

When ai = 0 for2NB |i| < r, we shall write f = 0 mod deg r. From Axiom 1.1.1) follows that

Gi(X,Y ) = Xi + Yi mod deg 2.

Let (X) be the ideal of K[[X]] generated by X1, . . . , Xn. Its powers (X)N define a topology
on K[[X]] for which K[[X]] is complete and separated. The graded ring associated to the
filtration (X)N on K[[X]] is the ring of polynomials

K[X1, . . . , Xn] = K[X] = gr K[[X]] =
⊕
N

(X)N/(X)N+1.

This isomorphism identifies the set of homogeneous polynomials of degree N with

grN K[[X]] = (X)N/(X)N+1.

The K-algebra K[[X]] is endowed with an augmentation, that is to say a K-algebra ho-
momorphism ε : K[[X]] → K. This maps any power series f to its constant term f(0).

1It is written i instead of |i| in the original text.
2It is written i < r instead of |i| < r in the original text.
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A homomorphism of augmented K-algebras ϕ : K[[Y ]] → K[[X]] is a homomorphism of K-
algebras such that ε(ϕ(f)) = ε(f) for all f . This is equivalent to the requirement that
ϕ((Y )) ⊂ (X). In this case, we speak simply of a morphism. It is obvious that the datum of a
morphism ϕ is equivalent to the datum of power series ϕ(Yi) = ϕi(X1, . . . , Xn), i = 1, . . . ,m
such that ϕi(0) = 0. Let ϕ′ : K[[Y ′]] → K[[X ′]] be a second morphism. Then we define
ϕ⊗ ϕ′ : K[[Y , Y ′]]→ K[[X,X ′]] by ϕ⊗ ϕ′(Yi) = ϕ(Yi) and ϕ⊗ ϕ′(Y ′i ) = ϕ′(Y ′i ).

1.4. Lemma: A morphism ϕ : K[[Y1, . . . , Yn]] → K[[X1, . . . , Xn]] is an isomorphism if and
only if 7

8the Jacobi matrix (∂ϕi/∂Xj)(0) ∈Mn(K) is invertible.

Proof: The morphism ϕ induces a homomorphism grϕ : K[Y1, . . . , Yn] → K[X1, . . . , Xn]. It
is well-known and easy (see [2] Chap. III § 8) that ϕ is an isomorphism if and only if grϕ is
an isomorphism. From

grϕ(Yi) =

n∑
j=1

(∂ϕi/∂Xj)(0).Xj ,

the claim follows.

1.5. Corollary: Let G be a formal group law. Then, there is a uniquely determined n-tuple
of power series ψ(X) = (ψ1(X), . . . , ψn(X)) with

(1.5.1) Gi(X,ψ(X)) = 0, i = 1, . . . , n.

Proof: Let α : K[[X,Y ]] → K[[X,Y ]] be the morphism defined by α(Xi) = Xi and α(Yi) =
Gi(X,Y ). From 1.43 NB, we get that α is an isomorphism. The inverse mapping has the form
Xi 7→ Xi and Yi 7→ ϕ(X,Y ). Let us write ϕ(X,Y ) = (ϕ1(X,Y ), . . . , ϕn(X,Y )). Then, we
have

Gi(X,ϕ(X,Y )) = Yi,

and this equality together with ϕ(0) = 0 determines ϕ uniquely. It is visible that ψ(X) =
ϕ(X, 0) is the sought-for n-tuple of power series. It is unique, because for any solution ψ′ to
(1.5.1) we have

Gi(X,G(ψ′(X), Y )) = Gi(G(X,ψ′(X)), Y ) = Gi(0, Y ) = Yi

and from the uniqueness ofϕ follows thatϕ(X,Y ) = G(ψ′(X), Y ). Thus we find thatψ′ = ψ.

1.6. Remark: Let N be a nilpotent commutative K-algebra, which means that there exists a
natural number r ∈ N such that any product of r elements of N equals 0, that is N r = 0.
Let N (n) be the direct sum of n copies of N . When a = (a1, . . . , an) ∈ N (n) is a vector and
f ∈ K[[X]] is a power series, the element f(a) ∈ N has an obvious meaning. Let G be a
formal group law. We define an operation on N (n) by

a+G b = G(a, b).

Axioms 1.1 and Corollary 1.5 imply that +G defines a group structure on N (n).
Let G be a formal group law. The datum of the power series (G1, . . . , Gn) is equivalent

to that of a morphism
3This is ”From 1.3” in the original text.
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(1.7) µ : K[[X1, . . . , Xn]] −→ K[[X1, . . . , Xn, Y1, . . . , Yn]].

We can express the axioms in 1.1 concerning series in the form of commutative diagrams:

(1.7.1)

K[[X]]8
9

K[[X]]

id
77ppppppppppp

id
''OOOOOOOOOOO

// K[[X,Y ]]

ε⊗1
��

1⊗ε
OO

K[[X]]

(1.7.2)

K[[X]]
µ

//

µ

��

K[[X,Y ]]

µ⊗1

��

K[[X,Y ]]
1⊗µ

// K[[X,Y , Z]]

(1.7.3)

K[[X]]
µ

//

µ
''OOOOOOOOOOO
K[[X,Y ]]

c

��

K[[X,Y ]]

Here c is the morphism exchanging X and Y .

1.8. Definition: Let G and H be formal group laws of respective dimensions n and m. A
morphism ϕ : G→ H is a vector of power series

ϕ(X) = (ϕ1(X1, . . . , Xn), . . . , ϕm(X1, . . . , Xn))

such that ϕ(0) = 0 and

(1.8.1) ϕ(G(X,X ′)) = H(ϕ(X), ϕ(X ′)).

The power series ϕ1, . . . , ϕn define a morphism

ϕ∗ : K[[Y1, . . . , Ym]] −→ K[[X1, . . . , Xn]]

Yi 7−→ ϕi.

We call this the comorphism of ϕ. The relation (1.8.1) may again be expressed in terms of a
commutative diagram:
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(1.8.2)

K[[Y ]]
ϕ∗

//

ν

��

K[[X]]

µ

��

K[[Y , Y ′]]
ϕ∗⊗ϕ∗

// K[[X,X ′]]

Here the morphisms ν and µ correspond to the formal group laws G and H in the sense
of (1.7).

1.9. Example: The most popular example of an isomorphism of formal group laws4 NBover a
Q-algebra K (i.e. Q ⊂ K) is

u : Ga −→ Gm, u(X) =
∑
n>1

Xn/n! = expX − 1.

Let D1 → D2 be a homomorphism of K-algebras that are free as K-modules. Let e1, . . . , en
and f1, . . . , fm beK-bases forD1 andD2. Let

∑
j ai,jfj be the image of ei. Then, them-tuple

of power series ϕj =
∑n

i=1 ai,jXi defines a morphism of formal group laws GmD1 → GmD2.

1.10. 9
10Let ψ : H → F be a morphism of formal group laws. We define the composition

with ϕ:
ψ ◦ ϕ(X) = ψ(ϕ(X)).

For the comorphisms, we have (ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗.
Let G and H be formal group laws of dimensions n and m as above. The direct product

of G and H is a formal group law of dimension n+m:

(G×H)(X,Y ,X ′, Y ′) = (G(X,X ′), H(Y , Y ′)).

According to (1.7), it corresponds to the morphism µ ⊗ ν : K[[X,Y ]] → K[[X,Y ,X ′, Y ′]].
The diagonal G → G × G is defined by the power series (X1, . . . , Xn, X1, . . . , Xn). It is a
morphism. When G is commutative, it is an easy exercise to see that G(X,Y ) defines a
morphism G × G → G and ψ from 1.5 defines a morphism G → G. If α : G → G′ and
β : H → H ′ are two morphisms, then one defines in an obvious fashion the morphism
α× β : G×H → G′ ×H ′. Its comorphism is α∗ ⊗ β∗.

1.11. Base change: Let K ′ be a K-algebra, also assumed to be commutative and having a
unit element. Let G be a formal group law over K. The images of the Gi under the mapping
K[[X,Y ]]→ K ′[[X,Y ]] are denotedGK′,i. It is clear thatGK′ = (GK′,1, . . . , GK′,n) is a formal
group law over K ′. We say that GK′ is obtained by base change from G. It is visible that the
mapping G 7→ GK′ is a functor. By base change from Ga and Gm, one obtains again Ga and
Gm but as formal group laws over K ′. If we want to emphasize that we are considering Ga

and Gm over K, then we shall write Ga,K and Gm,K . One sees easily, with the notations of
1.2.4)5 NB, that we have (GmD)K′ = Gm(D ⊗K K ′).

4This is ”formal groups” in the original text.
5This is (1.2.4) in the original text.
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§ 2 Derivations

1.12. Definition: A K-derivation D : K[[X]]→ K[[X]] is a K-linear mapping such that

(1.12.1) D(fg) = fDg + gDf, for f, g ∈ K[[X]].

Obviously D(X)N ⊂ (X)N−1 holds. Therefore D is continuous in the topology of K[[X]].
From 1.12.1 and continuity it follows that

(1.13) Df =
∑

i (∂f/∂Xi)DXi.

The derivations form a K[[X]]-module. Equality (1.13) means that it is free and that the
partial derivatives f 7→ (∂f/∂Xi) constitute a basis.

Let G be a formal group law and µ : K[[Z]] → K[[X,Y ]] the comorphism attached to it
by (1.7).

1.14. Definition: A derivation D is called invariant when the following10
11 diagram is commu-

tative:
K[[Z]]

D //

µ

��

K[[Z]]

µ

��

K[[X,Y ]]
1⊗D

// K[[X,Y ]].

According to (1.13), the derivationD may be written in the formD =
∑

i ui(Z)(∂/∂Zi). The
commutativity of the diagram in 1.14 for the function Zi means, when written in full:

(1.14.1)
∑
j

uj(Y )(∂Gi/∂Yj) = ui(G(X,Y )).

The invariant derivations form a K-module.

1.15. Theorem: The mapping D 7→ (u1(0), . . . , un(0)) is an isomorphism of the K-module
of invariant derivations with Kn.

Proof: First, the mapping is injective, since from ui(0) = 0 and (1.14.1) it follows that
ui(G(X, 0)) = ui(X) = 0. One finds solutions to (1.14.1) by differentiating the associativity
law

Gi(G(X,Y ), Z)) = Gi(X,G(Y , Z)).

If D2,k denotes the partial derivative with respect to the k-th indeterminate from the second
series of variables, we have

∂Gi
∂Zj

(G(X,Y ), Z) =
∑
k

D2,kGi
∂Gk
∂Zj

(Y , Z).

Setting Z = 0 in this equality, one finds, with ui,j(Y ) = (∂Gi/∂Zj)(Y , Z)Y=0:

(1.15.1) ui,j(G(X,Y )) =
∑
k

∂Gi
∂Yk

uk,j(Y ).
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For fixed j, we have found a solution to the system of equations (1.14.1). The surjectivity of
the mapping follows, since from 1.1.1) we have

ui,j(0) = (∂Gi/∂Zj)Y=Z=0 = δi,j .

1.16. Remark: Let (Ji,k) = J be the matrix (∂Gi/∂Yk). Then with obvious notations, one
can write Equality (1.15.1) in matrix form:

(1.16.1) U(G) = JU(Y ).

The matrix U(Y ) is invertible since detU(0) = 1. Indeed, we have detU(Y ) = 1 − f(Y ),
f(0) = 0 and (detU(Y ))−1 =

∑
i f(Y )i. One can deduce from this an expression for the

partial derivatives (∂/∂Xi) in terms of the invariant derivations Dj =
∑

k uk,j(∂/∂Xk).
Thus the Dj , j = 1, . . . , n, form a basis of the free K[[X]]-module of derivations DerK[[X]].

§ 3 The module of differential forms 11
12

1.17. Definition: Let Ω1
K[[X]] be the freeK[[X]]-module with basis dX1, . . . , dXn. Its elements

are called differential forms.

One has a K-linear map d : K[[X]] → Ω1
K[[X]], df =

∑
(∂f/∂Xi)dXi, f ∈ K[[X]]. It

satisfies:
d(fg) = gdf + fdg.

Let α : K[[X]] → K[[Z]] be a morphism and α(Xi) = pi(Z1, . . . , Zm), i = 1, . . . , n. Then α
induces a mapping

α• : Ω1
K[[X]] → Ω1

K[[Z]]

α• (
∑

ai(X)dXi) =
∑

ai(p(Z))dpi(Z).

It is characterized by the following properties:

α•(fω) = α(f)α•(ω), α•(df) = dα(f), f ∈ K[[X]], ω ∈ Ω1
K[[X]].

When α is the comorphism of a morphism of formal group laws ϕ : G1 → G2, we write ϕ∗ω
for α•ω.

Let G be a formal group law.

1.18. Definition: A differential form ω =
∑

ai(X)dXi ∈ Ω1
K[[X]] is called invariant with

respect to G when

(1.18.1)
∑
i

ai(G(X,Y ))
∂Gi
∂Yj

(X,Y ) = aj(Y ).

Let D =
∑

ui(X)(∂/∂Xi) ∈ DerK[[X]] be a derivation. Then one defines a bilinear form
(D,ω) =

∑
uiai:

( , ) : DerK[[X]]× Ω1
K[[X]] → K[[X]].
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It is characterized by the equality:

(D, gdf) = gDf, f, g ∈ K[[X]].

1.19. Theorem: The mapping ω =
∑

aidXi 7→ (a1(0), . . . , an(0)) is an isomorphism of
the K-module of invariant differential forms with Kn. When ω and D are invariant, then
(D,ω) ∈ K. One obtains in this way a perfect pairing between the K-module of invariant
derivations and that of invariant differential forms. If ω is an arbitrary differential form such
that (D,ω) ∈ K for all invariant derivations D, then ω is invariant.

Proof: Let a be the row vector of the ai. Then the condition of invariance may be written, in
matrix form:

(1.19.1) a(G)J = a(Y ).

Since the matrix U is invertible, it follows from (1.16.1) that U−1(Y ) = U−1(G)J . Thus
the row vectors of U−1(X) = (ai,j) are solutions of (1.18.1). We obtain invariant differential
forms ωi =

∑
j ai,jdXj . IfDk =

∑
j uj,k(∂/∂Xj) denotes the basis of the module of invariant

derivations constructed before, it follows that

(Dk, ωi) = δk,i.

Since12
13 by 1.16 the Dk generate the K[[X]]-module DerK[[X]], a differential form ω vanishes

if and only if (Dk, ω) = 0 for k = 1, . . . , n. Let ω be an arbitrary differential form, so that
(Di, ω) = ci ∈ K for i = 1, . . . , n. Then the following holds:

(Dj , ω) = (Dj ,
∑

ciωi).

Consequently ω =
∑

ciωi is invariant. Q.E.D.

1.20. Exercise: Let G be a commutative formal group law and µ the morphism associated
to it as in (1.7). Consider moreover the morphisms p1, p2 : K[[Z]] → K[[X,Y ]], p1(Zi) = Xi

and p2(Zi) = Yi. Show that a differential form ω is invariant if and only if

(1.20.1) µ•ω = p1•ω + p2•ω.

§ 4 Tangent space and curves

1.21. Definition: A curve is an n-tuple of power series γ(T ) = (γ1(T ), . . . , γn(T )), γi(T ) ∈
K[[T ]], γi(0) = 0.

One can conceive a curve as a homomorphism K[[X]]→ K[[T ]] such that Xi 7→ γi(T ).

1.22. Definition: The tangent space of K[[X]] is the K-module

HomK((X)/(X)2,K).
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If G is a formal group law with coordinate ring K[[X]], we also call it the tangent space of G
and denote it by tG or LieG.

The tangent space has several interpretations. First, to each tangent vector

t ∈ HomK((X)/(X)2,K)

corresponds a homomorphism K[[X]] → K[[T ]]/(T )2, Xi 7→ t(Xi)T . Conversely, any such
homomorphism defines a tangent vector.

Any derivationD defines a homomorphismK[[X]]→ K[[T ]]/(T )2, f 7→ f(0)+Df(0) ·T
and hence a tangent vector. According to 1.15, this mapping defines an isomorphism of the
K-module of invariant derivations with the tangent space.

The tangent vector to a curve γ : K[[X]]→ K[[T ]] can be defined like this:

K[[X]]
γ−→ k[[T ]] −→ K[[T ]]/(T )2.

A morphism α : K[[X]]→ K[[Y ]] induces a mapping of tangent spaces

α• : HomK((Y )/(Y )2)→ HomK((X)/(X)2,K).

When α(Xi) = pi(Y ), one can represent α• by the matrix (∂pi/∂Yj)|Y=0. By 1.4, α is an
isomorphism if α• is so. If γ : K[[Y ]] → K[[T ]] is a curve and t is the tangent vector to this
curve, then α•t is the tangent vector to the curve α•γ = (pi(γ(T ))). Let α be the comorphism
of a morphism of formal group laws ϕ. Then we denote α• also by the symbol Lieϕ.

1.23. Theorem: 13
14Let K be a Q-algebra. Then for any derivation D : K[[X]] → K[[X]], there

exists a unique curve γ(T ) such that for all f ∈ K[[X]] we have

∂f(γ(T ))

∂T
= Df(γ(T )).

The curve γ is called the integral curve of D.

Proof: It is clear that it suffices to check the required equality for the functions f = Xi. Let
DXi = ui(X). We obtain the following system of differential equalities.

(1.24)
∂γi(T )

∂T
= ui(γ(T )), i = 1, . . . , n.

It is enough to prove the following.

1.25. Lemma: LetK be a Q-algebra. Let u1, . . . , un ∈ K[[X]] be power series and a1, . . . , an ∈
K. Then there exist unique power series γ1(Y =, . . . , γn(T ) ∈ K[[T ]] such that γi(0) = ai
and the equalities (1.14) are satisfied.

Proof: We show by induction on r that there exist unique polynomials γ(r)
i (T ) of degree r

such that γ(r)
i (0) = ai and

∂γ
(r)
i (T )

∂T
= ui(γ

(r)
1 (T ), . . . , γ(r)

n (T )) mod T r.
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For r = 0, the statement is trivial. Let us write γ
(r+1)
i (T ) = γ

(r)
i (T ) + ciT

r+1. Since
ui(γ

(r+1)) = ui(γ
(r)) mod T r+1, we can find ci from the equality

(r + 1)ciT
r = −

∂γ
(r)
i

∂T
+ ui(γ

(r)) mod T r+1.

§ 5 The Q-theorem

1.26. Theorem: Let G be a formal group law over a Q-algebra K. Let D be an invariant
derivation. Then, the integral curve γ(T ) of D defines a morphism

Ga −→ G.

Conversely, for any homomorphism γ : Ga → G there exists a unique invariant derivationD
for which the integral curve is γ.

Proof: The curve γ defines a morphism if and only if the following equality is fulfilled:

(1.26.1) γ(T + S) = G(γ(T ), γ(S)).

We consider, over the ring K[[T ]], the system of differential equations:

(1.26.2)
∂αi(S)

∂S
= ui(α(S)).14

15

Here, we let ui = DXi and α(0) = (α1(0), . . . , αn(0)) = γ(T ). By the unicity statement in
1.25, it is enough to show that both sides of (1.26.1) are solutions of the system (1.26.2). For
α(S) = γ(T + S) this is clear. On the other side, we find:

∂Gi(γ(T ), γ(S))

∂S
=
∑

uj(γ(S))D2,jGi(γ(T ), γ(S)) = ui(G(γ(T ), γ(S))).

The first equality holds because γ is an integral curve and the second holds by (1.14.1).
Conversely, any curve γ defines a derivation D:

Df =
∂f(G(X, γ(T )))

∂T
|T=0.

From the law of associativity follows that D is invariant:

(1⊗D)µf =
∂f(G(X,G(Y , γ(T ))))

∂T
|T=0 =

∂f(G(G(X,Y ), γ(T )))

∂T
|T=0 = µDf.

If γ defines a morphism, then γ is an integral curve of D:

∂f(γ(T ))

∂T
=
∂f(γ(T + S))

∂S
|S=0 =

∂f(G(γ(T ), γ(S)))

∂S
|S=0 = Df(γ(T )).
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This proves the theorem.

1.27. Q-Theorem: Every commutative formal group law 6 NBG over a Q-algebra is isomorphic
to Gn

a .

Proof: LetD1, . . . , Dn be a basis of theK-module of invariant derivations ofG. Let γ1, . . . , γn
be the integral curves of these derivations. Since G is commutative, we obtain a homomor-
phism

n∑
i=1

γi : Gn
a −→ G.

It induces an isomorphism on the tangent spaces.

For invariant differential forms, we have a fact which is dual to 1.26.

1.28. Theorem: Let ω be an invariant differential form for a commutative formal group
law G over a Q-algebra K. Then, there exists a unique morphism ψ : G → Ga such that
ω = ψ∗dT , where K[[T ]] stands for the coordinate ring of Ga.

Proof: Let f ∈ K[[X]] be a power series defining the morphism ψ. Then, we have:

(1.28.1) f(G(X,Y )) = f(X) + f(Y ), f(0) = 0. 15
16

The equality ω = ψ∗dT means that ω = df .
Assuming that an f exists such that ω = df and f(0) = 0, from the invariance of ω it

follows using 1.20 that

(1.28.2) df(G(X,Y )) = df(X) + df(Y ).

One verifies easily that over a Q-algebra K, a power series does not depend on Xi when
the partial derivative with respect to Xi vanishes. This implies that the second of the above
equalities implies the first.

In order to see that the equation ω = df has a solution, one can restrict oneself to the case
G = Gn

a . Then any invariant differential has the form
∑

aidXi where ai ∈ K. The claim
follows.

§ 6 Differential operators

Let X = (X1, . . . , Xn) and Z = (Z1, . . . , Zn). We consider a continuous K-linear map-
ping D : K[[X]] → K[[X]]. A power series f ∈ K[[X,Z]] may be written uniquely in the
form

∑
pi(X)Zi where pi(X) ∈ K[[X]]. We define a K-linear mapping

(1.29) LD : K[[X,Z]] −−→ K[[X]]∑
pi(X)Zi 7−−→

∑
pi(X)DXi.

6This is ”formal group” in the original text.
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The last sum makes sense since D is continuous. Obviously LD is continuous and K-
linear.

Let J ⊂ K[[X,Z]] be the ideal generated by the Xi − Zi.

1.30. Definition: AK-linear continuous mappingD : K[[X]]→ K[[X]] is called a differential
operator of order N when LD(JN+1) = 0.

1.31. Remark: A differential operator of order 0 is K-linear. Indeed,

D(f(X)g(X)) = LD(f(Z)g(Z)) = LD(f(X)g(Z)) = f(X)Dg(X).

The middle equality holds since f(Z) − f(X) ∈ J and LD(J) = 0. In particular, Df(X) =
f(X) ·D1 holds. The differential operator D is therefore the multiplication by the function
D1. We will occasionnally consider a power series h ∈ K[[X]] as a differential operator of
order 0. The reader can check similarly that a differential operator D of order 1 with D1 = 0
is a derivation.

The differential operator form aK[[X]]-module. When we consider a power series f as a
differential operator of order 0, we can look at the composition of functions D ◦ f . We have
(D ◦ f)g = D(fg), and it follows that D ◦ f is a differential operator of the same order as D.
Of course, D ◦ f and Df have nothing to see with each other, whereas f ◦D = fD.

1.32. Lemma:16
17 A continuous K-linear mapping D : K[[X]] → K[[X]] is a differential

operator of orderN if and only if for all f ∈ K[[X]], the mapping f ◦D−D◦f is a differential
operator of order N − 1.

Proof: Let D be a differential operator of order N . Since f(X)− f(Z) ∈ J , for all g(X,Z) ∈
JN we have LD((f(X)− f(Z))g(X,Z)) = 0. This equality is equivalent to

Lf◦D−D◦fg = 0.

Conversely, when f ◦ D − D ◦ f is a differential operator of order N − 1 then LD((f(X) −
f(Z))g) = 0 for all g ∈ JN . Therefore LD(JN+1) = 0.

1.33. Theorem: Let D1 and D2 be differential operators of order N1 and N2. Then D1 ◦D2

is a differential operator of order N1 +N2 and [D1, D2] = D1 ◦D2 −D2 ◦D1 is a differential
operator of order N1 +N2 − 1.

Proof: We lead the proof by induction on N1 + N2. When D1 or D2 has order 0, the claim
follows from 1.31 and 1.32. Then one obtains the induction step using 1.32 and the following
equalities.

f D1 ◦D2 −D1 ◦D2 ◦ f = (f ◦D1 −D1 ◦ f) ◦D2 +D1 ◦ (f ◦D2 −D2 ◦ f),

f ◦ [D1, D2]− [D1, D2] ◦ f = [f, [D1, D2]] = [[D2, f ], D1] + [[f,D1], D2].

The last equality is a consequence of the following fact. Let R be a ring (that is associative
but not necessarily commutative or with unit element). For x, y ∈ R let [x, y] = xy − yx.
Then the Jacobi identity holds:
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(1.34) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0.

Let DO be the K[[X]]-module of all differential operators. According to the last theorem,
this is a ring. Let DON ⊂ DO be the submodule of differential operators of order N , where
DON = 0 for N < 0. The composition of differential operators defines a map

DON /DON−1×DOM /DOM−1 −→ DON+M /DON+M−1 .

We obtain a graded ring gr DO =
⊕
N

DON /DON−1. By 1.33, this ring is commutative.

1.35. Theorem: Let g ∈ K[[X]]. Then, we have a representation

(1.35.1) g(X + Y ) =
∑

Dig(X)Y i.

The mapping g 7→ Dig is a differential operator of order |i| = i1 + · · · + in
7 NB. The K[[X]]-

module DON is free with basis Di, |i| 6 N .

Proof: The map g 7→ Dig is K-linear and continuous. We have: g(Z) = g(X + (Z −X)) =∑
Dig(X)(Z −X)i. A differential operator of order N is given by means of a K[[X]]-linear

mapping 17
18L : K[[X,Z]] → K[[X]] such that L(Z − X)i = 0 for |i| > N . Since any element

f ∈ K[[X,Z]] may be represented uniquely in the form

f(X,Z) =
∑

fi(X)(Z −X)i ,

the datum of L is equivalent to the datum of L(Z −X)i = ai(X). Then it is clear that

L(g(Z)) =
∑

ai(X)Dig(X).

The claim follows.

1.36. Corollary: Let ∂i be the differential operator ∂i1 . . . ∂in . If K is a Q-algebra, every
differential operator of order N has a unique representation

D =
∑
|i|6N

ai(X)∂i.

Proof: Indeed, by partial differentiation from (1.35.1) one obtains the Taylor formula

i!Dig = ∂ig. Q.E.D.

1.37. Definition: Let G be a formal group law and K[[X]] the coordinate ring of G. A
differential operator D : K[[X]] → K[[X]] is called invariant when the following diagram is
commutative (compare with 1.14):

K[[X]]
D //

µ

��

K[[X]]

µ

��

K[[X,Y ]]
1⊗D

// K[[X,Y ]]

7This is ”order i” in the original text. We added the | | and the definition of |i|.
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For a derivation, this is just the old definition.

1.38. Theorem: Let l : K[[X]]→ K be a K-linear map such that l((X)N+1) = 0. Then there
exists a unique invariant differential operator of order N

D : K[[X]] −→ K[[X]]

such that Df(0) = l(f).

Proof: For an invariant D with Df(0) = l(f), we have

Df(X) = Df(G(X,Y ))|Y=0 = µDf(X,Y )|Y=0

= (1⊗D)µf(X,Y )|Y=0 = (1⊗ l)(f(G(X,Y ))).

This proves uniqueness. If one takes the above equality as a definition, then D is con-
tinuous and K-linear. By definition, one has LDg(X,Z) = (1 ⊗ l)(g(X,G(X,Y ))). From
Xi − Gi(X,Y ) ∈ (Y )K[[X,Y ]] it follows that g(X,G(X,Y )) ∈ (Y )N+1 for g ∈ JN+1. From
this, it is seen that D is a differential operator of order N . The invariance follows from:

µDf = (1⊗ 1⊗ l)f(G(G(X,Y ), Z)) = (1⊗ 1⊗ l)f(G(X,G(Y , Z)))

= (1⊗D)f(G(X,Y )) = (1⊗D)µf. Q.E.D.

It is immediately clear that one obtains invariant differential operators Hi in the follow-
ing way:

(1.39) f(G(X,Y )) =
∑

Hif(X)Y i.18
19

1.40. Corollary: The invariant differential operators of order N form a free K-module with
basis Hi, |i| 6 N .

Proof: An invariant differential operator can be written

(1⊗ l)f(G(X,Y )) = (1⊗ l)
(∑

Hif · Y i
)

=
∑

l(Y i)Hif. Q.E.D.

The K-algebra of invariant differential operators of the formal group law G will be de-
noted HG.

1.40.1. Lemma: 8NB LetDi, i = 1, 2 be invariant differential operators and li(f) = Dif(0). Then
the following holds:

(D1 ◦D2)f(0) = (l1 ⊗ l2)f(G(X,Y )).

8This lemma has no number in the original text.
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Proof: We have:

D1 ◦D2f(Z) = D1(1⊗ l2)f(G(Z, Y ))

= (1⊗ l1 ⊗ 1)(1⊗ 1⊗ l2)f(G(G(Z,X), Y ))

= (1⊗ l1 ⊗ l2)f(G(Z,G(X,Y ))).

The claim follows by setting Z = 0.

Let ϕ : G → G′ be a morphism of formal group laws, and let ϕ∗ : K[[X ′]] → K[[X]] be
the comorphism. By mapping a linear form l : K[[X]] → K to the linear form l ◦ ϕ∗, we
obtain a map ϕ∗ : HG → HG′ .

1.41. Theorem: ϕ∗ : HG → HG′ is a homomorphism of K-algebras that maps differential
operators of order N to differential operators of the same order.

Proof: We only have to show that ϕ∗ respects the multiplication:

(ϕ∗D1 ◦ ϕ∗D2)f = (ϕ∗l1 ⊗ ϕ∗l2)f(G′(X ′, Y ′)) = (l1 ⊗ l2)f(G′(ϕ(X), ϕ(Y )))

= (l1 ⊗ l2)f(ϕ(G(X,Y ))) = ϕ∗(D1 ◦D2)f,

for all f ∈ K[[X ′]]. Q.E.D.

1.42. Exercise: Let Hi ◦ Hj =
∑

k ak,i,jHk, ak,i,j ∈ K, where we use the notations of 1.40.
Prove that ak,i,j is the coefficient ofXiY j inG(X,Y )k. Describe the algebra HGna (the algebra
of divided powers of the module Kn).

§ 7 The Lie algebra and its enveloping algebra

Let G be a formal group law. The K-module of invariant derivations LieG is a submod-
ule of HG. When D1, D2 ∈ LieG, it follows from 1.33 that [D1, D2] ∈ LieG. The bracket [ , ]
is K-bilinear on G, satisfies the Jacobi identity (1.34), and [D,D] = 0 holds. One makes the
abstract definition:

1.43. Definition: A Lie algebra g is a freeK-module with aK-bilinear mapping [ , ] : g×g→ g
such that [x, x] = 0, x ∈ g and the Jacobi identity holds. A morphism of Lie algebras is a
morphism ϕ : g→ g′ of K-modules such that [ϕ(x), ϕ(y)] = ϕ[x, y], x, y ∈ g. 19

20

Let {xi}i∈I be a basis of g. We denote by Tg the free associative K-algebra with genera-
tors xi. Let a be the two-sided ideal of Tg generated by the elements9 NB

[xi, xj ]− xixj + xjxi,

where the brackets are understood in g. One calls U(g) = Tg/a the universal enveloping alge-
bra of g. There is a canonical mapping α : g→ U(g), xi 7→ xi, such that α([x, y]) = α(x)α(y)−

9This is ”[xi, xj ]− xixj − xjxi” in the original text.
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α(y)α(x). It is easy to observe that U(g) is characterized by the following universal property.
Let β : g → R be a map to an associative K-algebra with β([x, y]) = β(x)β(y) − β(y)β(x).
Then there exists a unique factorization

g α //

β
��

======== U(g).

||zzzzzzzz

R

We remark that every morphism of formal group laws ϕ : G → G′ induces a morphism
of Lie algebras Lieϕ : LieG → LieG′ and a morphism of their enveloping algebras. This
follows from 1.41.

1.44. Exercise: Let G be a formal group law with coordinate ring K[[X]]. We have an
isomorphism LieG = Kn, D 7→ (DX1(0), . . . , DXn(0)) that induces a bracket on Kn. Let

Gi(X,Y ) = Xi + Yi +
∑
k,l

ck,li XkYl mod deg 3.

Let v, w ∈ Kn and u = [v, w]. Show that

ui =
∑
k,l

ck,li (vkwl − wlvk).

Let G be a formal group law and D1, . . . , Dn a basis of the K-module LieG. By the
universal property of U(LieG), we find a K-algebra homomorphism

(1.45) U(LieG) −→ HG.

We will show that over a Q-algebra K, this is an isomorphism.

1.46. Theorem: Let K be a Q-algebra. Let D be a differential operator of order N . Then D
has a unique representation:

D =
∑
|i|6N

ai(X)Di1
1 ◦ · · · ◦D

in
n , ai(X) ∈ K[[X]].

Proof: We show by induction on N that the claimed representation exists. The K[[X]]-
algebra gr DO is commutative and is generated by the derivations (∂/∂Xi), by 1.36. Since
these derivations are linear combinations of the Di (by 1.16), then D1, . . . , Dn form also a

20
21 generating system. It follows that we have:

D =
∑
|i|=N

ai(X)Di1
1 ◦ · · · ◦D

in
n mod DON−1 .

The existence of the representation follows by induction.
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We can formulate what has been proven in the following way. Let L be the free K[[X]]-
module with basis Di1

1 ◦ · · · ◦ Din
n , |i| 6 N . Then the canonical mapping L → DON is a

surjection. Since both modules are free of the same rank (see 1.35), this is an isomorphism.
Q.E.D.

1.47. Corollary: With the same assumptions, let D be an invariant differential operator.
Then D has a unique representation

D =
∑
|i|6N

ai(X)Di1
1 ◦ · · · ◦D

in
n , ai ∈ K.

Proof: Let D =
∑

ai(X)Di1
1 ◦ · · · ◦Din

n and D′ =
∑

ai(0)Di1
1 ◦ · · · ◦Din

n . These two operators
are invariant, and (D −D′)f(0) = 0, f ∈ K[[X]]. It follows from 1.38 that D = D′.

1.48. Theorem: Let G be a formal group law over a Q-algebra K. Then the canonical map
U(LieG)→ HG is an isomorphism.

Proof: It is obviously enough to prove that every element of U(LieG) has a representation of
the form

∑
aiD

i1
1 ◦ · · · ◦Din

n . Since D1, . . . , Dn generate the K-algebra U(LieG), it is enough
to prove this for elements of the form Dj1 ◦ · · · ◦Djr . Let r be minimal such that the desired
representation does not exist. One has the relation:

Dj1 ◦ · · · ◦Djs ◦Djs+1 ◦ · · · ◦Djr

= Dj1 ◦ · · · ◦Djs+1 ◦Djs ◦ · · · ◦Djr +Dj1 ◦ · · · ◦ [Djs , Djs+1 ] ◦ · · · ◦Djr .

Since in the right-hand side the second summand has the desired representation by the
inductive hypothesis, the first summand cannot have it by assumption. From this follows
that Djπ(1)

◦ · · · ◦Djπ(s)
does not possess the desired representation, for any permutation π.

This is a contradiction.

1.49. Remark: Let g be a Lie algebra over K with basis x1, . . . , xn. The Poincaré-Birkhoff-
Witt Theorem states that every element of U(g) has a unique representation

∑
aix

i1
1 . . . x

in
n .

We have proven this theorem for U(LieG). For the general case, we refer to10 NB[22].

§ 8 The bigebra of a formal group law 21
22

By 1.38, we can write HG = HomK,cont(K[[X]],K), where K is seen with the discrete
topology. Two continuous linear forms l1 and l2 of K[[X]] define a continuous linear form
l1 ⊗ l2 : K[[X,Y ]]→ K. We obtain an isomorphism

HG ⊗K HG = HomK,cont(K[[X,Y ]],K).

The multiplication in HG defines a map

µ∗ : HG ⊗K HG −→ HG.

10This is a reference to [21] in the original text.
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By 1.41, we obtain it by application of the functor Homk,cont(−,K) to the map (1.7) µ :
K[[X]]→ K[[X,Y ]]. We say that µ∗ is the dual map of µ.

The multiplication m : K[[X,Y ]] → K[[X]], m(f(X,Y )) = f(X,X) is the comorphism
of the diagonalG→ G×G, see 1.10. Since the diagonal is a morphism of formal group laws,
m induces by dualization an algebra homomorphism

m : HG −→ HG ⊗K HG.

The algebra homomorphism e : K → K[[X]] induces by dualization the augmentation
e∗ : HG → K, l 7→ l(0).

1.50. Definition: A bigebra B over K is a K-algebra B with a unit, an augmentation u : B →
K and a K-algebra homomorphism ∆ : B → B ⊗K B, such that the following diagrams are
commutative (compare with (1.7)):

(1.50.1)

B

B

id

77ooooooooooooooo

id
''OOOOOOOOOOOOOOO

∆ // B ⊗K B

u⊗1

��

1⊗u

OO

B

(1.50.2)
B

∆ //

∆
��

B ⊗K B

∆⊗1
��

B ⊗K B
1⊗∆

// B ⊗K B ⊗K B

A morphism of bigebras ϕ : B → B′ is aK-algebra homomorphism such that the following
diagrams are commutative:

B
ϕ

//

u

��

B′

u′

��

K K

B
ϕ

//

∆
��

B′

∆′

��

B ⊗K B
ϕ⊗ϕ

// B′ ⊗K B′.

When G is a formal group law, then HG is a bigebra.
The bigebra22

23 structure is defined by ∆ = m∗ and u = e∗. One can obtain the last diagram
for example by dualizing the associative law in K[[X]].

K[[X] K[[X,Y ]]
moo

K[[X,Y ]]

m

OO

K[[X,Y , Z]].
1⊗m

oo

m⊗1

OO

A morphism of formal group laws ϕ : G → G′ induces a morphism of bigebras ϕ∗ : HG →
HG′ . In order to see for instance that ϕ∗ respects the structure map ∆, one dualizes the
diagram:
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(1.51)

K[[X ′, Y ′]]
α⊗α

//

m′

��

K[[X,Y ]].

m

��

K[[X ′]]
α // K[[X]]

Here, α stands for the comorphism.

1.52. Theorem: Let G and G′ be formal group laws over K. Then, the map

Hom(G,G′) −→ HomBigebras(HG,HG′)

is a bijection.

Proof: Let ψ : HG → HG′ be a morphism of bigebras. By dualizing ψ one obtains a K-linear
map α : K[[X ′]] → K[[X]]. It is continuous, because the open submodules of K[[X]] are
the orthogonal complements of the finitely generated submodules of HG. We must show
that α is the comorphism of a morphism of formal group laws. The required properties of α
are expressed by commutative diagrams that are obtained by dualizing the corresponding
diagrams for ψ : HG → HG′ . We content ourselves with giving an example of this procedure
and leave the rest to the reader. The fact that α is a ring homomorphism is expressed by
Diagram (1.51). We obtain it by dualizing:

HG ⊗HG
ψ⊗ψ

//

m∗

��

HG′ ⊗HG′

m′∗

��

HG
ψ

// HG′ .

Let g be a Lie algebra over K. We define on U(g) the structure of a bigebra. Let ∆ : g →
U(g)⊗K U(g) be the homomorphism ∆(x) = 1⊗ x+ x⊗ 1, x ∈ g. One verifies immediately
that ∆[x, y] = ∆x∆y−∆y∆x. It follows that ∆ factors through aK-algebra homomorphism
U(g)→ U(g)⊗K U(g) that we still 23

24denote by ∆. From the definition of U(g) one obtains an
augmentation u : U(g)→ K, u(x) = 0 for x ∈ g. The commutativity of the diagrams in 1.50
follows from the universal property.

The map (1.45) is a morphism of bigebras. In fact, for that it is enough to verify that the
following diagrams are commutative:

U(LieG) //

u

��

HG

e∗

��

K K

U(LieG) //

��

HG

m∗

��

U(LieG)⊗ U(LieG) // HG ⊗HG.

The verification for the first diagram is trivial. By the universal property, it is enough to
verify the commutativity of the second diagram forD ∈ LieG. Let l(f) = Df(0), f ∈ K[[X]].
Then commutativity means that m∗l(g(X,Y )) = (1⊗ l+ l⊗ 1)(g(X,Y )), g ∈ K[[X,Y ]]. Due
to the continuity of l, we may assume that g(X,Y ) = f(X)h(Y ). Then the claimed equality
means:

D(f(X)h(X))|X=0 = f(X)Dh(X)|X=0 + h(X)Df(X)|X=0.
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This is clear because D is a derivation.

1.53. Exercise: Show that conversely, fromm∗l = 1⊗l+l⊗1 it follows thatD is a derivation.
When K is a Q-algebra, one obtains for D ∈ U(LieG):

D ∈ LieG ⇐⇒ 1⊗D +D ⊗ 1 = ∆D.

§ 9 The main theorems of Lie theory

1.54. Theorem: Let K be a Q-algebra. Let G and G′ be formal group laws over K. Then the
map

Hom(G,G′) −→ Hom(LieG,LieG′)

is bijective, where on the right-hand side are Lie algebra homomorphisms.

Proof: Since U(LieG) = HG and U(LieG′) = HG′ , one has a commutative diagram

Hom(G,G′) //

%%JJJJJJJJJ
Hom(LieG,LieG′)

wwppppppppppp

Hom
Bigebras

(U(LieG), U(LieG′)).

Since the left-hand slanted arrow is bijective by 1.52, it is enough to prove that the right-hand
one is injective. But this is clear, since LieG ⊂ HG ' U(LieG).

Using the Poincaré-Birkhoff-Witt Theorem (see 1.49), we show:

1.55. Theorem: Let g be a finite-dimensional Lie algebra over a Q-algebra K. Then there
exists a formal group law G over K with24

25 Lie algebra g.

Proof: The bigebra of G must be U(g). Let D1, . . . , Dn be a basis of the K-module g. By 1.49,
every D ∈ U(g) has a unique representation D =

∑
aiD

i1
1 ◦ · · · ◦Din

n . Let i! = i1! . . . in!. We
define an isomorphism of topological modules:

ϕ : K[[X]] −→ HomK(U(g),K), ϕ(Xi)(D) = i!ai.
11NB

There, the topology on the right-hand side is defined by the orthogonal complements of the
finitely generated submodules. The map ∆ : U(g) → U(g) ⊗ U(g) induces by dualization
the map m : K[[X,Y ]]→ K[[X]]. Indeed,we must prove that

ϕ(m(XiY j))(Dk) = (ϕ(Xi)⊗ ϕ(Y j))∆(Dk),

where Dk = Dk1
1 . . . Dkn

n . This is equivalent to

∆Dk =
∑
i+j=k

k!

i! j!
Di ⊗Dj .12NB

11This is ”(Xi)(D) = i!ai” in the original text.
12There is ” k

i!j!
” in the original text.
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For Dk = Dkr
r , this is the usual Binomial Theorem. The general case follows since ∆ is an

algebra homomorphism. The algebra structure map α : U(g)⊗U(g)→ U(g) induces by du-
alization a morphism µ : K[[X]]→ K[[X,Y ]] of K-modules that respects the augmentation.
The fact that µ is a ring homomorphism is obtained by dualizing the following commutative
diagram:

U(g)
∆ // U(g)⊗ U(g)

U(g)⊗ U(g)

α

OO

∆⊗∆
// U(g)⊗ U(g)⊗ U(g)⊗ U(g).

α

OO

This expresses the fact that ∆ is a ring homomorphism. The reader will check easily that µ
is a formal group law (compare with (1.7)).

§ 10 Cartier duality

In the following, we interpret a morphism from a formal group law G to Gm with the
help of the algebra Hg. Let ϕ : G → Gm be a morphism and ϕ∗ : K[[T ]] → K[[X]] its
comorphism. The power series ϕ∗(1 + T ) ∈ K[[X]] defines a K-linear map α : HG → K. We
now prove that α is a ring homomorphism.

By definition, we have ϕ∗(1 + T ) = 1 = ϕ. Let l1, l2 ∈ HG. Then

α(l1 · l2) = (l1 · l2)(ϕ∗(1 + T )) = (l1 ⊗ l2)(1 + ϕG(X,Y ))

= (l1 ⊗ l2)(1 + ϕ(X) + ϕ(Y ) + ϕ(X)ϕ(Y ))

= l1(ϕ∗(1 + T ))l2(ϕ∗(1 + T )) = α(l1)α(l2).

Let 25
26α : HG → K be an arbitrary K-algebra homomorphism. It is induced by a power series

1 + ϕ ∈ K[[X]] with ϕ(0) = 0. Thus the above series of equalities hold for all l1, l2 ∈ HG. We
deduce from the third equality that ϕ induces a morphism G → Gm. We have obtained the
following.

1.56. Theorem (Cartier duality): Let G be a formal group law over K. Then there is a
canonical bijection

HomK-Alg(HG,K) −→ Hom(G,Gm).

Let K ′ be a commutative K-algebra with unit element. Then, one has HG ⊗K K ′ =
HGK′ = HomK,cont(K

′[[X]],K ′). We obtain a bijection

HomK-Alg(HG,K
′) = HomK′-Alg(HG ⊗K ′,K ′) = Hom(GK′ ,Gm,K′).

Let G be commutative. Then HG is also commutative. One can formulate 1.56 in the follow-
ing way. The functor K ′ 7→ Hom(GK′ ,Gm,K′) from the category of commutative K-algebras
is representable by the algebra of invariant differential operators on G.

1.57. Exercise: Let R be a K-algebra and M an R-module. Define the derivations from R
to M as follows:

DerK(R,M) =
{
δ ∈ HomK(R,M) | δ(r1r2) = r1δ(r2) + r2δ(r1)

}
.
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We consider K as an HG-module via the augmentation e∗ : HG → K. Show that

Hom(G,Ga) = DerK(HG,K).

Let K be a Q-algebra. Then, one has bijections:{
invariant differential forms ω |ω([D,D′]) = 0 for all D,D′ ∈ LieG

}
' Hom(LieG,LieGa)

= DerK(U(LieG),K).

§ 11 Lubin-Tate groups

We have seen in the last paragraphs that the theory of formal group laws over a Q-
algebra is equivalent to the theory of Lie algebras. Over an arbitrary ring, the situation
is considerably more complicated. In the following chapters, we will reduce the theory
of commutative formal group laws to the theory of certain modules over the Cartier ring.
However, before we begin with the general theory, it is good to have before one’s eyes a
non-trivial example of a commutative formal group law when K is not a Q-algebra. This is
why we give the construction of Lubin-Tate groups, that were the starting point for Cartier
Theory and other developments in the theory of formal groups. For the applications to
Algebraic Number Theory, we refer the reader to [13] and [25].

Let K be a discrete valuation ring and π a prime element. Let26
27 K/πK be a finite field of

characteristic p with q′ elements. Let q = pa be a power of q′. Our goal is the construction
of one-dimensional group laws F (X,Y ) over K. By base change, we obtain from F (X,Y ) a
formal group law F (X,Y ) over k. Since the coefficients of F are in k, we have

F (X,Y )q = F (Xq, Y q).

This equality says that the power series g(X) = Xq defines an endomorphism g : F → F . It
is called the Frobenius endomorphism Fr.

Since F is one-dimensional, LieF is a free K-module of rank 1. An endomorphism of F
induces on LieF the multiplication by an element of K.

1.58. Definition: A Lubin-Tate group overK is a one-dimensional formal group law F overK
for which an endomorphism ϕ : F → F exists such that Lieϕ is multiplication by π and such
that ϕ induces the Frobenius endomorphism of F . In other words, the power series satisfies
the following conditions:

(1.58.1) ϕ(X) = πX mod deg 2, ϕ(X) = Xq mod πK.

The construction of such formal group laws is based on the following

1.59. Lemma: Let ϕ and ψ be power series satisfying (1.58.1). Let L(X1, . . . , Xn) =
∑

aiXi

be a linear polynomial with coefficients in K. Then, there exists a unique power series
F (X1, . . . , Xn) ∈ K[[X]] such that

F (X1, . . . , Xn) = L(X1, . . . , Xn) mod deg 2,

ϕ(F (X1, . . . , Xn)) = F (ψ(X1), . . . , ψ(Xn)).
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Proof: We prove by induction on r that there exists a unique polynomial Fr(X) of degree r
such that F (X) = L(X) mod deg 2 and ϕ(Fr(X)) = Fr(ψ(X) mod deg(r + 1). Obviously
F1 = L. Let us write Fr+1 = Fr + ∆r+1 where ∆r+1 is a homogeneous polynomial of degree
r + 1. One finds the equalities:

ϕ(Fr+1(X)) = ϕ(Fr(X)) + π∆r+1(X) mod deg (r + 2),

Fr+1(ψ(X)) = Fr(ψ(X)) + πr+1∆r+1(X) mod deg (r + 2).

It follows that the left-hand sides are congruent if we can find ∆r+1 such that

(πr+1 − π)∆r+1(X) = ϕ(Fr(X))− Fr(ψ(X)) mod deg (r + 2).

Thus existence and uniqueness of ∆r+1 will follow if we can show that the coefficients of
the left-hand power series are divisible by π. From (1.58.1) it follows immediately that

ϕ(Fr(X))− Fr(ψ(X)) = (Fr(X))q − (Fr(X
q)) = 0 mod π. 27

28

The lemma follows with the power series F for which F = Fr mod deg (r + 1) for all r.

Applying the lemma for ϕ = ψ and L = X+Y , one obtains a power series Fϕ(X,Y ). The
power series Fϕ(Fϕ(X,Y ), Z) and Fϕ(X,Fϕ(Y,Z)) are solutions of the following equalities
for a power series G:

G(X,Y, Z) = X + Y + Z mod deg 2, ϕ(G(X,Y, Z) = G(ϕ(X), ϕ(Y ), ϕ(Z)).

Since by the lemma the solution is unique, it follows thatFϕ(Fϕ(X,Y ), Z) = Fϕ(X,Fϕ(Y, Z)).
One sees analogously that Fϕ(X, 0) = Fϕ(0, X) = X and that Fϕ is symmetric in X and Y .
Thus Fϕ is a one-dimensional, commutative formal group law. It is a Lubin-Tate group.

For any a ∈ K we define the power series 〈a〉ϕ,ψ ∈ K[[T ]] as the unique solution to the
following equalities:

〈a〉ϕ,ψ(T ) = aT mod deg 2, ϕ(〈a〉ϕ,ψ(T )) = 〈a〉ϕ,ψ(ψ(T )).

By the same principle as for the associative law for F , one proves:

1.60. Theorem: Let ϕ,ψ, χ be power series satisfying the conditions (1.58.1) and a, b ∈ K.
Then, the following identities hold:

1) Fϕ(〈a〉ϕ,ψ(X), 〈a〉ϕ,ψ(Y )) = 〈a〉ϕ,ψ(Fψ(X,Y )),

2) 〈a〉ϕ,ψ(〈b〉ψ,χ(T )) = 〈ab〉ϕ,χ(T ),

3) 〈a+ b〉ϕ,ψ(T ) = Fϕ(〈a〉ϕ,χ(T ), 〈b〉ϕ,χ(T )),

4) 〈π〉ϕ,ϕ(T ) = ϕ(T ), 〈1〉ϕ,ϕ(T ) = T .

The first equality says that 〈a〉ϕ,ψ is a homomorphism Fψ → Fϕ. The set Hom(Fψ, Fϕ) is an
abelian group. Indeed, according to 1.10 one can define the sum of two morphisms α and β
in the following way:

Fψ −→ Fψ × Fψ
α×β−−→ Fϕ × Fϕ −→ Fϕ.
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The third equality says thatK → Hom(Fψ, Fϕ), a 7→ 〈a〉ϕ,ψ is a homomorphism from the ad-
ditive group of K to Hom(Fψ, Fϕ). From the second equality, the composition of morphisms
corresponds to the multiplication in K. It follows that 〈1〉ϕ,ψ defines an isomorphism of Fψ
to Fϕ. The map K → Hom(Fϕ, Fϕ) is a ring homomorphism. If ϕ is fixed, then 〈a〉ϕ,ψ is also
denoted simply 〈a〉. Therefore, we obtain:

1.61. Theorem: Given K,π and q, there is up to isomorphism a unique Lubin-Tate group F .
There exists a ring homomorphismK → EndF = Hom(F, F ), a 7→ 〈a〉, such that 〈a〉 induces
the multiplication by a28

29 on LieF . The endomorphism 〈π〉 induces the Frobenius endomor-
phism Frobq by the base change K → k.

Let K = Zp, π = p and q = pa. Then using 1.60.3), one finds that

〈p〉(T ) = F (T, F (. . . , F (T, T )) . . . ),

where T stands p times. It follows by base change that

T q = F (T, F (. . . , F (T, T )) . . . ).13NB

Let q′ 6= q14NB and F ′ be the Lubin-Tate group attached to Zp, p, q′. Then, there is no nonzero
homomorphism α : F → F ′. Indeed, we find the relation α(T q) = (α(T ))q

′
. The reader

can check easily that this is not fulfilled over any reduced Fp-algebra B. From this follows
that over an Fp-algebra, there are always infinitely many non-isomorphic, one-dimensional
formal group laws. In comparison, over a Q-algebra there is only Ga.

13This is ”F (T, F (. . . , F (T, T )) . . . )” in the original text.
14This is ”q′ = q” in the original text.
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§ 1 Definition of formal groups

In this chapter and all the following ones, a formal group law will always be assumed to
be commutative.

We denote by NilK the category of nilpotent, commutative K-algebras. A formal group
law G defines by 1.6 a functor to the category of abelian groups:

G̃ : NilK −→ Ab

N 7−→ (N (n),+G).

We can see G̃ as a functor to the category of sets, by forgetting the abelian group structure on
G̃(N ). We denote this set-valued functor by Var G̃ and call it the variety of G̃. The functor
Var G̃ is just N 7→ N (n).

Conversely, if we are given a functor G̃ : NilK → Ab, such that Var G̃ (N ) = N (n),
then G̃ is defined by a formal group law. Indeed, letK[[X,Y ]] be the ring of powers series in
2n indeterminates X1, . . . , Xn, Y1, . . . , Yn, and a ⊂ K[[X,Y ]] be the ideal which is generated
by the indeterminates. Then a/aN is an object of NilK for all natural numbers N . Thus
G̃(a/aN ) is an abelian group with underlying set (a/aN )(n). We construct in this group the
sum

(X1, . . . , Xn) +G (Y1, . . . , Yn) = (G
(N)
1 , . . . , G(N)

n ), G
(N)
i ∈ a/aN .

As G̃(a/an+1)→ G̃(a/an)1 NBis a group homomorphism, we have

G
(N+1)
i = G

(N)
i mod aN .

Thereby we find some power seriesGi such thatGi = G
(N)
i mod degN . The fact that theGi

define a formal group law is left to the reader.
The additive and the multiplicative groups are seen as functors in the following way:

Ga(N ) = (N ,+),

Gm(N ) = (1 + N )×.

1This is ”G(a/an+1)→ G(a/an)” in the original text.

33
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Here (N ,+) is the group N with the usual addition and (1 + N )× the set of all formal
sums 1 + u, u ∈ N , with the obvious multiplication.

2.1. Remark: Instead of N , we will sometimes consider the augmented K-algebra A =
K ⊕N , where the ring structure is as follows:2NB

(k1, u1)(k2, u2) = (k1k2, k1u2 + k2u1 + u1u2), ki ∈ K,ui ∈ N .

The map ε : A→ K is the augmentation.
Conversely,30

31 letA be a commutative augmentedK-algebra (that is, aK-algebra with unit
and a K-algebra homomorphism ε : A→ K) such that Ker ε is nilpotent. Then we have

A = K ⊕Ker ε, Ker ε ∈ NilK .

We call A an augmented nilpotent K-algebra and also denote by A+ the augmentation ideal
Ker ε. Note that Gm(A+) is the subgroup of 1-units of A:

Gm(A+) = {x ∈ A | ε(x) = 1}.

2.2. Definition: A formal group is an exact functor G : NilK → Ab which commutes with
infinite direct sums.

In detail, this means the following. For each exact sequence in NilK

0 −→ N1 −→ N2 −→ N3 −→ 0,

the sequence
0 −→ G(N1) −→ G(N2) −→ G(N3) −→ 0

is exact. For each set of objects {Ni}i∈I of NilK , such that N N
i = 0 for some natural num-

ber N which is independent from i, the algebra ⊕i∈INi is obviously a nilpotent K-algebra.
The injections αi : Ni → ⊕

i∈I
Ni induce a map

⊕
i∈I

G
(
Ni

)
−→ G

(⊕
i∈I

Ni

)
⊕ ξi 7−→

∑
G(αi)ξi.

We require that this map be an isomorphism.

2.3. Exercise: An exact functor commutes with finite direct sums. Show that an exact functor
commutes with infinite direct sums if and only if the following condition is fulfilled. Let I
be a directed set and {Ni}i∈I be a system of subalgebras of a nilpotent algebra N , such that
Ni ⊂ Nj for i 6 j. Assume that ∪

i∈I
Ni = N . Then we have ∪

i∈I
G(Ni) = G(N ).

2.4. Example: Let S be an augmented algebra and S+ its augmentation ideal. We define a
functor:

GmS(N ) = (1 + S+ ⊗K N )×.

2This is ”(k1k2, k1u2 + k2u1)” in the original text.



35

If S+ is a flat K-module, it is a formal group, as tensor products commute with arbitrary
direct sums. A particular role is played in Cartier theory by the formal group GmK[t], that
we also denote by Λ:

Λ(N ) = {1 + u1t+ . . .+ urt
r | ui ∈ N }.

The multiplication is the usual multiplication of polynomials.

§ 2 Representable and prorepresentable functors 31
32

In this paragraph, we consider functors from NilK to the category of sets Ens. Let A be
an augmented nilpotent K-algebra. Then A defines a functor

Spf A : NilK −→ Ens,

Spf A (N ) = HomK-Alg(A+,N ) = HomK-Alg(A,K ⊕N ).

By the first Hom we mean K-algebra homomorphisms and by the second one those which
respect the augmentation.

2.5. Definition: A functor H : NilK → Ens is said to be representable if it is isomorphic to a
functor of the form Spf A.

Now we introduce the category ComplK of complete, augmented K-algebras. Let R be
a commutative K-algebra with unit and with an augmentation ε : R→ K. We denote by a1

the augmentation ideal Ker ε. Let there be given in R a decreasing sequence of ideals am,
m ∈ N:

a1 ⊃ a2 ⊃ a3 ⊃ . . .

We say that (R, am) is a complete, augmented K-algebra, when the following conditions are
fulfilled:

(2.6.1) a1/am is a nilpotent K-algebra,

(2.6.2) R = lim←−R/am.

The ideals am define a topology on R. Condition (2.6.2) is equivalent to the fact that R is
Hausdorff and complete with respect to this topology. Let (R′, a′m) be a second augmented,
complete K-algebra. A morphism α : R→ R′ is a continuous homomorphism of augmented
K-algebras, that is, for each natural number M there exists an N such that α(aN ) ⊂ a′M .
Assume given inR a second sequence of ideals bm,m ∈ N, which satisfies Conditions3 NB(2.6.1)
and (2.6.2). Then the identity map (R, am) → (R, bm) defines an isomorphism of objects in
ComplK if and only if am and bm define the same topology.

Let N ∈ NilK and A = K ⊕N . One can view A with the sequence a1 = N and am = 0,
m > 2 as an object of ComplK . We obtain in this way an embedding of categories:

NilK ↪−→ ComplK .

3This is ”Conditions (2.6)” in the original text.
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One can extend a functor H : NilK → Ens to the category ComplK by setting: H(R) =
lim←−H(a1/am). We allow ourselves to denote H(R) also by H(a1).

An algebra R ∈ ComplK defines a functor (formal spectrum):

32
33 Spf R : NilK −→ Ens,

Spf R (N ) = HomComplK (R,K ⊕N ) = lim−→HomK-Alg(a1/am,N ).

2.7. Definition: A functor H : NilK → Ens is said to be prorepresentable if it is isomorphic to
a functor of the form Spf R.

2.8. Example: Let G : NilK → Ab be the functor of a formal group law. Then VarG is
prorepresentable by R = K[[X]] and am = (X)m. Indeed, the elements of Spf K[[X]] (N )
are in 1− 1 correspondence with the n-tuples (x1, . . . , xn) ∈ N (n).

K[[X1, . . . , Xn]] −→ K ⊕N

Xi 7−→ xi.

When we extend the functor Spf R to the category ComplK , then we obtain for S ∈
ComplK :

Spf R (S) = HomComplK (R,S).

The following lemma shows that the functor Spf R defines the complete, augmented K-
algebra R up to unique isomorphism.

2.9. Lemma (Yoneda): Let C be a category. We denote by Ĉ the category of all functors from
C to the category of sets. Each object R ∈ C defines a functor Spf R (S) = HomC(R,S) of Ĉ.
If F is a functor on Ĉ, then one has a bijection

κ : HomĈ(Spf R,F ) −→ F (R).

In particular we have HomĈ(Spf R,Spf S) = HomC(S,R).

Proof: Let ξ : Spf R → F be a morphism. The image of the identity idR ∈ Hom(R,R) =
Spf R (R) by the map ξR : Spf R (R) → F (R) is κ(ξ). Conversely, let c ∈ F (R). We define
for all S ∈ C a map

ξS : Spf R (S) −→ F (S).

Let α ∈ Spf R (S) = Hom(R,S). Then ξS(α) = F (α)(c). The ξS clearly define a morphism of
functors ξ such that κ(ξ) = c.

To summarize, we now have the following embeddings of categories:

NilK ↪−→ ComplK ↪−→ Functors(NilK ,Ens).

2.10. Base change: Let K ′ be a commutative K-algebra with unit. Each object of NilK′ can
be viewed as a K-algebra. We obtain a functor

b : NilK′ −→ NilK .
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If H : NilK → Ens is a functor, then we say that HK′ = H ◦ b is deduced from H by base change.
Let (R, am) be a complete, augmented K-algebra, and let H = Spf R. We have:4 NB

33
34HK′(N

′) = lim−→HomK-Alg(a1/am,N
′) = lim−→HomK′-Alg(a1/am ⊗K K ′,N ′).

We denote by R ⊗̂KK ′ the K ′-algebra lim←−(R/am ⊗K K ′). Let a′m be the kernel of the pro-
jection R ⊗̂KK ′ → R/am ⊗K K ′. Then (R ⊗̂KK ′, a′m) is a complete augmented K ′-algebra
and HK′ = Spf R ⊗̂KK ′. Prorepresentable functors are thus turned into prorepresentable
functors by base change. If H = Spf R is representable, so is HK′ , and we have R ⊗̂KK ′ =
R⊗K K ′.

2.11. In this point, we generalize Example 2.8. Let P be a K-module. We associate to P the
following functor:

hP : NilK −→ Ens

N 7−→ N ⊗K P.

We are going to show that the functor hP is prorepresentable when P is a projective module
which admits a countable generating system.

We first consider the case where P is a finitely generated projective K-module. Let P ∗ =
HomK(P,K) be the dual K-module. Then the canonical map

P −→ P ∗∗

is an isomorphism. This is clear for a finitely generated free module. The general case
follows from the fact that P is a direct summand of such a module. The same argument
shows that for a K-module M the canonical map

M ⊗K P −→ HomK(P ∗,M)

is an isomorphism.
Let M be a K-module. We denote by S(M) the symmetric algebra of M . It is character-

ized by the following universal property. Let K ′ be a K-algebra like in 2.10. Then one has a
bijection

HomK(M,K ′) = HomK-Alg(S(M),K ′).

Also S(M) is an augmented K-algebra. Let J be its augmentation ideal. Clearly

S q(M) := lim←−
N

S(M)/JN

is an object of ComplK . With A = K ⊕N , we find:

N ⊗K P = HomK(P ∗,N ) = HomK-Alg(S(P ∗), A) = HomComplK (S q(P ∗), A)5 NB.

Consequently the functor hP is prorepresentable in this case.

4The ”lim−→” are ”lim←−” in the original text.
5”HomComplK (S q(P ∗), A)” is ”HomK-Alg(S q(P ∗), A)” in the original text.
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We now consider the case where P is not necessarily finitely generated. The reader can
first skip these considerations and begin with the next paragraph.

We34
35 denote by U⊥ ⊂ P ∗ the orthogonal complement of a submodule U ⊂ P . We en-

dow P ∗ with the topology in which {U⊥} is a system of neighborhoods of 0, where U runs
through the finitely generated submodules of P . Let M be a K-module. Then one has a
canonical homomorphism

M ⊗K P −→ lim−→HomK(P ∗/U⊥,M) = HomK,cont(P
∗,M).

We show that it is an isomorphism for a projective module P . First, let P be a free module.
Then one already obtains a system of neighborhoods {U⊥} of 0, when we let U run through
the finitely generated, free direct summand U of P . We obtain:

lim−→HomK(P ∗/U⊥,M) = lim−→Hom(U∗,M) = lim−→(M ⊗K U) = M ⊗K P.

In the general case, P is a direct summand of a free module L1. We find an exact sequence

0 −→ P −→ L1 −→ L2,

in which the cokernel of the middle map is a direct summand of the free module L2. One
obtains from this an exact sequence of continuous homomorphisms

L∗2 −→ L∗1 −→ P ∗ −→ 0.

One obtains the claim from the following commutative diagram with exact rows:

0 // HomK,cont(P
∗,M) // HomK,cont(L

∗
1,M) // HomK,cont(L

∗
2,M)

0 // M ⊗K P //

OO

M ⊗K L1
//

OO

M ⊗K L2.

OO

Let P be a projective module with a countable generating system {ei}i∈N. Let Un be the
submodule of P generated by e1, . . . , en. We define the completed symmetric algebra of the
topological module P ∗:

S qtop(P ∗) = lim←−S q(P
∗/U⊥n ).

Let Jn be the augmentation ideal of S q(P ∗/U⊥n ). We denote by an the inverse image of Jnn
by the canonical projection:

S qtop(P ∗) −→ S q(P ∗/U⊥n ).

One finds some maps

S qtop(P ∗)/an = S q(P ∗/U⊥n )/Jnn −→ S q(P ∗/U⊥i )/Jni , for i 6 n.

By taking the limit, one obtains:

lim←−n S qtop(P ∗)/an −→ S q(P ∗/U⊥i ),

lim←−n S qtop(P ∗)/an −→ S qtop(P ∗).
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The 35
36latter morphism comes from the universal property of inverse limits. Consequently,

S qtop(P ∗) is an object of ComplK . For an augmented nilpotent K-algebra R, we have:6 NB

HomComplK (S qtop(P ∗), R) = lim−→HomComplK (S q(P ∗/U⊥n ), R)

= lim−→HomK(P ∗/U⊥n , R
+)

= HomK,cont(P
∗, R+) = R+ ⊗K P.

We have thus proved that hP = Spf S qtop(P ∗).
One can calculate S qtop(P ∗) rather explicitly, when P is a free module with basis {ei}i∈N.

Indeed, let Xi ∈ P ∗ be such that
Xi(ej) = δi,j .

Then we have:
S q(P ∗/U⊥n ) = S q(U∗n) = K[[X1, . . . , Xn]].

The morphism S q(U∗n)→ S q(U∗i ) for i 6 n is the projection:

K[[X1, . . . , Xn]] −→ K[[X1, . . . , Xi]]

Xj 7−→
{
Xj if j 6 i,
0 if j > i.

We denote the inverse limit byK{X1, X2, . . .}. It consists of all power series of the following
form. Let α : N → N ∪ {0} be a function with finite support (that is, α(n) = 0 for almost all
n ∈ N). Let Xα be the monomial

∏
n∈NX

α(n)
n . Then:

K{X1, X2, . . .} =

{ ∑
α:N→N∪{0}

cαX
α | cα ∈ K

}
.

Here α runs through the functions with finite support, and the cα are arbitrary coefficients.
The ideal an consists of all power series for which cα = 0 if

∑
i6n α(i) +

∑
i>n nα(i) < n.

It is convenient to use another system of neighborhoods of 0 than that of the an. We define
the weight of a monomial:

(2.12) w(Xα) =
∑
i∈N

iα(i).

Let a′n be the ideal generated by all the power series
∑
cαX

α such that cα = 0 for
w(Xα) < n. The a′n obviously define the same topology as the an.

§ 3 Left-exact functors

Let ϕ1 : M1 → M3 and ϕ2 : M2 → M3 be maps of sets. We denote the fibre product by
M1 ×M3 M2:

M1 ×M2 M3 = {(m1,m2) ∈M1 ×M2 | ϕ1(m1) = ϕ2(m2)}.
6In the original text, ”HomComplK (S qtop(P

∗), R)” is ”HomK-Alg(S qtop(P
∗), R)” and

”HomComplK (S q(P ∗/U⊥n ), R)” is ”HomK-Alg(S q(P ∗/U⊥n ), R)”.
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This36
37 definition extends in an obvious way to other categories (e.g. abelian groups, K-

algebras or functors with values in these categories). For example, when the Mi are functors
NilK → Ens, one defines the functor M1 ×M3 M2 by

(M1 ×M3 M2)(N ) = M1(N )×M3(N ) M2(N ).

The usual universal property is fulfilled: let ψ1 : M4 →M1 and ψ2 : M4 →M2 be morphisms
such that ψ1ϕ1 = ψ2ϕ2. Then there exists a uniquely defined morphism α : M4 → M1 ×M3

M2 such that the following diagram is commutative:

M4

α

%%LLLLLLLLLL

!!

((
M1 ×M3 M2

��

// M1

��

M2
// M3

When α is an isomorphism, then we call

M4

��

// M1

��

M2
// M3

a fibre product diagram.
We consider a fibre product diagram in NilK :

N1 ×N3 N2

��

// N1

��

N2
// N3

Let H : NilK → Ens be a functor. Due to the universality of the fibre product, one obtains a
map

(2.13) H(N1 ×N3 N2) −→ H(N1)×H(N3) H(N2).

2.14. Definition: A functor is said to be left-exact if (2.13) is an isomorphism for all fibre
product diagrams and if H(0) = {0}.

A functor H is said to commute with finite direct products if H(0) = {0} and (2.13) is an
isomorphism for N3 = 0.

Let N ∈ NilK and let M ⊂ N be an ideal, that is, N ·M ⊂ M . Then the quotient
N /M is in a natural way a nilpotent K-algebra.

2.15. Theorem: A functor H : NilK → Ens is left-exact if and only if H(0) = {0} and H
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transforms any fibre product diagram

37
38N

ψ1

��

ψ2
// N2

ϕ2

��

N1 ϕ1

// N3

where ϕ1 is a surjection with N1 Kerϕ1 = 0, into a fibre product diagram. If we assume
thatH commutes with finite direct products, then it is enough thatH respects fibre products
of the above form where moreover ϕ2 is an isomorphism onto an ideal of N3.

Proof: The necessity part of the claim is clear. Conversely, let H be a functor which satisfies
the sufficient conditions of the claim. We first show that H turns injections into injections.
Let N1 ⊂ N2. One can assume that N1 is an ideal in N2. Indeed, each algebra in the
following chain is an ideal in its predecessor:

N2 ⊃ N1 + N2N1 ⊃ N1 + N2N
2

1 ⊃ . . . = N1.

We assume that N1 is an ideal in N2 and we consider the following chain:

N2 ⊃ N1 + N 2
2 ⊃ N1 + N 3

2 . . . = N1 ⊃ N1N2 ⊃ N1N
2

2 . . . = 0.

We denote its terms by Mi:

(2.15.1) N2 = Ms ⊃Ms−1 ⊃ . . . ⊃M0 = 0.

Then we have N2Mi ⊂Mi−1.
We show by induction on s that all the arrowsH(Mi−1)→ H(Mi) are injective. For i < s

this holds by the inductive hypothesis. For i = s we consider the fibre product diagram

H(Ms−1)

��

// H(Ms)

��

H(Ms−1/M1) // H(Ms/M1).

As the lower map is injective by the inductive hypothesis, the injectivity of the upper map
follows.

We consider a fibre product diagram as in 2.15, where ϕ1 is an arbitrary surjection and ϕ2

an arbitrary injection. Then H respects such fibre product diagrams. Indeed, as putting
fibre product diagrams one after the other produces another such diagram, one can with the
above filtrations reduce to the case where N2 is an ideal in N3 and N1 Kerϕ1 = 0.

Assume given a fibre product diagram 2.15, such that ϕ2 is injective and ϕ1 is arbitrary.
We show that it is respected by H . 38

39One can assume that N2 is an ideal in N3. Then one
finds a filtration of N3 as in (2.15.1), where N2 appears. We consider the fibre product of this
filtration with N1:

M ′
0

��

⊂ M ′
1

��

⊂ . . . M ′
s−1

��

⊂ M ′
s

��

= N1

��

0 = M0 ⊂ M1 ⊂ . . . Ms−1 ⊂ Ms = N3.
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We show by induction on s that H turns all the squares into fibre product diagrams. By
the inductive hypothesis it is enough to consider the last square. Let ξ′s ∈ H(M ′

s), ξs−1 ∈
H(Ms−1) and ξs ∈ H(Ms) be their common image. We denote by ξi (resp. ξ′i) the images
in H(Mi/M1) (resp. H(M ′

i /M
′
1)). By the inductive hypothesis we have a fibre product

diagram:
H(M ′

s−1/M
′
1)

��

// H(M ′
s/M

′
1)

��

H(Ms−1/M1) // H(Ms/M1).

For s = 2 we use that H turns injections into injections. We set ξ′s−1 = ξs−1 ×ξs ξ
′
s. One

considers the fibre product diagram

H(M ′
s−1)

��

// H(M ′
s−1/M

′
1)

��

H(M ′
s)

// H(M ′
s/M

′
1).

Let ξ′s−1 = ξ′s ×ξ′s ξ
′
s−1. As H respects injections, ξ′s−1 is mapped to ξs−1. It follows that

ξ′s−1 = ξ′s ×ξs ξs−1 is the desired fibre product.
By considering a chain of the form (2.15.1), one sees by induction on s thatH(N ×N2)→

H(N )×H(N2) is an isomorphism. Indeed, one considers the diagram

N ×Ms

��

// N ×Ms/M0

��

Ms
// Ms/M0.

Finally, assume given a fibre product diagram as in 2.15, in which ϕ1 and ϕ2 are arbitrary.
Then the following diagram is a fibre product diagram too:

N
(ψ1,ψ2)

//

(ψ1,ψ2)

��

N1 ×N2

��

(u1, u2)
_

��

N1 ×N2
// N1 ×N2 ×N3 (u1, u2, ϕ2(u2))

(u1, u2) � // (u1, u2, ϕ1(u1))

39
40

As the arrows in this diagram are injections, H turns it into a fibre product diagram. Be-
cause H commutes with finite direct products, it follows easily that H turns also the dia-
gram 2.15 into a fibre product diagram. Thus the theorem is proved.

2.16. Theorem: Let H : NilK → Ab be a functor to the category of abelian groups. Then H is
left-exact if and only if for each exact sequence in NilK :

0 −→ N1 −→ N2
π−→ N3 −→ 0,
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the sequence
0 −→ H(N1) −→ H(N2) −→ H(N3)

is exact.

Proof: If the upper sequence admits a section (σ : N3 → N2, πσ = id), so does the lower
one. It follows that H respects finite direct products. Let

N

��

// N2� _

��

N1
// // N3

be a fibre product diagram, such that N2 is an ideal of N3 and that the lower arrow is
surjective. Then we have an exact sequence

0 −→ N −→ N1 −→ N3/N2 −→ 0.

We obtain a commutative diagram with exact rows:

0 // H(N ) //

��

H(N1) //

��

H(N3/N2)

��

0 // H(N2) // H(N3) // H(N3/N2).

One sees that the first square is a fibre product diagram. Conversely, it is clear that a left-
exact functor turns exact sequences into left-exact sequences.

§ 4 Tangent spaces

We can view eachK-moduleM as a nilpotentK-algebra, by settingM2 = 0. One obtains
in this way an embedding of the category of K-modules

ModK ↪−→ NilK .

2.17. Definition: Let H : NilK → Ens be a functor. We call the restriction of H to ModK the
tangent functor tH .

2.18. Lemma: Let t : ModK → Ens be a functor, such that the map t(M ⊕N)→ t(M)× t(N)
is an isomorphism for all 40

41M,N ∈ ModK . Then t(M) carries a canonical K-module structure
for all M , that is, the functor t factors as

t : ModK −→ ModK
V−→ Ens,

where V is the functor which maps each module to the underlying set.

Proof: Let k ∈ K. We consider the addition and multiplication-by-k maps:

+ : M ⊕M −→M, k : M −→M.
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By applying the functor t, we obtain

+ : t(M)⊕ t(M) −→ t(M), k : t(M) −→ t(M).

These define a K-module structure on t(M), as is easily seen by expressing the correspond-
ing conditions in terms of commutative diagrams. We remark that the hypothesis implies
t(0) = 0.

2.19. Remark: Let t : ModK → Ab be a functor which satisfies the hypotheses of the lemma.
Then we have two additions on t(M): the addition + from the lemma and the addition +′

of the abelian group t(M). These both additions coincide. Indeed

+ : t(M)× t(M) −→ t(M)

is a homomorphism of abelian groups. It follows from this that:

(a1 +′ a2) + (b1 +′ b2) = (a1 + b1) +′ (a2 + b2).

We obtain the claim.

Let t be a functor as in 2.18. Each m ∈M defines a K-module homomorphism cm : K →
M , cm(1) = m.7NB One obtains a K-module homomorphism8NB :

(2.20) M ⊗K t(K) −→ t(M)
m⊗ ξ 7−→ t(cm)(ξ).

2.21. Theorem: Let t : ModK → ModK be a right-exact functor which commutes with infinite
direct sums. Then (2.20) is an isomorphism.

Proof: The proof is based on a standard trick, with which one compares right-exact functors.
Clearly (2.20) is an isomorphism forM = K. As the functors on both sides of (2.20) commute
with infinite direct sums, we obtain the claim for M = K(I), where I is an index set (K(I)

denotes the direct sum of I copies of K). In the general case we find an exact sequence
K(I) → K(J) →M → 0. One obtains the claim from the following diagram:

41
42 K(I) ⊗K t(K)

��

// K(J) ⊗K t(K)

��

// M ⊗K t(K)

��

// 0

t(K(I)) // t(K(J)) // t(M) // 0.

Let G : NilK → Ab be a formal group. Then tG satisfies the hypotheses of 2.21. Conse-
quently tG(K) determines the functor tG.

2.22. Definition: We call tG(K) the tangent space of G.

7This is ”cm(1) = 1” in the original text.
8This is ”isomorphism” in the original text.
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As tG is exact, tG(K) is a flat K-module. If tG(K) is a finitely generated projective K-
module of rank d, we say that G is finite dimensional of dimension d.

Let H : NilK → Ens be a functor which respects finite direct products. We consider an
exact sequence

0 −→ K −→M −→ N −→ 0

such that M ·K = 0. Then the addition defines a morphism in NilK :

+ : K ⊕M −→M .

By applying the functor H , we obtain an action of the abelian group H(K ) on H(M ):

H(K )×H(M ) −→ H(M ).

When H is a functor to the category of abelian groups, one sees as in 2.19 that this action
coincides with the addition in H(M ).

We have a fibre product diagram:

(u,m)
_

��

K ⊕M //

pr
��

M

π

��

m M
π // N .

When the functor H is left-exact, we obtain a fibre product diagram

(2.23)

H(K )×H(M ) //

��

H(M )

H(π)
��

H(M ) // H(N ).

Let ξ ∈ H(N ). We set Hξ(M ) = H(π)−1(ξ). Then (2.23) is a fibre product diagram if
and only if for all ξ the following condition is fulfilled.

2.24. Condition: H(K ) acts simply transitively on Hξ(M ). That is, for ξ′ ∈ Hξ(M ), the
map

H(K ) −→ Hξ(M )

η 7−→ η + ξ′

is bijective. The set Hξ(M ) can also be empty.

2.25. Exercise: A functor which satisfies Condition 2.24 turns 42
43injections into injections.

2.26. Definition: A functor H : NilK → Ens is called half-exact if it respects finite direct
products and if for all ξ ∈ H(N ), the group H(K ) acts transitively on Hξ(M ).

2.27. Exercise: Let H : NilK → Ab be a half-exact functor. Let p be a prime number, which
is nilpotent in K. Then we have pNH(N ) = 0 for N ∈ NilK fixed and N large enough.
Thereby we obtain a map Zp → EndH to the endomorphism ring of H .
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§ 5 Prorepresentability of smooth functors

2.28. Definition: A morphism H → G of set-valued functors on NilK is called smooth if for
each surjection M � N in NilK the following map is surjective:

H(M ) −→ H(N )×G(N ) G(M ).

For example the canonical morphism H → Spf K is smooth if and only if H turns sur-
jections into surjections. In this case we say that H is smooth.

We call a surjection α : M � N small if M · Kerα = 0. One sees that a morphism is
smooth if it satisfies Condition 2.28 for small surjections.

We remark that a smooth functor does not necessarily turn surjections in ComplK into
surjections.

2.29. Lemma: Let ϕ : (R, an)→ (S, bn) be a surjection in ComplK , such that ϕ(an) is a system
of neighborhoods of 0 in S. If H is a smooth, half-exact functor, then H(ϕ) is surjective.

Proof: We need the following property of half-exact functors. Assume given a fibre product
diagram:

N //

α′
����

N2

α
����

N1
// N3.

Let the map α be surjective. Then the map H(N )→ H(N1)×H(N3) H(N2) is surjective too.
One reduces to the case of a small surjection α. Then α′ is a small surjection too, with

the same kernel K . Let η ∈ H(N1) and η ∈ H(N3) be its image. We must prove that the
following map is surjective:

(2.29.1) Hη(N ) −→ η ×Hη(N2)

As H is smooth, we have Hη(N ) 6= ∅. As H is half-exact, H(K ) acts transitively on both
sets. Hence (2.29.1) is surjective.

Now we show that H(ϕ) is surjective. Clearly, one can assume43
44 that ϕ(an) = bn. Let

η ∈ H(S) and let ηn be its image in H(S/bn). We construct by induction on n an inverse
image ξn ∈ H(R/an) of ηn, such that ξn is mapped to ξn−1 by H(R/an) → H(R/an−1). Let
S = R/I . We consider the diagram

R/an+1
//

��

R/I + an+1

��

S/bn+1

R/an // R/I + an S/bn

One checks that the map R/an+1 → R/an ×S/bn S/bn+1 is surjective. Due to the hypotheses
onH , we obtain a surjectionH(R/an+1)→ H(R/an)×H(S/bn)H(S/bn+1). We choose for ξn+1

an inverse image of ξn ×ηn ηn+1. Q.E.D.
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The following theorem is a generalization of 1.4.

2.30. Theorem: Let α : H → G be a morphism of set-valued functors on NilK , which induces
an isomorphism of the tangent functors tH → tG. Then α is an isomorphism if the following
conditions are fulfilled:

1) H is half-exact and G is left-exact.

2) H is smooth or α is smooth.

Proof: Let N ∈ NilK . One finds a sequence of small surjections N �M1 � . . .�Mk = 0.
We prove by induction on k that H(N ) → G(N ) is an isomorphism. Let N1 be the kernel
of N →M1. We consider the diagram

H(N ) //

��

H(M1)

∼ αM1

��

G(N ) // G(M1).

By the inductive hypothesis, αM1 is an isomorphism.
Let η ∈ H(M1) and ξ be its image in G(M1). It is enough to prove that

Hη(N ) −→ Gξ(N )

is an isomorphism. By the first condition, the group H(N1) ' G(N1) acts transitively on
Hη(N ) and simply transitively on Gξ(N ). The claim follows from this, except in the case
where Hη(N ) = ∅ and Gξ(N ) 6= ∅. The second condition excludes this possibility.

2.31. Theorem: Let H : NilK → Ens be a functor which satisfies the following conditions.

1) H is left-exact and smooth.

2) tH 44
45commutes with infinite direct sums.

3) tH(K) is a projective K-module with a countable basis.

Then H is prorepresentable.

Proof: From 2.21 one has an isomorphism

(2.31.1) tH(M) = M ⊗K P = HomK,cont(P
∗,M)

where P = tH(K) and P ∗ is the dual module of P in the sense of 2.11. With the topology
introduced on P ∗, K ⊕ P ∗ is an object of ComplK . By taking inverse limits from (2.31.1), we
find a bijection

H(K ⊕ P ∗) = HomK,cont(P
∗, P ∗).

Let ξ1 ∈ H(K ⊕ P ∗) be the element which corresponds to the identity map of P ∗9 NB. From the
Yoneda lemma 2.9, one can view ξ1 as a morphism:

(2.31.2) Spf K ⊕ P ∗ −→ H.

9This is ”P” in the original text.
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For an N ∈ NilK with N 2 = 0, ξ1,N : Spf(K ⊕ P ∗)(N ) → H(N ) is the isomorphism
(2.31.1). The map

H(S qtop(P ∗)) −→ H(K ⊕ P ∗)

is surjective by 2.29. Let ξ ∈ H(S qtop(P ∗)) be an inverse image of ξ1. It defines a morphism

ξ : hP = Spf S qtop(P ∗) −→ H,

which is an isomorphism by 2.30.

2.32. Corollary: Let H : NilK → Ab be a formal group. If H(K) is a projective K-module
with a countable basis, then H is prorepresentable. If H(K) is a finitely generated, free
module, then H is defined by a formal group law.

Proof: The first assertion is clear. If H(K) = Kn, then it follows from the proof of 2.31 that
H = hKn . One obtains the claim from the considerations at the beginning of this chapter.

2.33. Exercise (Curves lemma): Let G = Spf K[[X1, . . . , Xn]] and H : NilK → Ens be a
functor which commutes with finite, direct sums and which turns injections into injections.
Let γ(d) be the curve (see 1.21)

γ
(d)
i = T c(i), where c(i) =

n−1∑
k=i−1

dk.

Show that the kernel of the map γ(d) : K[[X]] → K[[T ]] → K[[T ]]/(T d
n+1

) lies in (X)d.
Conclude to the injectivity of the map

H(K[[X]]) −→
∏
γ(d)

H(K[[T ]]).

Thereby one obtains an injection:

(2.33.1) Hom(G,H) −→ HomEns(G(K[[T ]]), H(K[[T ]])).

In general this map is injective in the case where G = hL for a K-module L.
Let45

46 G : NilK → Ab be a right-exact functor which commutes with infinite direct sums.
Let P be a finitely generated, projectiveK-module, and α : P → tG(K) be a map. Then there
exists a morphism hP → G, which induces α on the tangent spaces. More generally, assume
given a family Pi

αi−→ tG(K), i ∈ I of such maps. Then there exists a morphism h⊕Pi → G,
which induces αi on the tangent spaces. Consequently, there is a surjection hL → G for an
appropriate module L. Therefore (2.33.1) is injective for G.

§ 6 Bigebras

In 1.50, we have associated to each formal group law G a bigebra HG. The same con-
struction is possible in a more general situation.

Let H : NilK → Ab be a functor. We denote by H its variety, that is, the underlying set-
valued functor. The group structure on H(N ) is given by a morphism (+) : H ×H → H .
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One can interpret the zero element as a morphism (0) : Spf K → H , which maps the unique
element of Spf K (N ) to the zero element of H(N ). Finally, one has the multiplication-by-
(−1).

Conversely, let H be a set-valued functor which is endowed with morphisms (+), (0)
and (−1), such that the following diagrams are commutative:

H ×H ×H
(+)×id

//

id×(+)
��

H ×H

(+)
��

H ×H
(+)

// H

Spf K ×H
(0)×id

//

%%JJJJJJJJJJ
H ×H

(+)
{{xxxxxxxxx

H

H
id×(−1)

//

��

H ×H

(+)

��

Spf K
(0)

// H

H ×H
(+)

))RRRRRRRR

p

��

H

H ×H (+)

55llllllll

Here p denotes the maps that switches the factors. The diagrams express the fact thatH(N )
is an abelian group for the operation (+). Therefore (H, (+), (0), (−1)) defines a functor
NilK → Ab.

Let H = Spf R be prorepresentable. Then we have:10 NB

H ×H (N ) = lim−→(HomK-Alg(R/an,K ⊕N )×HomK-Alg(R/an,K ⊕N ))

= lim−→HomK-Alg(R/an ⊗K R/an,K ⊕N ).

The algebra R ⊗̂KR = lim←−(R/an ⊗K R/an) = lim←−R ⊗K R/an ⊗R +R ⊗K an
46
47is an object of

ComplK , which prorepresents H ×H .
The morphisms (+), (0), (−1) define comorphisms

∆ : R −→ R ⊗̂KR, ε : R −→ K, ν : R −→ R.

The K-algebra structure on the K-module R is given by the following maps:

µ : R ⊗̂KR −→ R, ι : K −→ R.

One obtains the following commutative diagrams:11 NB

R
∆ //

∆

��

R ⊗̂KR

id⊗∆
��

R ⊗̂KR
∆⊗id

// R ⊗̂KR ⊗̂KR

R R ⊗̂KR
µ

oo

R ⊗̂KR

µ

OO

R ⊗̂KR ⊗̂KR
µ⊗id

oo

id⊗µ

OO

10”HomK-Alg(R/an ⊗K R/an,K ⊕N )” is ”HomK-Alg(R/an × KR/an,K ⊕N )” in the original text.
11Some hats ” q” are omitted in the original text.
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R ⊗̂KR

p

��

R

∆
55kkkkkkkkkkk

∆ ))SSSSSSSSSSS

R ⊗̂KR

R ⊗̂KR
µ

uukkkkkkkkkkk

R

R ⊗̂KR

p

OO

µ

iiSSSSSSSSSSS

R
∆ //

KKKKKKKKKKKK

KKKKKKKKKKKK R ⊗̂KR

id⊗ε
��

R

R

KKKKKKKKKKKK

KKKKKKKKKKKK R ⊗̂KR
µ

oo

R

id⊗ι

OO

R ⊗̂KR
∆⊗∆

//

µ

��

R ⊗̂KR ⊗̂KR ⊗̂KR
µ⊗µ

��

R
∆ // R ⊗̂KR

R
∆ //

ιε

��

R ⊗̂KR

id⊗ν
��

R R ⊗̂KR
µ

oo

Conversely, let R be a K-module endowed with a filtration by submodules an such that
R = lim←−R/an. Assume given morphisms ∆, µ, ε, ι, ν such that the above diagrams are com-
mutative. Then (R, an)12NB with the ring structure µ is an object of ComplK and Spf R with the
operation Spf ∆ : Spf R× Spf R→ Spf R is a functor to the category of abelian groups.

Let R be an object of ComplK , such that for all n, R/an is a finitely generated projective
K-module. Let

R∗ = HomK,cont(R,K) = lim−→HomK(R/an,K).

Then we have:

47
48 (R ⊗̂KR)∗ = lim−→HomK(R/an ⊗K R/an,K) = lim−→((R/an)∗ ⊗K (R/an)∗) = R∗ ⊗K R∗.

One obtains a bigebra structure on R∗, which is moreover provided with the additional
structure ν∗ : R∗ → R∗.

2.34. Remark: LetR be an augmented nilpotentK-algebra. Then we haveR ⊗̂KR = R⊗KR.
The above diagrams are then self-dual, that is, if one replacesR byR∗, ∆ by µ∗, µ by ∆∗, ε by
ι∗, ι by ε∗ and ν by ν∗, then one obtains the same diagrams as when applying the functor ∗.
If the augmentation ideal of R∗ is nilpotent again, then Spf R∗ defines a functor NilK → Ab
again, that one calls the Cartier dual ofH = Spf R. The fact thatR∗ is not necessarily nilpotent
can be checked by the reader with the following example.

12This is ”(R, anR)” in the original text.
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Let K be a ring of characteristic p, that is, pK = 0. The functor

µp(N ) = {x ∈ (1 + N )× | xp = 1 }

is represented by the augmented K-algebra R = K[T ]/(T p − 1), where the augmentation is
defined by ε(T ) = 1. One shows that R∗ does not contain any nilpotent element. On the
contrary, the following functor admits a Cartier dual in the above sense:

αp(N ) = {x ∈ N | xp = 0} ⊂ Ga(N ).

One checks that the dual functor is αp again. For a treatment of Cartier duality in a more
general setting, we refer to Mumford [16].

2.35. Theorem: Let H : NilK → Ab be a functor, which is prorepresentable by a complete,
augmented K-algebra (R, an). We assume that the R/an are finitely generated, projective
K-modules. Then one has a canonical exact sequence of functors NilK → Ab (see 2.4):

0 −→ H −→ GmR
∗ −→ GmR

∗ ⊗K R∗.

Proof: Let A be an augmented nilpotent K-algebra. We have an embedding:

H(A+) = HomComplK (R,A) ⊂ HomK,cont(R,A) = R∗ ⊗K A.

Two homomorphisms ϕ1, ϕ2 : R → A can be added when viewed in the group H(A+) as
follows:13 NB

ϕ1 +H ϕ2 = µA ◦ (ϕ1 ⊗ ϕ2) ◦∆ : R −→ R ⊗̂KR −→ A ⊗̂KA −→ A.

This composition law extends to HomK,cont(R,A)14 NBand defines on R∗ ⊗K A15

NB
the usual

multiplication. Indeed, as the composition law is bilinear, one can assume that the ϕi are of
the form:

ϕi(r) = r∗i (r)ai, r ∈ R, ri ∈ R, ai ∈ A, i = 1, 2.

Then we have:

48
49

(
µA(ϕ1 ⊗ ϕ2)∆

)
(r) = 〈r∗1 ⊗ r∗2,∆(r)〉a1a2 = 〈∆∗(r∗1 ⊗ r∗2), r〉a1a2 = r∗1r

∗
2(r)a1a2

where 〈 , 〉 denotes the canonical pairing R∗⊗R→ K. Thereby we obtain an embedding in
the group of units of the K-algebra R∗ ⊗K A:

H(A+) ⊂ (R∗ ⊗K A)×.

As a ϕ ∈ HomComplK (R,A) respects the augmentation, we have ϕ = idK +ϕ+ : K ⊕ R+ →
K ⊕A+. Thereby we find:

H(A+) ⊂ (1 + (R∗)+ ⊗K A+)× = GmR
∗(A+).

13One hat ” q” is omitted in the original text.
14This is ”HomK(R,A)” in the original text.
15This is ”R⊗K A” in the original text.
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We want to characterize the elements of (R∗ ⊗K A)× which define K-algebra homomor-
phisms ϕ : R→ A, that is, for which the following diagram is commutative:

(2.35.1)

R // A

R⊗K R //

µ

OO

A⊗K A

µA

OO

We consider the following maps16NB :

c1 = µ∗ ⊗ idA : R∗ ⊗K A −−→ R∗ ⊗K R∗ ⊗K A,

c2 : R∗ ⊗KA −−→ R∗ ⊗KA⊗KR∗ ⊗KA −−→ R∗ ⊗KR∗ ⊗KA
x 7−−→ x⊗ x.

When ϕ corresponds to the element x, then the commutativity of (2.35.1) is equivalent to
c1(x) = c2(x). The maps c1, c2 define homomorphisms of the groups of units of the algebras.
This is clear for c2, and for c1 this follows from the fact that µ∗ is an algebra homomorphism.
As c1 and c2 turn elements with augmentation 1 into such ones, we obtain an exact sequence

0 −−→ H(A+) −−→ GmR
∗(A+)

c1−c2−−−→ GmR
∗ ⊗K R∗(A+).

2.36. Remark: R∗ is flat, as it is the direct limit of the projective modules (R/an)∗. Thereby
GmR

∗ and GmR
∗ ⊗K R∗ are formal groups.

16”R∗ ⊗K A⊗K R∗ ⊗K A” is ”R⊗K A⊗K R∗ ⊗K A” in the original text.



Chapter III

The main theorems of Cartier theory

50

§ 1 Elementary symmetric functions

Let us recall the main theorem in the theory of elementary symmetric functions. Let t be
an indeterminate over the polynomial ring Z[T1, . . . , Tn]. The elementary symmetric functions
σi(T1, . . . , Tn) ∈ Z[T1, . . . , Tn] are defined by the following identity:

(3.1)
n∏
i=1

(1− Tit) = 1− σ1t+ · · ·+ (−1)nσnt
n.

Let G denote the permutation group of the set {1, . . . , n}. Then G operates as a group of
automorphisms on the polynomial ring Z[T1, . . . , Tn]:

(gf)(T1, . . . , Tn) = f(Tg−1(1), . . . , Tg−1(n)), g ∈ G.

The functions σi are obviously left-invariant under the operation of G, i.e. gσi = σi.
Let N be an abelian group. We set N [T1, . . . , Tn] = N ⊗Z Z[T1, . . . , Tn]. The group G

then operates on N [T1, . . . , Tn] through the second factor. We denote by N [T1, . . . , Tn]G the
subgroup of invariants for this operation.

3.2. Theorem: Let X1, . . . , Xn be indeterminates. There is an isomorphism of abelian groups

N [X1, . . . , Xn] −→ N [T1, . . . , Tn]G,

xi 7−→ σi.

We defined in (2.12) the weight of a monomialXα. LetN [X1, . . . , Xn](m) be the subgroup
of N [X] spanned by the monomials of weight m and N [T1, . . . , Tn]m the subgroup of N [T ]
consisting of degree m homogeneous polynomials. This yields the graduations:

N [X] =
∑
m>0

N [X](m),

N [T ] =
∑
m>0

N [T ]m.

53
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Since the operation of G defined in 3.2 is compatible with these graduations, we have

N [X](m) = N [T ]Gm.

Set1NB c(m) =
∑

k>mN [X](k) and cm =
∑

k>mN [T ]m. We have then an isomorphism

(3.2.1) N [X]/c(m) = (N [T ]/cm)G.

Let N [[X1, . . . , Xn]] be the abelian group of power series with coefficients in N . It is easy to
see that2NB

(3.2.2) N [[X]] = N [[T ]]G50
51

Let A be an augmented K-algebra whose augmentation ideal is nilpotent. Then A[[X]] =
lim←−A[X]/cm is an object in ComplK . Also, whenever (R, am) is an object of ComplK then so
is R[[X]]. Indeed, let a′m be the kernel of the projection

R[[X]] −→ (R/am)[X]/(cm).

Then a′m is a system of neighbourhoods of 0 in R[[X]]. Obviously we have R[[X]][[Y ]] =
R[[X,Y ]]. Let F : NilK → Ens be a functor. Since projective limits commute together, we
have

F (R[[X]]) = lim←−F ((R/am)[[X]]).

Let F : NilK → Ens be a functor and A an augmented nilpotent K-algebra. We have then a
canonical morphism

(3.3) F (A[[X]]) −→ F (A[[T ]])G.

3.4. Condition: For all A, (3.3) is an isomorphism.

By the previous remarks, if this condition holds, it also holds for A ∈ ComplK . Condi-
tion 3.4 is satisfied, for instance, in the following situations.

3.4.1. Every left-exact functor satisfies Condition 3.4. Indeed, let us consider the following
commutative diagram:

A[X]/c(m)
//

��

A[T ]/cm

∆
��

A[T ]/cm
ϕ

//
∏
g∈GA[T ]/cm

where ∆(f) = (. . . , f, . . . ) is the diagonal and ϕ(f) = (. . . , gf, . . . ). According to (3.2.1) this
is a fibre product diagram. Therefore, an application of the functor F yields

F (A[X]/c(m)) = F (A[T ]/cm)G.

1We are not sure what the letter used for this notation in the original text is.
2Sentence added by the translator.
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The conclusion follows by taking limits.

3.4.2. Let M be a K-module. Then 3.4 is satisfied by the functor hM (cf 2.11). Indeed, since
hM (A[[X]]) = (M ⊗K A)[[X]]+, the conclusion follows from (3.3).

3.4.3. Exercise: Let H : NilK → Ab be a functor that takes an exact sequence 0 → N1 →
N2 → N3 → 0 where N 2

3 = 0 and N3 is a free finitely generated K-module, to an exact
sequence 0→ H(N1)→ H(N2)→ H(N3)→ 0. Show that H satisfies Condition 3.4.

Let H : NilK → Ab be a functor satisfying Condition 3.4. We consider the morphisms of
algebras

uni : K[[X]] −→ K[[T1, . . . , Tn]], uni (X) = Ti.

We obtain 51
52a map

unH =
∑

H(uni ) : H(K[[X]]) −→ H(K[[T ]])G = H(K[[X]]).

We compute this map for the functor H = Λ and the element 1−Xt ∈ Λ(K[[X]]) (see chap-
terII, § 2.1). We have Λ(uni )(1−Xt) = (1− Tit) and

unΛ(1−Xt) =
∏

(1− Tit) = 1−X1t+ · · ·+ (−1)nXnt
n.

§ 2 The first main theorem of Cartier Theory

3.5. Theorem: Let H : NilK → Ab be a functor satisfying Condition 3.4. Then, we have an
isomorphism of abelian groups

λH : Hom(Λ, H) ∼−→ H(K[[X]])

Φ 7−→ ΦK[[X]](1−Xt).

Proof: It is obvious that λH is a group homomorphism. We prove first its injectivity. LetA =
K⊕N be an augmented nilpotentK-algebra. Let f ∈ Λ(A) = Λ(N ), f = 1+a1t+· · ·+antn,
ai ∈ N . We consider the morphisms

ρfn : K[[X1, . . . , Xn]] −→ A

Xi 7−→ (−1)iai.

For each Φ : Λ→ H we get a commutative diagram

Λ(K[[X]])
unΛ //

ΦK[[X]]

��

Λ(K[[X]])
Λ(ρfn)

//

ΦK[[X]]

��

Λ(A)

ΦA
��

H(K[[X]])
unH // H(K[[X]])

H(ρfn)
// H(A)

The identity Λ(ρfn)unΛ(1 − Xt) = f holds. If Φ ∈ KerλH then ΦK[[X]](1 − Xt) = 0 and the
commutativity yields ΦA(f) = 0. This proves the injectivity.
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Conversely, let θ ∈ H(K[[X]]). We put θn = unH(θ) for n ∈ N. Let ΦA(f) = H(ρfn)(θn).
The number n is not determined by f , for we did not rule out an = 0. Let us show the
independence of ΦA(f) from the chosen value of n.

We consider the commutative diagram:

K[[X1, . . . , Xn]]
πn //

��

K[[T1, . . . , Tn−1]]

��

K[[T1, . . . , Tn]]
πn // K[[T1, . . . , Tn−1]]

There we have πn(Xi) = Xi for i < n and πn(Xn) = 0, the same holds for the Ti. We get

H(πn)(θn) = H(πn)

(
n∑
i=1

H(uni )(θ)

)
=

n∑
i=1

H(θnu
n
i )(θ)

=
n−1∑
i=1

H(un−1
i )(θ) = θn−1.

Hence ΦA
52
53 is well-defined and obviously is a morphism of functors. We still have to prove

that ΦA is a morphism of groups.
We now consider the case where A = K[[X,Y ]]. Let ξ′n, ξ′′n ∈ Λ(K[[X,Y ]]) be the ele-

ments
ξ′n = 1−X1t+ · · ·+ (−1)nXnt

n, ξ′′n = 1− Y1t+ · · ·+ (−1)nYnt
n.

We show that

(3.5.1) ΦK [[X,Y ]](ξ′n + ξ′′n) = ΦK [[X,Y ]](ξ′n) + ΦK [[X,Y ]](ξ′′n).

LetK[[X,Y ]]→ K[[T ,U ]] be the morphism given byXi 7→ σi(T1, . . . , Tn) and Yi 7→ σi(U1, . . . , Un).
The group G×G operates on K[[T ,U ]] by letting the first factor permute the Xi and the sec-
ond factor the Yi. We get

K[[T ,U ]]G×G = (K[[T ]][[U ]]1×G)G×1 = K[[T ]][[Y ]]G×1 = K[[X,Y ]],

H(K[[X,Y ]]) = H(K[[T ,U ]])G×G ⊂ H(K[[T ,U ]]).

It is therefore enough to show that (3.5.1) holds in K[[T ,U ]].
Let u′n, u′′n : K[[X]]→ K[[T ,U ]] be the maps u′i(X) = Ti and u′′i (X) = Ui. We get ΦK [[X,Y ]](ξ′n) =∑
H(u′i)(θ). Since a similar relation holds for ξ′′n, the right-hand side of (3.5.1) becomes∑

H(u′i)(θ) +
∑

H(u′′i )(θ) = u2n
H (θ) = θ2n.

On the other hand the equality ξ′n + ξ′′n = u2n(1−Xt) holds. Thus

ΦK [[T ,U ]]u2n(1−Xt) = u2n
H ΦK[[X]](1−Xt) = u2n

H = θ2n.

and this proves (3.5.1).
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Let A be an arbitrary nilpotent augmented K-algebra. We consider two elements f ′ =
1 + a′1t + · · · + a′nt

n and f ′′ = 1 + a′′1t + · · · + a′′nt
n of Λ(A). Let ρ : K[[X,Y ]] → A be the

morphism defined by ρ(Xi) = (−1)ia′i, ρ(Yi) = (−1)ia′′i . Then we have

ΦA(f ′) = H(ρ)ΦK [[X,Y ]](ξ′n),

ΦA(f ′′) = H(ρ)ΦK [[X,Y ]](ξ′′n),

ΦA(f ′ + f ′′) = H(ρ)ΦK [[X,Y ]](ξ′n + ξ′′n).

With (3.5.1), this yields immediately ΦA(f ′ + f ′′) = ΦA(f ′) + ΦA(f ′′).

§ 3 The Cartier ring

For any ring R, we denote by Rop the opposite ring of R. As an abelian group, it is the
same as R, but the multiplication is processed the other way around.

3.6. Definition Let EK = (End Λ)op be the opposite ring to the endomorphism ring of the
functor Λ. We call it the Cartier ring of K and denote it shortly by E. According to the first
main theorem 3.5, we have a bijection 53

54

λΛ : EK −→ Λ(K[[X]]).

We consider a base change morphism K → K ′ (cf 2.9). The correspondence K → EK is
functorial. More precisely, we have a commutative diagram

EK //

��

ΛK(K[[X]])

��

EK′ // ΛK′(K
′[[X]]).

We define the following elements of EK :

(3.7)
Vn = λ−1

Λ (1−Xnt), Fn = λ−1
Λ (1−Xtn), for n ∈ N,

[c] = λ−1
Λ (1− cXt), for c ∈ K.

For each functor H : NilK → Ab the group Hom(Λ, H) is a right End(Λ)-module and a
left E-module. When Condition 3.4 is satisfied, we consider onH(K[[X]]) the left E-module
structure given by λH . We denote this module by MH .

We now consider the following endomorphisms of K[[X]]:

φn : K[[X]] −→ K[[X]], n ∈ N, ψc : K[[X]] −→ K[[X]], c ∈ K.
X 7−→ Xn X 7−→ cX

3.8. Lemma: Let H : NilK → Ab be a functor satisfying Condition 3.4. Then the following
holds:

Vnγ = H(φn)γ, [c]γ = H(ψc)γ, γ ∈ H(K[[X]]).
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In particular Vn[c]Fm = λ−1
Λ (1− cXntm) holds in the Cartier ring.

Proof: The first main theorem yields a Φ ∈ Hom(Λ, H) such that ΦK[[X]](1−Xt) = γ. Then:

Vnγ = ΦK[[X]](1−Xnt) = ΦK[[X]]Λ(φn)(1−Xt)

= H(φn)ΦK[[X]](1−Xt) = H(φn)γ

and
[c]γ = ΦK[[X]](1− cXt) = ΦK[[X]]Λ(ψc)(1−Xt) = H(ψc)γ.

We now consider H : NilK → Ab an exact functor. We consider on MH the descending
filtration given by

Mn
H = Im (H(XnK[[X]]) −→ H(XK[[X]])) .

From the exactness follows the existence of isomorphisms

Mn
H/M

n+1
H ' H

(
(XnK[[X]])/(Xn+1K[[X]])

)
.

3.9. Definition: A V -reduced Cartier module M is a left E-module equipped with a filtration
by abelian groups

· · · ⊂Mn ⊂ · · · ⊂M1 = M

such that the following conditions hold:

1) Vm[c]Mn ⊂Mmn for all m,n ∈ N and c ∈ K.

1’) For all m,n there is a r such that FmM r ⊂Mn.

2)54
55 Vm : M/M2 →Mm/Mm+1 is a bijection.

3) M = lim←−
n

M/Mn.

We see M as a topological module, where Mn is a system of neighborhoods of the origin.

3.10. Example: Let H : NilK → Ab be an exact functor. Then MH is a V -reduced Cartier
module. Conditions 1)–3) are obviously fulfilled. We show that Condition 1’) holds. For this,
we introduce a suitable notation. Let 0→ N1 → N → N2 → 0 be an exact sequence in NilK
and ξ ∈ H(N ). We write ξ = 0 mod N1 when the image of ξ in H(N2) is zero. Let θ ∈
H(K[[X]]+) = MH . Then θ = 0 mod Xr means θ ∈ M r

H . Let ρ : K[[X1, . . . , Xn]] → K[[X]]
be the morphism defined by ρ(Xi) = 0 for i < n and ρ(Xn) = (−1)n+1X . Let Φ : Λ→ H be
the morphism associated to θ by 3.5. By the definition of Φ, we have

Fnθ = Φ(1−Xtn) = H(ρ)unH(θ).

Assume θ = 0 mod Xmn. It is enough to prove that Fnθ = 0 mod Xm. Let τ(mn) be
the ideal of K[[X]] generated by all monomials whose weight is greater than or equal to mn
(cf 3.2). We see easily that unH(θ) = 0 mod τ(mn). Since ρ induces a morphismK[[X]]/τ(mn) →
K[[X]]/(Xm), we have H(ρ)unH(θ) = 0 mod Xm.
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LetM be a V -reduced Cartier module. We consider a system of representatives {xα}α∈M/M2

forM/M2 inM , i.e. α = xα mod M2. SinceM is complete, each sum similar to
∑∞

n=1 Vnxαn
converges.

3.11. Lemma: Each element x ∈M admits a unique representation

x =

∞∑
n=1

Vnxαn .

Proof: We construct iteratively the xα such that x −
∑m−1

n=1 Vnxαn = ym ∈ Mm. According
to 3.9.2)3 NBwe have a unique representation ym = Vmxαm + ym+1 with ym+1 ∈Mm+1.

We are allowed by 3.5 to identify E and MΛ. We put En = Mn
Λ . Every sum of the

following form is convergent:
∞∑
n=1

Vnξn, ξn ∈ En.

3.12. Theorem: Each ξ ∈ E has a unique representation

ξ =
∑
n,m>1

Vn[an,m]Fm, an,m ∈ K,

where for fixed n almost all an,m vanish. 55
56

Proof: In Λ(XK[[X]]/(X2)) the identity

1−
N∑
m=1

amXt
m =

N∏
m=1

(1− amXtm)

holds. Therefore {
∑

[am]Fm | am ∈ K} is a system of representatives of MΛ/M
2
Λ. The claim

then follows from 3.11.
In particular, we have:

En =

 ∑
r>n,s>1

Vr[ar,s]Fs | ar,s ∈ K, ar,s = 0 for s� 0 and fixed r


3.13. Theorem: The following identities hold in E:

a) V1 = F1 = 1,

b) [c]Vn = Vn[cn] for all c ∈ K,

c) VmVn = Vmn,

d) [c1][c2] = [c1c2],
3The original text quotes 3.8.2.



60 CHAPTER III. THE MAIN THEOREMS OF CARTIER THEORY

e) FnVn = n,

f) Fn[c] = [cn]Fn for all c ∈ K,

g) FnFm = Fnm,

h) FnVm = VmFn whenever (n,m) = 1,

i) there exist polynomials an(X1, X2) ∈ Z[X1, X2] such that [c1 + c2] = [c1] + [c2] +∑∞
n=2 Vn[an(c1, c2)]Fn for all c1, c2 ∈ K.

Proof: Properties a)–d) are a direct consequence of 3.8. In order to prove e)–h), we introduce
the morphism φ : Z[X] → K, X 7→ c. It induces a morphism of Cartier rings EZ[X] → EK ,∑
Vn[cn,m]Fm 7→

∑
Vnφ[cn,m]Fm. It is therefore enough to check the relations in EZ[X]. If we

choose an embedding Z[X] → C, we see that we can assume that K = C. Let ζn = e2πi/n.
Then we have (1−Xntn) =

∏n−1
i=0 (1− ζinXt), that is, VnFn =

∑n−1
i=0 [ζin]. Furthermore

VnFnVn =

n−1∑
i=0

[ζin]Vn =

n−1∑
i=0

Vn[ζinn ] =

n−1∑
i=0

Vn = nVn.

Since Vn operates injectively in EK = Λ(K[[X]]+), we get e). But according to d), [c] and
∑

[ζin]
can be permuted, so that

VnFn[c] = [c]VnFn = Vn[cn]Fn.

We thus get f). Relation g) follows from

VmnFnFm = Vm

n−1∑
i=0

[ζin]Fm = VmFm

n−1∑
i=0

[ζinm]

=
m−1∑
k=0

[ζkn]
n−1∑
i=0

[ζinm] =
mn−1∑
r=0

[ζrmn]

= VmnFnm.

For h) note that if (n,m) = 1 then

VnFnVm =

n−1∑
i=0

[ζin]Vm =

n−1∑
i=0

[ζimn ] =

n−1∑
i=0

Vm[ζin] = VmVnFn = VnVmFn.
56
57

We still need to prove i). By introducing the morphism Z[X1, X2] → K, Xi 7→ ci, we may
assume that K = Z[X1, X2] and Xi = ci. One shows directly that any series 1 +

∑
i>1 aiT

i ∈
K[[T ]] admits a unique decomposition 1 +

∑
aiT

i =
∏

(1−uiT i), ui ∈ K. The element [c1 +
c2] − [c1] − [c2] ∈ E corresponds to (1 − (c1 + c2)Xt)(1 − c1Xt)

−1(1 − c2Xt)
−1. It admits a

decomposition4NB
∏
i>2(1− ai(Xt)i) and the ai ∈ Z[X1, X2] are the required polynomials.

3.14. Remark: Let Φn be the minimal polynomial in Z[X] of e2πi/n. We say that K contains a
primitive n-th root of unity if there is ζn ∈ K such that Φn(ζn) = 0. Then the relation 1− Tn =

4The product is ”
∏
i=2” in the original text.
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∏
i∈Z/nZ(1 − ζin) holds in K[T ]. Indeed, there is a morphism Z[X]/Φn(X) → K, X 7→ ζn.

Since we can embed Z[X]/Φn(X) in C, it is enough, as in the proof of 3.13, to show the
relation for K = C. In this case, it is clear that the polynomials on both sides have the same
roots.

In the Cartier ring E, this relation is written as

n−1∑
i=0

[ζin] = VnFn.

We can obviously embed any ring K in a ring K ′ containing a primitive n-th root of unity.
IfK has characteristic p, then 1 is a primitive p-th root of unity and in this case we have VpFp =
FpVp = p.

3.15. Exercise: a) Let N ∈ NilK . The Cartier ring E operates on the right on Λ(N ). Show
that every element of Λ(N ) has a unique representation

n∑
i=1

(1− citi) =

n∑
i=1

Fi

where the sums are taken in Λ(N ).
b) Let ξ =

∑
Vs[xs], Fs ∈ E. Show that ξ is a unit precisely when all the sums

∑
sm=1 sx

m
s

are units in K. For this, compute the operation of ξ on Λ(N ) when N 2 = 0 and conclude
with 2.30.

c) Let M be a V -reduced Cartier module. Show that the multiplication by [c], c ∈ K
defines on M/M2 a K-module structure. Assume that M/M2 is a free K-module5 NBand let
{mi}i∈I be a set of elements of M whose residues modulo M2 form a basis of M/M2. 57

58We
call {mi}i∈I a V -basis. Show that each element m ∈M has a unique representation

m =
∑
r>1
i∈I

Vr[cr,i]mi.

d) In the case where K contains all primitive n-th roots of unity, Condition 1’) in 3.9 is a
consequence of the remaining ones.

§ 4 The reduced tensor product

Let N be a V -reduced Cartier module. From 3.9.1) and 3.9.3) follows that EnM ⊂ Mn.
We denote by EnM the topological closure.

3.16. Lemma: We have EnM = Mn and ifM is a finitely generated E-module, we have EnM =
Mn.

Proof: By 3.9.2), eachmn ∈Mn has a unique representationmn = Vnxn+mn+1 with xn ∈M
and mn+1 ∈Mn+1. We find mn =

∑
r>n Vrxr ∈ EnM . Let u1, . . . , un be generators of M . We

5The formulation is ”Let M/M2 be a free K-module” in the original text.
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then have mn =
∑

j Vnξn,juj +mn+1, where ξn,j ∈ E, which yields mn =
∑

j(
∑

r Vrξr,j)uj ∈
EnM .

3.17. Remark: The proof also shows that for a finitely generated E-module M , Condi-
tion 3.9.1’) follows from the three other conditions in 3.9.

Let R be a right E-module. Let Rs = {r ∈ R | rEs = 0}. We denote by Rs ◦M s the image
of Rs ⊗Z M

s → R ⊗E M . We then have Rn ◦Mn ⊂ Rn+1 ◦Mn+1. Indeed, using the same
notations as in 3.16, we have:6NB

(3.19) rn ⊗mn = rn ⊗ (Vnxn +mn+1) = rn ⊗mn+1.

We put (R⊗E M)∞ =
⋃
n
Rn ◦Mn.

3.20. Definition: We call reduced tensor product the abelian group

R ⊗E M = R⊗E M/(R⊗E M)∞.

According to 3.16, we have R ⊗E M = R⊗EM for finitely generated abelian groups. We
call R a torsion right module when Rs = R.

3.21. Theorem: Let R1 → R2 → R3 → 0 be an exact sequence of torsion right modules.
Then

R1 ⊗E M −→ R2 ⊗E M −→ R3 ⊗E M −→ 0

is exact again.

Proof: The usual tensor product is right-exact, it is therefore enough to show the surjectivity
of the map (R2 ⊗E M)∞ → (R3 ⊗E M)∞.58

59 We take rn ⊗ mn ∈ R3,n ◦Mn. Then rn lifts to
an element u1 ∈ R2,l for some l > n. But 3.19 allows us to assume that mn ∈ M l and the
conclusion follows.

3.22. Theorem: Let N ∈ NilK . Then Λ(N ) is a torsion right E-module.

Proof: We choose some s such that N s = 0. Let f = 1 + a1t + · · · + ant
n ∈ Λ(N ). By 3.5

an endomorphism Φ ∈ End Λ corresponds to a polynomial θ = 1 +
∑
uit

i, where ui ∈
K[[X]]. The endomorphism Φ belongs to Em precisely when ui = 0 mod Xm. With the
same notations as in the proof of 3.5, we have

ΦN (1 + a1t+ · · · antn) = Λ(ρfn)un(θ) = Λ(ρfn)

(
n∏
i=1

θ(Ti)

)
.

Put
∏n
i=1 θ(Ti) = 1 + p1(T1, . . . , Tn)t + · · · + pN (T1, . . . , Tn)tN . The pi are symmetric power

series in the Ti. If Φ ∈ Em then the monomials occurring in the pi have a degree greater
than m. According to (3.2.2) we can also see the pi as power series in the Xi. Monomials in
the Xi occurring in the pi have a weight greater than m and a degree greater than m/n. It
follows that ρfn(pi) = 0 for m > ns. We get ΦN (1 + a1t

1 + · · ·+ ant
n) = 0 for m > ns.

6There is no item numbered 3.18 in the original text.
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Each V -reduced Cartier module M therefore defines a right-exact functor NilK → Ab,
N 7→ Λ(N ) ⊗E M . We will determine in the sequel which modules M yield a formal
group.

3.23. Examples of reduced tensor products:

a) E/En ⊗E M = M/Mn. Indeed, Mn is obviously contained in the kernel of the sur-
jection M → E/En ⊗E M , m 7→ 1 ⊗ m. By definition, this kernel is generated by all
the em such that eEs ⊂ En and m ∈ M s. We must show that em ∈ Mn. Since EsM is
dense inM s, it is enough to show that the operation eEsM ⊂Mn is continuous, which
is obvious.

b) Let E(I) be a direct sum of some copies of E and ei the standard basis of E(I). When I
is infinite, the module E(I) with the filtration E(I)

n is not a V -reduced Cartier mod-
ule, because 3.9.3) is not satisfied. We get a V -reduced Cartier module by taking the
completion

Ê(I) = lim←−E(I)/E(I)
n .

Then Ê(I) consists of all sums7 NB
∑

i∈I ξiei where ξi ∈ E, such that for each fixed n, almost
all of the ξi belong to En. For each torsion right module we have an isomorphism:

59
60R ⊗E Ê(I) ∼−→ R(I)∑

ri ⊗ ei ←− [ (ri)

r ⊗
∑

ξiei 7−→ (rξi).

In order to prove that these maps are mutual inverses, it is enough to show that

r ⊗
∑

ξiei =
∑

rξi ⊗ ei, r ∈ Rn.

This equality is clearly true when almost all ξi are 0 or when ξi ∈ En. Indeed, in the

latter case we have
∑
ξiei ∈ Ê(I)

n . By the definition of the reduced tensor product, the
two sides of the equality are zero. The general case follows.

c) According to a) we have:

M/M2 ' Λ(XK[[X]]/X2) ⊗E M.

Let N ∈ NilK with N 2 = 0. If we apply 2.21 to the functor N 7→ Λ(N ) ⊗E M , we
obtain a canonical isomorphism

N ⊗K M/M2 ∼−→ Λ(N ) ⊗E M.

In the sequel, we define reduced Tor groups by analogy with the usual Tor groups.
A morphism of V -reduced E-modules is a morphism φ : N → M of E-modules such

that φ(Nn) ⊂Mn.

3.24. Lemma: The following conditions for φ are equivalent:
7These sums are denoted ⊕i∈Iξiei in the original text. Since they are really infinite sums, the nota-

tion
∑
i∈I ξiei seemed more appropriate.



64 CHAPTER III. THE MAIN THEOREMS OF CARTIER THEORY

(i) φ is onto.

(ii) φ(Nn) = Mn.

(iii) φ : N/N2 →M/M2 is onto.

Let L be the kernel of L, with the filtration Ln = L ∩ Nn. Then L is a V -reduced Cartier
module.

Proof: The equivalence of the three conditions follows directly from 3.11. We show that L
satisfies Condition 3.9.2), the remaining ones being trivial. We have a commutative diagram
with exact rows:

0 // Ln/Ln+1 //

Vn
��

Nn/Nn+1 //

Vn
��

Mn/Mn+1 //

Vn
��

0

0 // L/L2 // N/N2 // M/M2 // 0

The bijectivity of Vn : L/L2 → Ln/Ln+1 follows.
Let M be a V -reduced E-module. We then have a bijection

HomE(E(I),M) = M I

φ 7−→
∏
i∈I

φ(ei)

where M I stands60
61 for the direct product of I copies of M .

We see easily that every V -reduced Cartier module M admits a resolution

· · · −→ Pr −→ · · · −→ P1 −→ P0 −→M −→ 0,

where Pi = Ê(Ii). By a standard result in homological algebra (see [26]) any two resolu-
tions are homotopically equivalent. The following definition is therefore independent of the
chosen resolution:

3.25. Definition: Let R be a torsion right E-module andM a V -reduced Cartier module. We
define the reduced Tor groups:

Tor
E
i (R,M) = Hi(R ⊗E P•).

We say that an algebra8NB N ∈ NilK is flat if it admits a filtration 0 = N1 ⊂ · · · ⊂ Nr = N
such that N 2

i+1 ⊂ Ni and Ni+1/Ni is a flat K-module.

3.26. Theorem: Let N ∈ NilK and M be a V -reduced Cartier module. If N is flat or
if M/M2 is a flat K-module, then

Tor
E
i (Λ(N ),M) = 0 for i > 0.

8The letter ”N ” is missing in the original text.
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Proof: We consider an exact sequence of V -reduced Cartier modules

0 −→ L −→ P −→M −→ 0

where P = Ê(I). Assume now that N 2 = 0. If we construct the reduced tensor product
with Λ(N ), we obtain by 3.23.c) an exact sequence

N ⊗K L/L2 −→ N ⊗K P/P 2 −→ N ⊗K M/M2 −→ 0

which is also exact on the left if N is flat or M/M2 is flat. In theses cases the long homology
sequence yields

Tor
E
1 (Λ(N ),M) = 0, Tor

E
i (Λ(N ),M) = Tor

E
i+1(Λ(N ),M)

for i > 1. If M/M2 is flat, so is L/L2 and an induction yields Tor
E
i (Λ(N ),M) = 0 for i > 0.

In the general case, we use a filtration 0 = N1 ⊂ · · · ⊂ Nr = N such that N 2
s ⊂ Ns−1.

If N is flat, we may also assume that Ns/Ns−1 is flat. We consider the sequence

0 −→ Λ(Ns−1) −→ Λ(Ns) −→ Λ(Ns/Ns−1) −→ 0.

After tensoring by M , we get the exact equence

Tor
E
i (Λ(Ns−1),M) −→ Tor

E
i (Λ(Ns),M) −→ Tor

E
i (Λ(Ns/Ns−1),M) .

By induction, we may assume that the outer terms are 0, and the claim follows.

§ 5 The second main theorem of Cartier theory

3.27. Definition We say that a V -reduced Cartier module M is V -flat if M/M2 is a flat K-
module. 61

62If M/M2 is projective and admits a countable system of generators, we say that M
is reduced.

3.28. Theorem (second main theorem): A functor H : NilK → Ab is isomorphic to a functor
of the form Λ(N ) ⊗E M for some V -flat Cartier module M if and only if H is a formal
group. If H1 and H2 are formal groups and M1 and M2 their Cartier modules (see 3.10),
then there is a natural bijection

Hom(H1, H2) ∼−→ HomE(M1,M2).

Proof: A functor of the form N → Λ(N ) ⊗E M commutes to infinite direct sums and is
exact by 3.26. It is then a formal group.

Conversely, let H be a formal group. We then have a canonical morphism

(3.28.1) Λ(N )⊗E MH −→ H(N ).

Indeed let f ∈ Λ(N ) and m ∈ MH . By 3.5, m defines a morphism Φm : Λ → H . The
correspondence f × m → Φm(f) ∈ H(N ) is E-bilinear since if e ∈ E and Φe : Λ → Λ is
the corresponding morphism, we have by definition Φm(fe) = Φm ◦ Φe(f) = Φem(f). This
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yields a map Λ(N )⊗EMH → H(N ). We will now show that it factors through the reduced
tensor product, that is, that f⊗m lies in the kernel of this map when f ·Es = 0 andm ∈M s

H .
Indeed, f ⊗ EsMH lies obviously in the kernel. Since EsMH is dense in M s

H , it is enough
to show that f ⊗M r

H is in the kernel for large enough r. Let f = 1+a1t+ · · ·+ant
n ∈ Λ(N ).

By definition Φm(f) = H(ρfn)(unH(m)) (cf 3.5). With the notations of 3.10, for large r the
map ρfn factors through

K[[X1, . . . , Xn]]/τ(r) −→ K ⊕N .

If m = 0 mod Xr then unH(m) = 0 mod τr. We obtain H(ρfn)(unH(m)) = 0. Hence9NB (3.28.1)
is well-defined.

If N 2 = 0 then (3.28.1) is an isomorphism according to 2.21 and 3.23.c). From the ex-
actness of H follows that MH/M

2
H is a flat K-module. Hence the functor on the left-hand

side of (3.28.1) is a formal group. With 3.20, we see that (3.28.1) is an isomorphism. The last
statement in the theorem is trivial.

The theorem shows that the category of V -flat Cartier modules is equivalent to the cate-
gory of formal groups.

3.29. Exercise: A functor H : NilK → Ab is of the form N 7→ Λ(N ) ⊗E M for some V -
reduced Cartier module62

63 if and only if it satisfies the following conditions:

a) H is right-exact and commutes with infinite direct sums.

b) For each exact sequence 0 −→ N1 −→ N2 −→ N3 −→ 0 where N 2
3 = 0 and N3 is a

free K-module, 0 −→ H(N1) −→ H(N2) −→ H(N3) −→ 0 is exact (cf 3.4.3).

Let G be a formal group such that G(XK[[X]]/X2) is a free K-module. Let mi ∈ MG =
G(K[[X]]), i ∈ I be curves whose residues moduloX2 form a basis ofMG/M

2
G = G(XK[[X]]/X2),

that is, the mi form a V -basis of MG. We can consider mi as a morphism mi : Spf K[[X]] →
G. By 2.30 we get an isomorphism:

(3.30)
⊕
i∈I

Spf K[[X]] −→ G

⊕ni 7−→
∑
mi(ni).

The functor on the left-hand side of (3.30) is obviously isomorphic to hK(I) . Let pj :
hK(I) → hK be the canonical projection on the j-th summand. The isomorphism (3.30) can
then be written as

(3.30.1)
∑
j∈I

mjpj : hK(I) −→ G.

3.31. Definition: We call (3.30.1) the curvilinear coordinate system relative to the mi on G. If we
identify the set-valued functor underlying VarG with hK(I) , we get∑

mjpj = idG .

9The original text refers to 3.20.1.
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Local Cartier theory

64

§ 1 Cartier theory over a Q-algebra

4.1. Theorem: Let K be a Q-algebra. Then there is an isomorphism

Λ '
∞⊕
i=1

Ga.

Proof: Let S be a Q-algebra and x ∈ S a nilpotent element. Define then

expx =
∞∑
i=0

xi

i!
, log(1− x) = −

∞∑
i=1

xi

i
.

We consider the algebra S = K[t] ⊗K (K ⊕N ), for N ∈ NilK . Then exp and log define
inverse maps

(4.1.1) (1⊕ tN )×
log

//
(tN )+ .

exp
oo

The ring E acts to the right on the functor Λ. This action extends to
⊕∞

i=1 Ga. Let x ∈⊕∞
i=1 Ga(N ) =

⊕∞
i=1 N . We denote the i-th component by xi.

4.2. Corollary: The action of E on
⊕

Ga is as follows:

(xVn)m = nxnm, (x[c])m = xmc
m, (xFn)m =

{
xm
n

if n | m (n divides m),
0 otherwise.

Proof: Identifying
⊕

Ga(N ) with tN [t], represent x as the element
∑
xit

i. Let us prove
the first identity. By the first main theorem 3.5, it suffices to verify that

log((1−Xt)Vn) = (log(1−Xt))Vn.

67
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But
log((1−Xt)Vn) = log(1−Xnt) = −

∑
Xnmtm/m

and

(log(1−Xt))Vn =

(
−
∑

Xm t
m

m

)
Vn = −

∑
Xnmtm/m.

The remaining verifications are left to the reader.

One sees immediately that 1
nVnFn :

⊕∞
i=1 Ga →

⊕∞
i=1 Ga is the projection onto the sum-

mands whose indices are divisible by n.(
x

1

n
VnFn

)
m

=

{
xm if n | m,
0 if n - m.

The product1NB
∏(

1− 1
`V`F`

)
= P over all prime numbers ` converges in the Cartier ring E.

It acts on
⊕

Ga as projection onto the first factor. We have:

(4.3)
(
x 1
nVnPFn

)
m

=

{
xn if n = m,
0 otherwise.

4.4. Definition:64
65 Let M be a left E-module. The elements of the subgroup PM ⊂ M will be

called typical elements of M .
An element m ∈ M is typical precisely when Fnm = 0 for n > 1. Indeed, let m ∈ PM .

For every prime number `, we find that F`
(
1− 1

`V`F`
)

= 0 and therefore F`P = 0. Hence
Fnm = 0 for n > 1. On the other hand, assume that Fnm = 0 for n > 1. Since P has the form
1 +

∑
n>1 anVnFn, for suitable an ∈ Z, we conclude that Pm = m.

From 3.13 it follows that, for c1, c2 ∈ K and m ∈ PM ,

[c1]m+ [c2]m = [c1 + c2]m.

Therefore PM is a K-module.

4.5. Lemma: Let M be a V -reduced E-module. The inclusion PM ⊂ M induces an isomor-
phism of K-modules:

PM −→M/M2.

Proof: We show that M2 lies in the kernel of the projection P : M → PM . An element
m ∈ M2 can be written in the form

∑
n>1 Vnmn. Since M is stable under the action of E, it

suffices to show that PVn = 0. We are easily reduced to the case where n = ` is a prime
number. Then we get

(
1− 1

`V`F`
)
V` = 0, hence PV` = 0. Clearly P : M/M2 → PM is an

inverse map.

4.6. Theorem: Let M be a V -reduced E-module. Then every element m ∈ M has a unique
representation

m =
∑
n>0

Vnmn, mn ∈ PM.

1This is ”The product
(
1− 1

`
V`F`

)
= P” in the original text.
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Let M1 and M2 be V -reduced E-modules and α : M1/M
2
1 → M2/M

2
2 a K-linear map. Then

there is a uniquely determined E-module homomorphism α : M1 →M2 inducing α.

Proof: By 4.3 we have the identity
∑

n>0
1
nVnPFn = 1, from which the existence and unique-

ness of the desired representation follow. By 4.5 a map induces a K-linear map α : PM1 →
PM2. Clearly, the required E-module homomorphism is given by

∑
Vnmn 7→

∑
Vnα(mn).

4.7. Corollary: Let K be a Q-algebra. The functor H 7→ tH(K) is an equivalence of cate-
gories between the category of formal groups with the category of flat K-modules. If tH(K)
is a free K-module, then H is isomorphic to a direct sum of copies of Ga.

4.8. Corollary: Let K be a field of characteristic 0. Then every prorepresentable functor
H : NilK → Ab satisfying the conditions of 2.35 is isomorphic to a direct sum of copies
of Ga.

Proof: We have an exact sequence

0 −→ H −→ H1 −→ H2,
65
66

where H1 and H2 are formal groups. By 4.7, the functor Hi is isomorphic to to the functor
N 7→ N ⊗K tHi(K) and H1 → H2 is induced by a homomorphism tH1(K) → tH2(K).
Denoting by M the kernel of this homomorphism, we obtain an isomorphism N ⊗K M =
H(N ).

4.9. Exercise: Let H : NilK → Ab be a functor satisfying the conditions of 3.29. Then H is
isomorphic to a functor of the form N 7→ N ⊗K M , where M is a K-module.

4.10. Exercise: Let H be a formal group and MH its Cartier module. Show that there is an
isomorphism

Hom(Ga, H) −→ PMH = MH/M
2
H .

Φ 7−→ ΦK[[X]](X)

For a formal group law H , this is 1.26.

§ 2 p-typical elements

We have seen that the V -reduced Cartier modules over a Q-algebra are rather simple,
since in the Cartier ring there are many projectors 4.3. The rest of this chapter is devoted
to the following more complicated case, in which however we will still have plenty of pro-
jectors. Let Z(p) be the localization of the integers at the prime ideal pZ. From now on, we
assume that K is a Z(p)-algebra.

Let H be a formal group. From 2.30 it follows that the multiplication n : H → H by an
integer prime to p is an isomorphism. Taking H = Λ, we get that n is a unit in the Cartier
ring. Let ε1 =

∏
(1− 1

`V`F`) ∈ E, where the product runs over all prime numbers ` 6= p. For
a prime-to-p integer n, let εn = 1

nVnε1Fn ∈ E.

4.11. Lemma: The elements εn satisfy the relations ε2
n = εn, εnεm = 0 for n 6= m, and∑

(n,p)=1 εn = 1.
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Proof: Clearly one can reduce to the caseK = Z(p). SinceEZ(p)
⊂ EQ, we are further reduced

to the case K = Q. With notations as in 4.2 we have:

(4.11.1) (xεn)m =

{
xm if m = npk,
0 otherwise.

From this one deduces all the claims of the Lemma.
For any N ∈ NilK , we get a decomposition

Λ(N ) =
⊕
n

Λ(N )εn

Indeed,66
67 for any ξ ∈ Λ(N ) we have ξεn = 0 for large n, since Λ(N ) is a torsion module.

Hence the functor Λn(N ) = Λ(N )εn is a formal group. For Λ1 we will also use the notation
Ŵ and call it the formal group of Witt vectors.

4.12. Lemma: Left multiplication by Vn induces an isomorphism2NB

Λn(N ) −→ Ŵ (N )

x 7−→ xVn.

Proof: Let x = yεn. Then we have

yεnVn = y
1

n
Vnε1FnVn = yVnε1 ∈ Ŵ (N ).

The inverse map is given by z 7→ z 1
nFn.

We have thus found an isomorphism

(4.13) Λ '
⊕

(n,p)=1

Ŵ .

The identity 4.13 transfers to all E-modules.

4.14. Definition and Theorem: Let M be a reduced E-module. The elements of the sub-
group ε1M ⊂M are called p-typical. An elementm ∈M is p-typical precisely when Fnm = 0
for (n, p) = 1 and n > 1. Every m ∈M has a unique decomposition

m =
∑

(n,p)=1

Vnmn, where mn is p-typical.

Proof: Let ` 6= p be a prime number. Since F`(1 − 1
`V`F`) = 0, it follows that F` ε1 = 0. As

a consequence, Fnm = 0 for every p-typical element m. Conversely, assume F`m = 0. Then
(1− 1

`V`F`)m = m, so ε1m = m. The decomposition is obtained by taking mn = 1
nε1Fnm.

2It is written ”W” instead of ”Ŵ” in the original text.
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§ 3 Local version of the first main theorem

Let H be a formal group. The p-typical elements of MH = H (K[[X]]) will also be called
p-typical curves. Let γ = (1 −Xt)ε1 ∈ Ŵ (K[[X]]), i.e. γ is the curve corresponding to ε1 by
the first main theorem. Then by definition ε1γ = γ.

4.15. Theorem: Let H be a functor for which the first main theorem holds. Then there is an
isomorphism

Hom(Ŵ ,H) ∼−→ ε1H (K[[X]]) .

Φ 7−→ ΦK[[X]]

Proof: This follows immediately from the isomorphism

Hom(Λε1, H) ' ε1 Hom(Λ, H).

4.16. Corollary: The endomorphism ring of Ŵ is ε1E ε1. Every element of ε1E ε1 admits a
unique decomposition

ε1

∑
r,s>0

Vpr [xr,s]Fps =
∑
r,s>0

Vpr [xr,s]Fpsε1 xr,s ∈ K, 67
68

where for any fixed r almost all xr,s vanish.

Proof: The first statement is trivial. According to 3.13, ε1 commutes with Vpr , Fps and [x] for
x ∈ K. When n is not a p-power, we have ε1Vn = Fnε1 = 0. The existence of the required
decomposition follows from 3.12. We show the uniqueness. Let ξ =

∑
Vpr [xr,s]Fps . We have

to show that ε1ξ = 0 implies ξ = 0. Since the action of Vp on E is injective, we may assume
ξ /∈M2. On the other hand, it follows from ε1ξ = 0 that

ξ =
∑

(n,p)=1
n>1

εnξ =
∑

Vn
1

n
ε1Fn ∈M2.

This contradiction completes the proof.

4.17. Definition and Theorem: We call ε1E ε1 =: Ep the local Cartier ring corresponding to
the prime number p. Set V = ε1Vp = Vp ε1, F = ε1Fp = Fp ε1, [x]p = ε1[x] = [x]ε1. Then
every element in Ep has a unique decomposition∑

r,s>0

V r[xr,s]F
s xr,s ∈ K,

where for fixed r almost all xr,s vanish. The following relations hold:

[1]p = 1

[x]pV = V [xp]p

[x]p[y]p = [xy]p

FV = p

F [x]p = [xp]pF

[x+ y]p = [x]p + [y]p +
∑

n>1 V
n [apn(x, y)]p F

n
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where the apn are the polynomials defined by 3.13. When K is a ring of characteristic p, then
V F = FV = p.

All the claims follow from 3.13. When there is no risk of confusion, we will simply
write [x] instead of [x]p.

4.18. Lemma: Let M be a V -reduced Cartier module. Then there is a canonical isomorphism

ε1M/V ε1M = M/M2.

Proof: The map ε1M → M/M2 is surjective, since ε1m = m mod M2. Let ε1m ∈ M2. Then
we have a representation

ε1m =
∑
r>2

Vrmr

Multiplying this identity by ε1 we get

ε1m =
∑
n>1

Vpnε1mpn ∈ V ε1M.

4.19. Lemma: Let {mi}i∈I , mi ∈ ε1M , be a complete set of representatives68
69 for ε1M/V ε1M .

Then every element m ∈ ε1M has a unique representation

m =
∑
n>0

V nmi(n).

This follows immediately from 3.11 and 4.18.

4.20. Definition: We shall say that an Ep-module Mp is V -reduced when

a) V : Mp →Mp is injective,

b) Mp = lim←−Mp/V
nMp.

§ 4 Local version of the second main theorem

4.21. Theorem: Let M be a V -reduced E-module. There is a canonical isomorphism

Ŵ (N )⊗ε1E ε1 ε1M
∼−→ Λ(N )⊗ EM.

Proof: We shall define a map β : Λ(N )⊗Z M → Ŵ (N )⊗ε1E ε1 ε1M . According to 4.14, we
have a unique decomposition

m =
∑

(n,p)=1

Vnmn, mn ∈ ε1M.
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Let β(a⊗m) =
∑

(n,p)=1 aVnε1 ⊗mn. The last sum is finite, as Λ(N ) is a torsion module.
This map vanishes when aEs = 0 and m ∈ M s. Indeed εnEs ⊂ Es implies that εnm =

Vnmn ∈M s. Let r be the smallest integer greater or equal than s/n. Then we havemn ∈M r.
From 4.19 we get a representation

mn =
∑

pa>s/n

Vpamn,a = Vpbm
′
n, pb > s/n, m′n ∈ ε1M.

Therefore β(a⊗m) =
∑
aVnVpbε1 ⊗m′n = 0.

We prove that β is bilinear. It suffices to show that β (aξ ⊗ Vnmn) = β (a⊗ ξVnmn),
because for a given ξ and large n both sides vanish. One is easily reduced to the cases
ξ = Vr, ξ = [x] and ξ = Fr. The first two cases are obvious. For the last one we remark that
one always has Frε1 = ε1Frε1. First, let (r, n) = 1. Then,

β (aFr ⊗ Vnmn) = aFrVnε1 ⊗mn = aVnε1Frε1 ⊗mn

= aVnε1 ⊗ ε1Frε1mn = β (a⊗ VnFrmn) = β (a⊗ FrVnmn) .

Let r be a divisor of n. We have:

69
70

β (aFr ⊗ Vnmn) = arVn/rε1 ⊗mn = aVn/rε1rε1 ⊗mn

= aVn/rε1 ⊗ rmn = β
(
a⊗ Vn/rrmn

)
= β (a⊗ FrVnmn) .

All in all, β defines a map β : Λ(N )⊗ EM → Ŵ (N )⊗ε1E ε1 ε1M . This map is obviously an
inverse to the one in the theorem.

4.22. Theorem: The functor M 7→ ε1M is an equivalence between the category of V -reduced
E-modules with the category of V -reduced Ep-modules.

Proof: We shall construct from any V -reduced Ep-module Mp a V -reduced E-module M
such that ε1M = Mp. To this end, we consider the E-module Eε1 ⊗ε1E ε1 Mp and equip
it with the topology defined by the submodules Enε1 ⊗ε1E ε1 Mp. The completion of this
module will be denoted by M . Clearly, every element in M can be written uniquely as a
convergent series ∑

(n,p)=1

Vnε1 ⊗mn, mn ∈Mp.

Let {mi}i∈I , mi ∈Mp be a set of representatives for Mp/VMp. Then any element in M has a
unique representation:

∑
r

Vrε1 ⊗mi(r) =
∑

(n,p)=1

Vnε1 ⊗

( ∞∑
s=0

Vpsmi(nps)

)

From this it follows that M is a V -reduced E-module.

4.23. Theorem: Let H : NilK → Ab be a formal group. The p-typical curves ε1H (K[[X]])
constitute a V -reduced Ep-module Mp,H . There is a canonical isomorphism

Ŵ (N )⊗Ep Mp,H −→ H(N )
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The functor H 7→ Mp,H is an equivalence between the category of of formal groups with
the category of V -reduced Ep-modules such that Mp/VMp is a flat K-module. The tangent
space to H identifies with Mp,H/VMp,H .

In the following, when working over a Z(p)-algebraK, we shall simply writeMH instead
of Mp,H .

§ 5 The formal group of Witt vectors Ŵ

We give an alternative description of Ŵ (N ).

4.24. Lemma: Every element of Λ(N ) has a unique representation
∏N
i=1

(
1− xiti

)
. Every

element of Ŵ (N ) has a unique representation
∏N
n=0

(
1− yntp

n)
ε1, for xi, yn ∈ N .

Proof:70
71 We have the following morphism of set-valued functors on NilK :3

NB ∞⊕
i=1

N −→ Λ(N ), ⊕ni 7−→
∏(

1− niti
)
.

When N 2 = 0, we have
∏(

1− niti
)

= 1 −
∑
nit

i. Hence in this case, the morphism is an
isomorphism. The general case follows from 2.30. For the proof of the second claim, we may
for the same reasons assume that N 2 = 0. Every element of Ŵ (N ) can be written as∏(

1− xiti
)
ε1 =

∏
(1− xit)Fiε1 =

∏
(1− xpnt)Fpnε1

Let
∏(

1− yntp
n)
ε1 = 1. Since y2

n = 0, it follows that (1 − ynt)FpnVm = (1 − ynt)VmFpn =
(1 − ymn t)Fpn = 1 for (m, p) = 1, m > 1. Therefore

(
1− yntp

n)
εm = 1. Since

∑
εm = 1, we

conclude that
∏(

1− yntp
n)

= 1, whence yn = 0.
One calls (xi) (resp. (yn)) the Witt vector corresponding to the element of Λ(N ) (resp. of

Ŵ (N )).
We define the following Witt polynomials:

um(X1, . . . , Xm) =
∑
r|m

m

r
Xr
m/r, wn(X0, . . . , Xn) =

n∑
s=0

pn−sXps

n−s = upn .

4.25. Theorem: The polynomials um and wn define homomorphisms of functors

(4.25.1)
Λ(N ) −→

∞⊕
m=1

Ga(N ).∏(
1− xiti

)
7−→ um(x1, . . . , xm)

(4.25.2)
Ŵ (N ) −→

∞⊕
m=1

Ga(N ).∏(
1− yntp

n)
ε1 7−→ wn(y0, . . . , yn)

3It is written ”ni 7−→” instead of ”⊕ni 7−→” in the original text.
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Proof: First, we consider the case whereK is a Q-algebra. Then the first morphism is a slight

modification of (4.1.1). Indeed:

log
∏(

1− xiti
)

=
∑
i

(
1− xiti

)
= −

∑
i

∑
r

xri t
ir

r
= −

∑
m

∑
r|m

xrm/rt
m

r
.

This shows that (4.25.1) is a group homomorphism. According to (4.11.1), 71
72ε1 induces on the

right-hand side of (4.25.1) the projection onto those summands whose index is a p-power.
From this, it follows that (4.25.2) is a group homomorphism. For the general case, let us
consider the ring Z[Xn]n∈N with the canonical augmentation ideal a. For large r, we have
a surjection a/ar → N . In this way, one may reduce to the case where K = Z and N is
torsion-free, i.e. N ⊂ N ⊗ Q. From this last inclusion, one can immediately reduce to the
case K = Q.

4.26. Remark: Over a Q-algebra, (4.25.1) and (4.25.2) are isomorphisms of functors. The fact
that these are group homomorphisms commuting with base change determines uniquely
the group structure on Λ(N ) and Ŵ (N ). The E- (resp. Ep-)module structure on Λ(N )

(resp. Ŵ (N )) is similarly determined, due to the following theorem.

4.27. Theorem: Let ξ ∈ Λ(N ) (resp. ξ ∈ Ŵ (N )) and x = (xi) (resp. y = (yn)) the corre-
sponding Witt vector. Denoting the Witt vector corresponding to ξe, for e ∈ E (resp. e ∈ Ep),
by xe (resp. ye), the following relations hold:

um (x[c]) = um(x)cm, wm (y[c]) = wm(y)cp
m
,

um (xVn) = umn(x), wm (yV ) = wm+1(y),

um (xFn) =

pum/n(x) if n | m

0 otherwise,
wm (yF ) = pwm−1(y),

where c ∈ K and w−1 = 0. Furthermore

(y0, . . . , yn, . . . )[c] = (y0c, . . . , ync
pn , . . . )

(y0, . . . , yn, . . . )F = (0, y0, . . . , yn, . . . )

and, if the ring K has characteristic p,

(y0, . . . , yn, . . . )V = (yp0 , . . . , y
p
n, . . . ).

Proof: To prove the relations for the um, one is quickly reduced to the case where K is a
Q-algebra. Then the relations follow immediately from 4.2. The relations for the wm follow
immediately from the following commutative diagram:

Λ(N )
u //

��

⊕
Ga(N )

ε1

��

Ŵ (N )
w //

⊕
Ga(N )
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Here the ε1 to the right is the projection onto those summands whose index is a p-power.
We prove now the last three identities. For the first two, we may again assume that K is

a Q-algebra. As (4.25.2) is an isomorphism, it suffices to check that

72
73 wm (yF ) = wm (0, y0, . . . , yn, . . . ) , wm (y[c]) = wm

(
y0c, . . . , ync

pn , . . .
)
.

This is trivial. In order to prove the last identity, consider the ring of polynomials Z[Y0, . . . , Yn, . . . ].
Let a be ideal generated by the Yi. For a sufficiently large integer M we have a homomor-
phism a/aM → N , Yn 7→ yn. Let

(Y0, . . . , Yn, . . . )V = (P0, . . . , Pn, . . . ) , Pn ∈ a/aM .

We must prove that Pi = Y p
i mod p. Assume that this is proved for i < m. Then for i < m

we get that
piP p

m−i

i = piY pm−i+1

i mod pm+1.

The relation wm (Y V ) = wm+1 (Y ) yields

(Y pm+1

0 + pY pm

1 + . . . ) + pmY p
m + pm+1Ym+1 = (P p

m

0 + pP p
m−1

1 + . . . ) + pmPm

Since the terms in brackets are equal modulo pm+1, the claim follows.

§ 6 The Witt ring

We use remark 4.26 to define Witt vectors W (K) for an arbitrary ring K. Analogous
considerations could be made for the functor Λ.

4.28. Definition and Theorem: There exists a functor from the category of commutative
rings to itself W : Rings→ Rings uniquely characterised by the following properties.

a) There is an isomorphism as set-valued functors

W (K) =
∞⊕
n=0

K.

In this way one can describe elements in W (K) as vectors (an), an ∈ K.

b) The following map is a ring homomorphism:

W (K) −→
∞⊕
n=0

K.

(an) 7−→ (wn(a0, . . . , an))

4.29. Remark: From the definition of the wn it is clear that, over the ring Z[1/p], the Xn can
be written as polynomials in the wn. Thus, over a Z[1/p]-algebra K, the map in b) above
an isomorphism. The existence and uniqueness of W (K) is therefore clear in this case. For
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later applications, it is useful to compute the first components of the vectors (an) + (bn) and
(an)(bn) on the basis of these considerations.

The proof of the Theorem rests on the following lemma:

4.30. Lemma: 73
74Let Φ ∈ Z[X,Y ] be a polynomial. Then there exist uniquely determined

polynomials

ϕ0(X0, X
′
0), . . . , ϕn(X0, . . . , Xn, X

′
0, . . . , X

′
n), . . . ∈ Z[X0, X

′
0, X1, X

′
1, . . . ]

such that

Φ
(
wn(X0, . . . , Xn), wn(X ′0, . . . , X

′
n)
)

= wn
(
ϕ0(X0, X

′
0), . . . , ϕn(X0, . . . , Xn, X

′
0, . . . , X

′
n)
)
.

Proof: Denote by ϕ the vector (ϕ0, . . . , ϕn, . . . ), by ϕp the vector (ϕp0, . . . , ϕ
p
n, . . . ) and so on.

We have
Φ
(
wn(X), wn(X ′)

)
= wn(ϕ) = pnϕn + wn−1(ϕp).

Therefore, over the ring Z[1/p], the following recursive formula holds:

ϕn =
1

pn
(
Φ
(
wn(X), wn(X ′)

)
− wn−1(ϕp)

)
.

This proves the uniqueness of the ϕn. It only remains to check that their coefficients are
integers, namely:

Φ
(
wn(X), wn(X ′)

)
= wn−1(ϕp) mod pn.

Since wn(X) = pnXn + wn−1(Xp) mod pn, the last congruence is equivalent to

Φ
(
wn−1(Xp), wn(X ′ p)

)
= wn−1(ϕp) mod pn.

Since we may assume by induction hypothesis that ϕi(X,X ′) has integer coefficients for
i < n, it follows that

ϕi(X
p, X ′ p) = ϕpi (X,X

′) mod p.

From the form of the Witt polynomials, it follows immediately that

wn−1(ϕp) = wn−1

(
ϕ(Xp, X ′ p)

)
mod pn.

The right-hand side of this identity is by construction

Φ
(
wn−1(Xp), wn(X ′ p)

)
. Q.E.D.

Proof of 4.28: Applying 4.30 to Φ = X + Y and Φ = XY yields polynomials

S0(X0, X
′
0), . . . , Sn(X0, . . . , Xn, X

′
0, . . . , X

′
n), . . .

and
P0(X0, X

′
0), . . . , Pn(X0, . . . , Xn, X

′
0, . . . , X

′
n), . . .
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The addition and multiplication of two vectors in W (K) are defined as follows:

(an) + (a′n) =
(
S0(a0, a

′
0), . . . , Sn(a0, . . . , an, a

′
0, . . . , a

′
n), . . .

)
(an)(a′n) =

(
P0(a0, a

′
0), . . . , Pn(a0, . . . , an, a

′
0, . . . , a

′
n), . . .

)
.

As in the proof of 4.26, we see that every ring K is a homomorphic image of a torsion-free
ring K ′. Thus, in order to check that the definitions above define a ring structure, it suffices
to do so in the case where K is a Q-algebra. Since in this case the map defined by 4.28.a) is
an isomorphism, the claim74

75 follows. The same kind of argument can be used to prove the
uniqueness.

4.31. Exercise: Let A be a ring without zero-divisors and π ∈ A an element such that A/π =
Fq is the finite field with q = pa elements. By analogy with the polynomials wn, define

ω0 = X0

ω1 = Xq
0 + πX1

...
ωn = Xqn

0 + πXqn−1

1 + · · ·+ πnXn.

One shows that for any polynomial Φ ∈ A[X,Y ], a result analogous to Lemma 4.30 holds.
Consequently, there exists a functor from the category ofA-algebras to itselfWA,π : A-Alg→
A-Alg such that WA,π(K) =

∏∞
n=0K as a set-valued functor and such that the ωn define a

ring homomorphism WA,π(K)→
∏∞
n=0K.

4.32. Corollary: The map

Ŵ (N ) −→W (N )
N∏
n=0

(
1− cntp

n)
ε1 7−→ (c0, . . . , cN , . . . )

is a homomorphism of abelian groups.

Proof: When N is a Z[1/p]-algebra, via the wn, we may identify this map with⊕
N −→

∏
N .

The general case follows as in 4.25.

4.33. Corollary: The set of all elements of the form
∑
V n[an]Fn, an ∈ K, defines a subring

of the Cartier ring Ep. The map

W (K) −→ Ep
(a0, . . . , an, . . . ) 7−→

∑
V n[an]Fn

is an isomorphism onto this subring.

Proof: The first claim follows immediately from 4.17. We get an action of Ep on the tangent
space to W :

W
(
XK[[X]]/X2

)
= Ep/V Ep.
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An element of this tangent space has a unique representation
∑

[ci]F
i. We compute this

action: (∑
[ci]F

i
)

(
∑
V n[an]Fn) =

∑
i

∑
n6i[ci]p

nF i−n[an]Fn

=
∑

i

[
ci

(∑
pnap

i−n
)]
F i

=
∑

i [ciwi(a0, . . . , ai)]F
i mod V Ep.

75
76

From this it follows that the map
∑
V n[an]Fn 7→ (w0(a0), . . . , wi(a0, . . . , ai), . . . ) is a homo-

morphism to the ring
∏∞
n=0K. The claim now follows by functoriality and from 4.28.

§ 7 The universality of Witt vectors

Originally, the Witt polynomials were introduced in order to describe unramified exten-
sions of Zp. We would like to quickly survey this theme, although it will not be needed in
the sequel.

Let K be a ring of characteristic p. The Frobenius FrobK is the ring homomorphism c 7→
cp, c ∈ K. When FrobK is an isomorphism, the ring K is said to be perfect.

Let A be a commutative ring with unity and let a be an ideal of A such that the residue
class ringA/a = K is perfect. We assume that there exists an integer n such that, for all a ∈ a
and 0 6 i 6 n

piap
n−i

= 0.

We shall define a multiplicative map t : K → A, i.e. t(c1t(c2 = t(c1c2. Since K is perfect,
any element c ∈ K can be seen as a pn-th root. Let xp

n
= c and u ∈ A a lifting of x, i.e. x = u

mod a. Then up
n

is independent of the choice of x. Indeed, let u′ be another lift of x. One
sees by induction on m that

up
m

= u′
pm

mod am,

where am is the ideal generated by all elements of the type piap
m−i

, for a ∈ a, 0 6 i 6 m. We
may therefore define t(c) = up

n
. The multiplicativity is straightforward.

4.34. Lemma: There exists a uniquely determined multiplicative map t : K → A such that
t(c) = c mod a.

4.35. Theorem (Universality of Witt vectors): Under the assumptions above, there exists
a uniquely determined homomorphism φ : W (K) → A making the following diagram
commute:

W (K)

w0
%%LLLLLLLLLL

φ
// A

��

K = A/a

Proof: The map wn : W (A) → A is a ring homomorphism. By assumption, when a Witt
vector a = (a0, . . . , an, . . . ) has its components in a, we have wn(a) = 0. Therefore we get a
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factorization:4NB
76
77 W (A)

$$IIIIIIIII
wn // A

W (K)

αn

OO

We have w0(c)p
n

= αn(c) mod a. Let Frob−nK be the inverse of the isomorphism FrobnK and
φ = αnW (Frob−nK ) : W (K) → W (K) → A. Then we have w0(c) = φ(c) mod a. Thus we
have proved the existence.

Clearly c 7→ φ([c]), for c ∈ K, is a multiplicative map fromK toA. Therefore φ([c]) = t(c).
Let

∑
V n[cn]Fn ∈W (K). Since K is perfect, we find

ξ =
∑

V n[cn]Fn =
∑

V nFn[cp
−n
n ] =

∑
pn[cp

−n
n ].

Therefore φ(ξ) =
∑
pnt(cp

−n
n ). This concludes the proof of the theorem.

4.36. Exercise: Let A be a p-torsion-free ring (pa = 0 ⇒ a = 0), such that A = lim←−A/p
n.

Assume that K = A/pA is a perfect ring. Then A is isomorphic to the Witt ring W (K). In
particular, W (Fp) = Zp.

§ 8 The structure equations of a Cartier module

4.37. Lemma: Every closed submodule of a V -reduced Ep-module is V -reduced. Let M1 →
M2 be a homomorphism of V -reduced Ep-modules such that M1/VM1 →M2/VM2 is injec-
tive. Then M1 →M2 is injective and M = M2/M1 is a V -reduced Ep-module.

Proof: The first statement is trivial. Furthermore, it is clear that M1 →M2 is injective. From
the snake lemma, it follows that V : M → M is injective. By taking projective limits in the
exact sequence 0→M1/V

nM1 →M2/V
nM2 →M/V nM → 0, we get thatM is V -separated

and complete. Q.E.D.

Let I be an index set. We denote by Ê(I)
p the completion with respect to the V -adic

topology of a direct sum of I copies of Ep. Thus Ê(I)
p is the module of p-typical curves

of Ŵ (I).
Let M be a V -reduced Cartier module such that M/VM is a free K-module. Let {mi}i∈I

be a family of elements of M whose residue classes mod VM form a basis of the K-module
M/VM . Then a complete system of representatives for M/VM is given by the elements∑

i∈I [ci]mi, where ci = 0 for almost all i. According to 4.19, every element of M has a
unique representation

∑
V n[cn,i]mi, where cn,i = 0 for fixed n and almost all i. We call

the mi a V -basis of M (compare 3.15). In particular, we find the identities

(4.38) Fmi =
∑
n>0
j∈I

V n[cn,i,j ]mj , i ∈ I, cn,i,j ∈ K.77
78

4The horizontal arrow is ”W (K)→ A” in the text.
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We call these identities the structure equations for M .

These equations can be expressed by an exact sequence. Let L = Ê(I)
p and ei, i ∈ I the

standard basis.

L =

{∑
i∈I

ξiei | ξi∈Ep and ξi ∈ V nEp for almost all i and given n

}

Let L→ L be the map ei 7→ Fei −
∑
V n[cn,i,j ] ej . By 4.38 there is a sequence

L −→ L −→ M −→ 0.
ei 7−→mi

4.39. Theorem: Let αn,i,j , i, j ∈ I , n ∈ N be elements of W (K) ⊂ Ep such that for fixed n
and i almost all αn,i,j vanish. Let ϕ : L→ L be the map ei 7→ Fei−

∑
n,j V

nαn,i,jej . Then the
cokernel of ϕ is a V -reduced Cartier module M . The images of the ei in M form a V -basis of
M . There is an exact sequence

0 −→ L
ϕ−→ L −→M −→ 0.

Conversely, every V -reduced Cartier module such that M/VM is a free K-module can be
obtained by this construction.

Proof: By 4.37 it suffices to prove that the map L/V L → L/V L is injective and that its
cokernel is freely generated by the images of the ei. We have

∑
n,j V

nαn,i,jej =
∑

j [ai,j ] ej
mod V L, where ai,j = w0(α0,i,j . Since the elements Fnei, for n ∈ N and i ∈ I form a V -basis
of L, it follows that the elements

ϕ(Fnei) = Fn
(
Fei −

∑
n,j

V nαn,i,jej

)
= Fn+1ei −

∑
r6n,j

[
b
(r)
i,j

]
F rej mod V L

are linearly independent in L/V L. They span a subspace that is complementary to the mod-
ule

⊕
i∈I Kei. Therefore the images of the ei form a basis of M/VM . The last claim follows

from 4.38.

4.40. Exercise: Let R be a commutative ring. The polynomials S0, . . . , Sn−1 from the proof
of 4.28 define an abelian group structure on the vectors (a0, . . . , an−1), ai ∈ K. We denote it
by Wn(K) and call its elements the Witt vectors of length n. The restriction of the functors Wn

to NilK will be denoted by Ŵn. It is a formal group of dimension n. The Cartier module of
Wn has the following structure equations:

Fmi = mi+1, for 1 6 i < n, Fmn = 0.

We take m0 to be the curve corresponding to the canonical projection Ŵ → Ŵn. 78
79

§ 9 Base change
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4.41. Theorem: Let M be a V -reduced Ep-module. When N is flat or when M/VM is a flat
K-module, then:

Tor
Ep
i

(
Ŵ (N ),M

)
= 0, for i > 0.

Proof: As in the proof of 3.26, one can restrict to the case N 2 = 0. According to 2.21, we
have an isomorphism

Ŵ (N )⊗Ep M = N ⊗K M/V N.

Consider the exact sequence

0 −→ N −→ L −→M −→ 0.

where L is a free Ep-module. Tensoring with Ŵ (N ) we get the sequence

0 −→ N ⊗K N/V N −→ N ⊗K L/V L −→ N ⊗K M/VM −→ 0.

It is exact when either N or M/VM is flat. The claim follows as in 4.23.

From 4.41 we obtain a new proof of 4.23.

4.42. Exercise: a) Generalize 4.21 to Tor groups.
b) Let K be a reduced Z(p)-algebra and H : NilK → Ab a functor which is representable
by a finitely generated projective K-algebra R. Then there exists an Ep-module N and an
isomorphism of functors

H(N ) ' Tor
Ep
1

(
Ŵ (N ), N

)
.

In keeping with 3.27, we shall say that a V -reduced Ep-module is V -flat when M/VM is
a flat K-module.

4.43. Theorem: Let ρ : K → K ′ be a homomorphism. Let M be a V -flat EK,p-module. Let
M ′ = EK′,p ⊗̂ EK,pM be the completion of EK′,p⊗EK,pM for the V -adic topology. Then M ′ is
a V -flat EK′,p-module and we have

Ŵ (N )⊗EK,p M = Ŵ (N )⊗EK′,p M
′, N ∈ NilK′ .

IfM has a V -basismi, i ∈ I , and Fmi =
∑
V nαn,i,jmj , with αn,i,j ∈W (K), are the structure

equations of M , then the structure equations of M ′ are Fm′i =
∑
V nα′n,i,jm

′
j , where the

α′n,i,j are the images of the αn,i,j under the map W (K)→W (K ′).
If H is a formal group whose module of p-typical curves is M , then M ′ is the module of

p-typical curves of HK′ .

Proof:79
80 Set Ep = EK,p and E′p = EK′,p. Tensoring by M the exact sequence E′p

V−→ E′p −→
E′p/V E′p and applying 4.41 we get that V : E′p⊗EpM → E′p⊗EpM is injective. Thus V is also
injective on M ′. We conclude that M ′ is V -reduced.

We have a map

Ŵ (N )⊗Ep M = Ŵ (N )⊗E′p
(
E′p ⊗Ep M

)
−→ Ŵ (N )⊗E′p

(
E′p ⊗̂ EpM

)
.
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There is an inverse map. Indeed, let a⊗m′ ∈ Ŵ (N )⊗E′p M
′. For large n, we have aV n = 0.

By definition, m′ has a representation m′ = m1 + V nm′2, where m1 ∈ E′p ⊗Ep M ⊂ M ′ and
m′2 ∈ M ′. Define a ⊗ m1 as the image of the inverse map. The remark on the structure
equations follows by taking the exact sequence given by 4.39

0 −→ L −→ L −→M −→ 0,

tensoring it by E′p and completing. The last claim in the theorem is trivial.

4.44. Lemma: Let M be a V -reduced Cartier module. Assume that there is an exact se-
quence5 NB

(4.44.1) P2
α−→ P1

β−→M/VM −→ 0,

where P1 and P2 are free K-modules. Then there exists an exact sequence of V -reduced
Cartier modules

L2 −→ L1 −→M −→ 0

such that L/V L2 −→ L/V L1 −→M/VM −→ 0 is isomorphic to Sequence (4.44.1).

Proof: Let ei, i ∈ I be a basis of P1. Pick mi ∈ M lifting the β(ei). We find expressions
Fmi =

∑
V n[cn,i,j ]mj . Let L1 be the V -reduced Ep-module defined by these structure

equations. The reduction mod V of the obvious map β̃ : L1 → M can be identified with β.
Let K = Ker β̃. Then K is a V -reduced Ep-module nd K/V K = Imα. Applying the same
procedure to K and P2 → Imα, one gets the desired exact sequence.

4.45. Theorem: Let M be a V -flat Ep-module such that the K-module M/VM is of finite
presentation, i.e. there is an exact sequence P2 → P1 → M/VM → 0 where the Pi are free
K-modules with a finite basis. Let K → K ′ be a ring homomorphism. Then the map

EK′,p ⊗EK,p M −→ EK′,p ⊗̂ EK,pM
6 NB

is an isomorphism.

Proof: Assume first that M/VM is a free K-module with a finite 80
81basis. By 4.39, we have an

exact sequence
0 −→ EnK,p −→ EnK,p −→M −→ 0.

The claim follows, since EK′,p ⊗EK,p Enp = EnK′,p is separated and complete with respect to
the V -adic topology.
In the general case, 4.44 provides an exact sequence L2 → L1 → M → 0. We get a commu-
tative diagram with exact rows

EK′,p ⊗EK,p L2 //

��

EK′,p ⊗EK,p L1 //

��

EK′,p ⊗EK,p M //

��

0

EK′,p ⊗̂ EK,pL2
// EK′,p ⊗̂ EK,pL1

// EK′,p ⊗̂ EK,pM
// 0.

5The sequence is labeled (T) in the text.
6This is ”EK′,p ⊗̂ EK,pM −→ EK′,p ⊗EK,p M” in the text.
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Since we have shown that the first two vertical maps are isomorphism, the claim follows.

4.46. Theorem: Let K → K ′ be a surjection of rings. Let H ′ be a formal group over K ′

whose tangent space tH′ is a free K ′-module. Then there exists a formal group H over K
such that tH is a free K-module and HK′ = H ′. One says that the formal group H ′ can be lifted.

Proof: Let M ′ be the module of p-typical curves of H ′. We have structure equations for M ′:

Fmi =
∑
n,j

V n[c′n,i,j ]mj , c′n,i,j ∈ K ′.

Let cn,i,j ∈ K be pre-images of the c′n,i,j , such that cn,i,j = 0 whenever c′n,i,j = 0. The
structure equations

Fmi =
∑

V n[cn,i,j ]mj

define a V -reduced EK,p-module whose associate formal group has the desired properties.
The question whether a homomorphism of formal groups can be lifted is rather more

complicated.

4.47. Theorem: Let a be an ideal of K such that pa = ap = 0 and K ′ = K/a. Let G1

and G2 be formal groups over K and ϕ′ : G1,K′ → G2,K′ a homomorphism. Then there
exists a homomorphism ψ : G1 → G2 such that pϕ′ = ψK′ . Let ϕ1, ϕ2 : G1 → G2 be two
homomorphisms such that ϕ1,K′ = ϕ2,K′ . Then pϕ1 = pϕ2.

Proof: We have an exact sequence

0 −→ Ep(a) −→ EK,p −→ EK′,p −→ 0.

If M is a V -flat EK,p-module, we get an exact sequence

0 −→ Ep(a) ⊗̂ EK,pM −→M −→ EK′,p ⊗̂ EK,pM −→ 0.81
82

Put EK′,p ⊗̂ EK,pM = MK′ . Thus the kernel of the map M → MK′ consists of elements of
the form α =

∑
V n[an,i]mi, with an,i ∈ a. Clearly, pα =

(
[p] +

∑
n>1 V

n[cn]Fn
)
α = 0.

Therefore the multiplication by p factors as p : M −→MK′
ρ−→M .

Let M1 and M2 be the modules of p-typical curves of G1 and G2. Then we define ψ as
the composite map

M1 −→M1,K′
ϕ′−→M2,K′

ρ−→M2.

If ϕ is any lifting of ϕ′, then pϕ = ψ, from which the last claim follows.
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Isogenies of formal groups
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§ 1 Homomorphisms of formal groups over a perfect field

5.1. Theorem: Let M ′ ⊂ M be an inclusion of reduced Ep-modules over a perfect field K.
We assume that V NM ∩M ′ ⊂ VM ′ for large enough integers N . Then there exists a V -basis
{mi}i∈I of M , a subset J ⊂ I and natural integers nj , j ∈ J , such that {V njmj}j∈J is a
V -basis of M ′. The assumption V NM ∩M ′ ⊂ VM ′1 NBis fulfilled if M/VM or M ′/VM ′ is a
finite-dimensional K-vector space.

Proof: Let grnM = V nM/V n+1M . The field K acts via the operators [c] on V nM/V n+1M .
In this way, one obtains a structure of K-vector space on V nM/V n+1M . Let us consider the
K-vector subspace (V nM ∩M ′)/(V n+1M ∩M ′) = Gn. The bijection V : grnM → grn+1M
maps Gn onto a K-vector subspace V Gn of Gn+1. Indeed, if m = V m1 ∈ V Gn and c ∈ K,
we have [c]m = [c]V m1 = V [cp]m1 ∈ V Gn. Let Un+1 be a K-vector subspace of Gn+1

complementary to V Gn. Then one has a direct sum decomposition of K-vector spaces

(5.1.1) Gn =
⊕

06i6n
V iUn−i.

We choose a basis {uj}j∈Jn of theK-vector space Un. Let uj ∈ V nM ∩M ′ be representatives,
and let mj = V −nuj ∈ M . Let J = ∪n Jn. Then the {mj}j∈J are linearly independent
modulo VM . Indeed, assume

∑
[cj ]mj ∈ VM . If we multiply by V n for large enough n, we

obtain a relation ∑ [
cp
n

j

]
V n−njuj ∈ V n+1M ∩M ′, uj ∈ Unj .

From the direct sum decomposition 5.1.1 follows that cj = 0. It remains to prove that the
uj are a V -basis of M ′. With the help of the decomposition 5.1.1, it follows easily that every
element m′ ∈M ′ may be written as a convergent sum:

(5.1.2)
∑
n

∑
j∈Jn

V m [am,j,n] uj .

1This is ”V NM ∩M ′ ⊂ V N ′” in the original text.

85
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Here, for all fixed m and n, we have am,j,n = 0 for almost all j. If V NM ∩M ′ ⊂ VM ′, we
find Un = 0 for n > N . The claim follows immediately. If M/VM or M ′/VM ′ is finite-
dimensional, the dimension of Gn is bounded independently of n. From 5.1.1 then follows
that Un = 0 for large n. The theorem is therefore proved.

5.2. Theorem: Let f : H → G be a homomorphism of formal groups of finite83
84 dimension

over a perfect field K of characteristic p. Let e = dimH and d = dimG. Then there are
isomorphisms of functors

H ' Spf K[[Y1, . . . , Ye]], G ' Spf K[[X1, . . . , Xd]],

such that the comorphism f∗ of f has the following expression:

f∗(Xi) = Y pni
i , for i 6 r and f∗(Xi) = 0 for i > r.

Here 0 6 r 6 min(e, d) and n1, . . . , nr are natural integers.

Proof: LetN andM be the Cartier modules ofH andG. Then f induces a mappingN →M .
The image M ′ ⊂M is a V -reduced Cartier module that corresponds to a finite-dimensional
group G′. Let us now consider the case when H = G′. Let m1, . . . ,md be a V -basis of M and
ui = V nimi, i = 1, . . . , e be a V -basis of N 5.1. In the curvilinear coordinates 3.31, we obtain
a map

f : Spf K[[Y ]] −→ Spf K[[X]].

We identify the varieties ofH andGwith Spf K[[Y ]] and Spf K[[X]]. Let qi : H → Spf K[[X]]
and pi : G → Spf K[[X]] be the projections q∗i (X) = Yi and p∗i (X) = Xi. Let g : H → G be
the map g∗(Xi) = Y pni

i , i 6 e, g∗(Xi) = 0, i > e. One finds immediately mipig = fuiqi
for i = 1, . . . , e and mipig = 0 for i > e. From the definition of the curvilinear coordinate
system, it follows that g =

∑d
i=1 mipiq =

∑e
i=1 fuiqi = f . In the general case, we consider

the surjection α : N → M ′. Let u1, . . . , ur be a V -basis of M ′. One finds a V -basis v1, . . . , ve
of N such that α(vi) = ui for i 6 r and α(vi) = 0 for i > r. In the curvilinear coordinates,
the map takes the form

Spf K[[Y1, . . . , Ye]] −→ Spf K[[X1, . . . , Xr]], α∗(Xi) = Yi.

The theorem follows.

5.3. Theorem: Let K be a perfect field of characteristic p and let H : NilK → Ab be a functor
that is represented by a finite K-algebra R. Then R is isomorphic to

K[[X1, . . . , Xr]]
/(
Xpn1

1 , . . . , Xpnr
r

)
.

Proof: This is a direct consequence of 2.35 and 5.2.

One calls
∑

ni = logp dimK R the height of H .

§ 2 Definition of isogenies84
85

5.4. Definition: A morphism ϕ : G1 → G2 of formal groups of the same finite dimension is
called an isogeny if the kernel of ϕ is representable.
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Explicitly, this definition means the following. Let Gi = Spf Ri, i = 1, 2 and let ai
2

NBbe the augmentation ideals. Since by assumption the tangent spaces tGi(K) are finitely
generated, projective K-modules, the ideals ai are finitely generated, and aNi is a system of
neighbourhoods of 0 in Ri.

5.5. Lemma: The morphism ϕ is an isogeny if and only if a1 is nilpotent in R1/a2R1.

Proof: The kernel of ϕ is prorepresented by

R1 ⊗̂R2R2/a2 = lim←−(R1/a
N
1 ⊗R2 R2/a2) = R1/( ∩

N
aN1 + a2R1).

Here, aN1 + a2R1 is a system of neighbourhoods of 0. The last ring is a nilpotent, augmented
K-algebra if

aN1 + a2R1 = aN+1
1 + a2R1 = . . . , for large N.

Let b be the image of the latter ideal in R1/a2R1 and a1 be the image of a1. Since R1 is
complete, the elements of 1 + a1 and 1 + a1 are units. It follows that a1 lies in the radical of
R1/a2R1. Since a1b = b and b is finitely generated, it follows from Nakayama’s lemma that
b = 0.

5.6. Remark: The property that ϕ is an isogeny is preserved by base change. Indeed, if
K → K ′ is a ring homomorphism, then ker(ϕK′) = (kerϕ)K′ .

Let K be a field of characteristic p and R a finite K-algebra that represents kerϕ. Let K ′

be a perfect field extension of K. Then, according to 5.3 there exists a natural number h such
that dimK R = dimK′ R⊗K K ′ = ph. One calls h the height of the isogeny ϕ.

An isogeny over a Q-algebra is an isomorphism 4.7.

The notion of isogeny is local in the following sense. Let f1, . . . , fm be elements ofK that
generate the unit ideal. Then ϕ is an isogeny if ϕKfi is an isogeny for i = 1, . . . ,m. Indeed,
let (R, an) be a complete augmented K-algebra that prorepresents kerϕ. Then kerϕKfi is
represented byR ⊗̂KKfi = lim←−R/an⊗KKfi . If kerϕKfi is representable, then it follows that
for large n we have an ⊗K Kfi = an+1 ⊗K Kfi . From this, one gets an = an+1 = · · · = 0.

5.7. Lemma: 85
86If ϕ is an isogeny, then the comorphism R2 → R1 is finite.

Proof: Since a1 is finitely generated and nilpotent in R1/a2R1, the latter ring is a finite K-
module. Let f1, . . . , fs be elements that modulo a2 form a generating system of this module.
One considers the map:

(5.7.1)
s⊕
i=1

R2 −−→ R1

⊕ ri 7−−→
∑

rifi.

2It is written ”ϕi” in the original text.
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We equip ⊕si=1R2 with the filtration by the ⊕ aN2 , and R1 with the filtration by the R1a
N
2 .

Then the map (5.7.1) is a map of complete, filtered modules such that the associated map of
graded modules is surjective. The lemma follows.

§ 3 The Weierstrass preparation theorem

5.8. Theorem: LetK be a commutative ring with unit element. Let p1, . . . , pn ∈ K[[X1, . . . , Xn]]
be power series such that Xi is nilpotent in K[[X1, . . . , Xn]]/(p1, . . . , pn) for i = 1, . . . , n.
Consider the mapping

(5.8.1) K[[Y1, . . . , Yn]] −−→ K[[X1, . . . , Xn]]

Yi 7−−→ pi.

Then K[[X]] is a finite projective K[[Y ]]-module. The morphism (5.8.1) is a faithfully flat
ring homomorphism.

Proof: The proof is pure commutative algebra, which is not necessary for the understanding
of the sequel. It can therefore be skipped on a first reading. We prove a series of claims.

Claim 1: K[[X]] is a finite projective K[[Y ]]-module if and only if for all N , the module
K[[X]]/(Y )NK[[X]] is a projective K[[Y ]]/(Y )N -module.

Actually, we proved the finiteness already. Let P be the finite projective K-module
K[[X]]/(Y )K[[X]]. It is clear that P [[Y ]] is a projective K[[Y ]]-module. Therefore the map
of K[[Y ]]-modules P ' K[[X]]/(Y )K[[X]] lifts to a map P [[Y ]] → K[[X]]. We must show
that this is an isomorphism. Since both modules are complete and separated in the (Y )-adic
topology, it is enough to prove that P [[Y ]]/(Y )N → K[[X]]/(Y )NK[[X]] is an isomorphism
for all N . By 5.7 this map is surjective. We obtain:

0 −→ C −→ P [[Y ]]/(Y )N −→ K[[X]]/(Y )NK[[X]] −→ 0

0 −→ C ⊗K[[Y ]]/(Y )N K −→ P −→ K[[X]]/(Y )K[[X]] −→ 0.

The86
87 second sequence is exact since by assumptionK[[X]]/(Y )NK[[X]] is a projectiveK[[Y ]]/(Y )N -

module. We obtain (Y )C = C and since (Y ) is nilpotent in K[[Y ]]/(Y )N , then C = 0.
Before we continue, let us remark that P = K ⊕ P ′ and hence P [[Y ]] = K[[Y ]]⊕ P ′[[Y ]].

Using this, the last claim of the theorem follows from the others.

Claim 2: one can assume that the pi are polynomials. Indeed (X)N is 0 in K[[X]]/(p) if and
only if (X)N ⊂ (p) + (X)N+1. This inclusion implies that

(p) + (X)N = (p) + (X)N+1 = . . . .

Using this we can conclude like in 5.5. Let p′i be polynomials such that

p′i = pi mod degM for M > N.
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Then we find (p′) ⊂ (p) + (X)N = (p) and (X)N ⊂ (p) + (X)N+1 = (p′) + (X)N+1. By
symmetry we find (p) = (p′). We consider the map

K[[Y ]]/(Y )s −−→ K[[X]]/(p)s = K[[X]]/(p′)s

Yi 7−−→ pi.

Since (p)s contains a power of (X), we can choose the polynomials p′i in such a way that
p′i = pi mod (p)s. Then we obtain the claim.

Claim 3: We may assume that K is noetherian.
Let p1, . . . , pn be polynomials and let K0 ⊂ K be the subring generated by their co-

efficients. Then K0 is noetherian. Let p0 ⊂ K0[[X]] and p ⊂ K[[X]] be the ideals gen-
erated by p1, . . . , ps. If we assume that the theorem is proved for noetherian rings, then
K0[[X]]/ps0 ⊗K0 K is a finite projective K0[[Y ]]/(Y )s ⊗K0 K-module. In fact, by adjoining
finitely many coefficients to K0, we can arrange that the inclusion (X)N ⊂ p0 + (X)N+1

holds. But then (X) is nilpotent in K0[[X]]/p0. Let a = ps0∩K0[X]. Since (X)N ⊂ ps0 for large
enough N , we find

K0[[X]]/ps0 ⊗K0 K = K0[X]/a⊗K0 K = K[X]/aK[X]

= K[[X]]/aK[[X]] = K[[X]]/psK[[X]]

and K0[[Y ]]/(Y )s ⊗K0 K = K[[Y ]]/(Y )s. The claim follows.

Claim 4: One can assume that K is a complete noetherian local ring.
According to Claim 1, is is enough to show that K[[X]]/(p)s is a projective K[[Y ]]/(Y )s-

module. A finitely generated module over a noetherian ring is projective if and onyl if its
localizations 87

88at maximal ideals are free modules. The maximal ideals of K[[Y ]]/(Y )s are
of the form m + (Y ), where m is a maximal ideal of K. Hence is is enough to prove that
Km[[X]]/(p)s is a free Km[[Y ]]/(Y )s-module. Since a module over a local noetherian ring is
free if and only if its base change to the completion is free3 NB, we can finally assume that K is
complete.

Claim 5: One can assume that K is a field.
Let K be a complete local noetherian ring with maximal ideal m. Let f1, . . . , fh ∈ K[[X]]

be power series whose residue classes form a basis of the K/m-vector space K/m[[X]]/(p).
The elements fi define a map

(5.8.2) K[[Y ]]h −→ K[[X]].

Since the theorem is taken for granted for a field, the map

(5.8.3) K/m[[Y ]]h −→ K/m[[X]]

is an isomorphism. Now we consider the modules in (5.8.2) equipped with the filtrations
(mi[[Y ]])h and m[[X]]. The map on graded objects (mi/mi+1[[Y ]])h → mi/mi+1[[X]] is ob-
tained by applying the tensor product mi/mi+1⊗K/m in (5.8.3). Therefore, the graded objects

3Here we modified the text slightly.
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are isomorphic. Since the filtrations are complete and separated, it follows that (5.8.2) is also
an isomorphism.

When K is a field, the result is well-known and is a consequence of the follwing general
result of Commutative Algebra. LetA→ B be a morphism of regular local rings of the same
dimension such that B is finite over A. Then B is a free A-module (cf [21]).

§ 4 The fibre criterion for isogenies

Let K be a Z(p)-algebra and ϕ : G1 → G2 be an isogeny. Let p be a prime ideal of K and
κ(p) = Kp/pKp the residue field. By 5.8, the kernel of ϕ is represented by a finitely generated
projective K-algebra R. According to Remark 5.6, we have dimκ(p)R⊗K κ(p) = ph(p) where
h(p) is a natural integer. The function h(p) is a locally constant function on SpecK (cf [2]). If
K contains no idempotent elements other than 0 and 1, then SpecK is connected and hence
h(p) = h is a constant function.

5.9. Definition: We say that ϕ is an isogeny of height h if h(p) = h for all primes p ∈ SpecK.

Let for a moment K be a ring of characteristic p. We look at the multiplication by p on
the multiplicative group:

p :88
89 Gm(N ) −−→ Gm(N )

1 + n 7−−→ (1 + n)p = 1 + np.

Obviously, the kernel is represented byK[T ]/T p. It follows that the multiplication-by-pmap
is an isogeny of height 1.

If ϕ is an isogeny of height h, we say also that the height of ϕ is defined and we write
heightϕ = h.

5.10. Theorem: Let ϕ1 : G1 → G2 and ϕ2 : G2 → G3 be morphisms of formal groups of the
same dimension. Then ϕ2 ◦ϕ1 is an isogeny if and only if ϕ1 and ϕ2 are isogenies. Moreover,
we have

heightϕ1 + heightϕ2 = heightϕ2 ◦ ϕ1

if two of the heights are defined.

Proof: By Remark 5.6, one can assume that G1 = Spf K[[X]], G2 = Spf K[[Y ]], G3 =
Spf K[[Z]]. We show that ϕ2 is an isogeny if ϕ2 ◦ ϕ1 is one. The remaining implications
are trivial. We must show that the multiplication-by-Y N

i map vanishes for large enough N :

K[[Y ]]/(Z)K[[Y ]]
Y Ni−−−→ K[[Y ]]/(Z)K[[Y ]].

If we tensor with ⊗K[[Y ]]K[[X]], we obtain

K[[X]]/(Z)K[[X]]
Y Ni−−−→ K[[X]]/(Z)K[[X]].

Since by assumption (X) is nilpotent in this ring, it follows that the mapping is 0 for large
enough N . Since we already know4NB by 5.5 that ϕ1 is an isogeny, the morphism K[[Y ]] →

4Added reference to 5.5.
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K[[X]] is faithfully flat. Therefore the morphism was already 0 before tensoring. For the last
claim, it suffices to observe that K[[X]] is a free K[[Y ]]-module of rank pheightϕ1 etc.

5.11. Lemma: Let a be an ideal of K consisting of nilpotent elements and K ′ = K/a. Let
p1, . . . , pn ∈ K[[X1, . . . , Xn]] be power series. If (X) is nilpotent in K ′[[X]]/(p) ·K ′[[X]], then
(X) is nilpotent in K[[X]]/(p) also.

Proof: By assumption, for large enough natural integers N we have:

(X)N ⊂ a[[X]] + (p) + (X)N+1.

Obviously, there exists a finitely generated ideal a′ ⊂ a such that

(X)N ⊂ a′[[X]] + (p) + (X)N+1.

From Nakayama’s lemma it follows like in 5.5 that (X)N ⊂ a′[[X]] + (p). Since a′ is finitely
generated, it follows that a′[[X]]M = 0 for large M and hence (X)NM ⊂ (p).

5.12. Corollary: 89
90Let ϕ : G1 → G2 be a morphism of formal groups over K. Let K → K ′ be

as in Lemma 5.115 NB. If ϕK′ is an isogeny, then ϕ is an isogeny.

5.13. Lemma: Let K → K ′ be a faithfully flat ring extension. Let p1, . . . , pn be power se-
ries in K[[X1, . . . , Xn]]. If (X) is nilpotent in K ′[[X]]/(p)K ′[[X]], then (X) is nilpotent in
K[[X]]/(p)K[[X]].

Proof: One has an isomorphism:

(5.13.1) (K[[X]]/(p) + (X)N )⊗K K ′ = K ′[[X]]/(p) + (X)N .

Indeed, in order to see this one may assume that the pi are polynomials. In this case, we
have:

K[[X]]/(p) + (X)N = K[X]/(p) + (X)N 6 NB.

Since K[X] ⊗K K ′ = K ′[X], one obtains the isomorphism (5.13.1). By assumption, the
multiplication by Xα on K ′[[X]]/(p) + (X)N , |α| = N − 1, is 0 for large enough N . Since K ′

is a faithfully flat extension, it follows from (5.13.1) that Xα vanishes in K[[X]]/(p) + (X)N .

5.14. Corollary: Let ϕ : G1 → G2 be a morphism of formal groups over K. Let K → K ′ be
as in Lemma 5.137 NB. If ϕK′ is an isogeny, then ϕ is an isogeny.

5.15. Theorem: Let ϕ : G1 → G2 be a morphism of formal groups of the same dimension
over K. Assume that for every prime ideal p ⊂ K, the morphism ϕκ(p) is an isogeny whose
height we denote by h(p). Then h(p) > h(q) holds for p ⊇ q. If h(p) = h is independent of p
and K has only finitely many minimal prime ideals, then ϕ is an isogeny.

The Theorem follows from:

5.16. Lemma: Let p1, . . . , pn be power series inK[[X1, . . . , Xn]]. Assume that for every prime
ideal p of K, the ideal (X) is nilpotent in κ(p)[[X]]/(p), and let r(p) = dimκ(p) κ(p)[[X]]/(p).
Then r(p) > r(q) holds for p ⊇ q.8 NBIf r(p) = r is independent of p and K has only finitely

5Sentence added by the translator.
6It is written ”KX /(p) + (X)N ⊗K K′” in the original text.
7Sentence added by the translator.
8We added ”for p ⊇ q”.
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many minimal prime ideals, then (X) is nilpotent in K[[X]]/(p).

Proof: By 5.11 one can assume that K is reduced. We show that one may assume that K is
an integral domain. Let p1, . . . , pr be the minimal prime ideals of K. If the Lemma holds for
an integral domain and r(p) = r is independent of p, then we have for large enough N :

(X)N ⊂ (p) + pi[[X]].

From this follows:

(X)Nr ⊂
∏

((p) + pi[[X]]) ⊂ (p) +
∏

pi[[X]] ⊂ (p).

Since K →
∏
Kp, where p runs through the minimal prime ideals of K, is a faithfully flat

ring extension, one can moreover assume that K is a local ring90
91 with maximal ideal m.

We can assume that the pi are polynomials. Indeed, we can find an integer N indepen-
dent of p such that

(X)N ⊂ (p) + (X)N+1 in κ(p)[[X]]/(p).

Let p′i be polynomials such that p′i = pi mod (X)N+1. If the theorem is proved for polyno-
mials, it follows that (X)s ⊂ (p′) for large s. Let L be the field of fractions of K. Then, the
following holds:

K[[X]]/(p′) ⊂ K[[X]]/(p′)⊗K L = L[[X]]/(p′) (cf (5.13.1)).

From this we get (X)N ⊂ (p′). Then we have (p) + (X)N = (p) + (X)N+1 = (p′) and
consequently (X)N ⊂ (p).

We now consider the subring K ′′ ⊂ K generated by the coefficients of the pi. Let K ′ =
K ′′m∩K′′ ⊂ K. Then K ′ is a noetherian local ring. Let q be a prime ideal of K and q′ = q ∩K ′.
Since κ(q′) → κ(q) is faithfully flat, the ideal (X) is nilpotent in κ(q′)[[X]]/(p)κ(q′)[[X]] and
we have r(q′) = r(q). Therefore 5.16 follows from the following:

5.17. Lemma: Let K be a noetherian local ring with maximal ideal m. Let p1, . . . , pn ∈
K[[X1, . . . , Xn]] be power series such that (X) is nilpotent in κ(p)[[X]]/(p) if p = m or if p is
a minimal prime ideal of K. Then r(p) 6 r(m) for all minimal prime ideals p. If r(p) = r(m)
for all minimal prime ideals p, then (X) is nilpotent in K[[X]]/(p).

Proof: Let K̂ be the completion of K. Since the minimal primes of K̂ lie over minimal
primes of K, the assumptions are fulfilled by K̂. Since K̂ is faithfully flat over K, we may
by 5.13 assume that K̂ = K. One sees as above that one can also assume thatK is an integral
domain. Let L be the field of fractions of K and k = K/m.

We choose a k-basis e1, . . . , es of k[[X]]/(p). Let ei ∈ K[[X]]/(p) be liftings of the ei.
Consider the mapping

α :
s⊕

m=1
K[[Y ]] −−→ K[[X]] (cf (5.7.1)).

⊕ ri 7−−→
∑

riei
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By the preparation Theorem 5.8, this is an isomorphism if we replace K by K/mn. It follows
that α itself is an isomorphism. The map

K[[X]]/(p)⊗K L −→ L[[X]]/(p)L[[X]]

is surjective, since (X) is nilpotent in the right-hand ring. Therefore

s > dimL L[[X]]/(p)L[[X]].

Now 91
92assume that we have equality, then the above map is an isomorphism. SinceK[[X]]/(p) ⊂

K[[X]]/(p)⊗K L, the desired claim follows.
Theorem 5.15 is now completely proved. We call it also the fibre criterion for isogenies.

§ 5 The V -divided Cartier module

In this paragraph K is a ring of characteristic p. An important example of isogeny is the
Frobenius homomorphism.

We consider the ring homomorphism

Frob : K −→ K

c 7−→ cp.

Clearly Frob defines a functor NilK → NilK , N 7→ N (p). As functors N and N (p) are
isomorphic, but the K-algebra structure on N (p) is the following:

c · n = cpn.

If one goes to the m-th power Frobm, one obtains N (pm).
Let G : NilK → Ens be a functor and G(pm) = FrobmG be the functor obtained by base

change. By definition, one has

G(pm)(N ) = G(N (pm)).

The map N 7→ N (pm), n 7→ np
m

is a K-algebra homomorphism. Applying the functor G
one obtains

G(N ) −→ G(N (pm)) = G(pm)(N ).

The resulting morphism of functors is called the Frobenius:

FrmG : G→ G(pm).

We set FrG = Fr1
G. Then FrmG = Fr

G(pm−1) ◦Fr
G(pm−2) ◦ · · · ◦ FrG. The rule G 7→ G(pm) is a

functor. If α : H → G is a morphism, one has a commutative diagram

H
α //

FrmH
��

G

FrmG
��

H(pm)
α(pm)

// G(pm).
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Similar statements hold for functors G : NilK → Ab.
Let R ∈ ComplK and R′ = R ⊗̂K,FrobmK = lim←−R/an ⊗K,Frobm K. We consider R′ as a

K-algebra via theK-action on the second factor. By definition of the tensor product, one has
the relation

rc1 ⊗̂ c2 = r ⊗̂ cp
m

1 c2, r ∈ R, c1, c2 ∈ K92
93 .

We have (Spf R)p
m

= Spf R′. The comorphism of Frm is

R ⊗̂K,FrobmK −−→ R

r ⊗̂ c 7−−→ rp
m
c, r ∈ R, c ∈ K.

Let R = K[[X]]. Then we have R′ = K[[X]]. The comorphism of Frm is

K[[X]] −−→ K[[X]]

Xi 7−−→ Xpm

i .

The kernel of Frm is represented by K[[X]]/(Xpm

1 , . . . , Xpm
n ). This is a free K-module with

basis Xe1
1 . . . Xen

n , 0 6 ei < pm of rank pnm. We find:

5.18. Lemma: Let G be a formal group of dimension n. Then Frm is an isogeny of height nm.

For the formal group of Witt vectors, one has Ŵ ' Ŵ (pm). By 4.27, the map Frm :

Ŵ (N )→ Ŵ (N ) is right multiplication by V m. We now compute the effect of Frobenius on
the Cartier module.

The homomorphism Frobm : K → K induces an endomorphism of the Cartier ring
Ep → Ep, ξ 7→ ξF

m
. If ξ =

∑
V r[cr,s]F

s, then ξF
m

=
∑

V r[cp
m

r,s ]F s. One has the relations

ξV = V ξF , F ξ = ξFF.

Let G be a formal group and M its Cartier module. According to 4.43, we find

MG(pm) = Ep Fm,Ep ⊗̂M.

In the tensor product, the relation ξ1 ⊗̂ ξ2u = ξ1ξ
Fm
2 ⊗̂u, ξ1, ξ2 ∈ Ep, u ∈M holds. One has a

map of Cartier modules

frm : M −−→ Ep Fm,Ep ⊗̂M

u 7−−→ V m ⊗̂u.

This map is Ep-linear:

frm(ξu) = V m ⊗̂ ξu = V mξF
m ⊗̂u = ξV m ⊗̂u = ξ frm u.

5.19. Lemma: The Frobenius FrmG : G→ G(pm) induces frm on the Cartier modules.

Proof: We remarked already that Ŵ (N (pm)) = Ŵ (N ) as abelian groups. One obtains
Ŵ (N (pm)) from Ŵ (N ) as right Ep-module by93

94 the following definition:

w · ξ = wξF
m
, where w ∈ Ŵ (N ), ξ ∈ Ep.
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This follows immediately from 4.27. Therefore

G(N (pm)) = Ŵ (N (pm))⊗Ep M = Ŵ (N )⊗Fm,Ep M.

Since we have seen already that Frm acting on Ŵ (N ) is right multiplication by V m, the
claim follows.

Let G be a formal group. Consider the inductive system

G
Fr−−→ G(p) Fr−−→ G(p2) Fr−−→ . . .

From this we obtain an inductive system of Ep-modules MG(pm) .

5.20. Definition: M̃G = lim−→MG(pm) is called the V -divided Cartier module of G.

If K is reduced, the map K[[X]](p
m) → K[[X]](p

m+1) as well as the map MG(pm) →
M
G(pm+1) are injective. In this case M̃G is the union of the submodules MG(pm) . The maps

Ep Fm,Ep ⊗MG → Ep Fm+1,EpMG, ξ ⊗ u 7→ ξF ⊗ u induce a map M̃G → M̃G that we denote
by V −1. One checks easily the relations

V −1ξu = ξFV −1u, V V −1 = V −1V = id
M̃G

, u ∈ M̃G, ξ ∈ Ep.

The V -divided Cartier module Ẽp can be described in the following way. One considers
the set of all symbols ξV −a, ξ ∈ Ep, a ∈ N. Call ξV −a and ηV −b equivalent if there exists
r > a, b such that ξV r−a = ηV r−b in Ep. The set of equivalence classes of such symbols can
be identified with Ẽp. A ring structure is defined on Ẽp:

ξV −a + ηV −b = (ξV b + ηV a)V −(a+b), ξV −aηV −b = ξηF
a
V −(a+b).

Obviously Ẽp acts on M̃G.

5.21. Remark: Let M be a flat Ep-module. such that M/VM is a K-module of finite presen-
tation. The maps

Ep Fm,Ep⊗M −−→ Ẽp ⊗Ep M

ξ ⊗ u 7−−→ ξV −a ⊗ u

define an isomorphism (cf 4.45)
M̃ = Ẽp ⊗Ep M. 94
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Let M be a V -reduced Cartier module with a V -basis mi, i ∈ I . Then m′i = 1 ⊗ mi, i ∈ I
form a V -basis of M (p) = Ep F,Ep ⊗M . Let Fmi =

∑
V nαn,i,jmj be the structure equations

of M (cf 4.39). Then Fm′i =
∑

V nαFn,i,jm
′
j are the structure equations of M . The Frobenius

fr : M →M (p) has the following expression:∑
V n[cn,i]mi 7−→

∑
V n+1[cpn,i]m

′
i.

LetG be a formal group andM its Cartier module. The map EpF,Ep ⊗̂M →M , ξ ⊗̂u 7→ ξFu

defines a morphism VG : G(p) → G that we call the Verschiebung. We have

FrG VG = VG FrG = p.
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§ 6 The surjectivity of isogenies

In this paragraph, we will show that the V -divided Cartier module classifies formal
groups up to isogeny. For this, we need a few elementary techniques of faithfully flat de-
scent.

5.22. Lemma: Let K → K ′ be a faithfully flat ring extension and M a K-module. Then, one
has a fibre product diagram

M //

��

M ⊗K K ′

p1

��

M ⊗K K ′
p2

// M ⊗K K ′ ⊗K K ′,

where p1(m⊗ k′) = m⊗ k′ ⊗ 1 and p2(m⊗ k′) = m⊗ 1⊗ k′.

Proof: The lemma claims that the following sequence is exact:

0 // M
d0 // M ⊗K K ′

d1=p1−p2
// M ⊗K K ′ ⊗K K ′

m � // m⊗ 1

Since K ′ is faithfully flat over K, it is enough to prove exactness of the following sequence:

(5.22.1) 0 // M ⊗K ′
d0⊗K′ // M ⊗K ′ ⊗K ′

d1⊗K′ // M ⊗K K ′ ⊗K ′ ⊗K ′.

We define maps9NB

s1 : M ⊗K ′ ⊗K ′ ⊗K ′ →M ⊗K ′ ⊗K ′, m⊗ k′0 ⊗ k′1 ⊗ k′2 7→ m⊗ k′0 ⊗ k′1k′2

and
s0 : M ⊗K ′ ⊗K ′ →M ⊗K ′, m⊗ k′0 ⊗ k′1 7→ m⊗ k′0k′1.

One verifies immediately that

s1 ◦ (d1 ⊗K ′) + (d0 ⊗K ′) ◦ s0 = idM⊗K′⊗K′ .

The claim follows immediately.
Let α : K → K ′ be a faithfully flat ring extension. We consider95

96 left-exact functorsG1, G2 :
NilK → Ens and a morphism ϕ′ : G1,K′ → G2,K′ . If p1, p2 have the same meaning as in 5.22,
then one has a commutative diagram

K
α // K ′

p1
//

p2

// K ′ ⊗K K ′.

Then, we have:

p1∗Gi,K′ = (p1α)∗Gi = (p2α)∗Gi = p2∗Gi,K′ = Gi,K′⊗K′

9It is written ”m⊗ k′0 ⊗ k′2” instead of ”m⊗ k′0 ⊗ k′1 ⊗ k′2” in the original text.
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for i = 1, 2. By base change, one derives from ϕ′ two morphisms

ϕ′1, ϕ
′
2 : G1,K′⊗K′ −→ G2,K′⊗K′

where ϕ′i = pi∗ϕ
′. The equality ϕ′1 = ϕ′2 means the following. Let M be a K ′ ⊗K ′-module.

Then, the map ϕ′ : G1,K′(M ) → G2,K′(M ) is independent of whether we look at M as a
K ′-module via the first or the second factor. If a morphism ϕ : G1 → G2 such that ϕ′ = ϕK′

exists, then obviously ϕ′1 = ϕ′2 holds.

5.23. Lemma: If ϕ′1 = ϕ′2, then there exists a uniquely determined morphism ϕ : G1 → G2

such that ϕK′ = ϕ.

Proof: Let N ∈ NilK . From the fibre product diagram

N //

��

N ⊗K ′

��

N ⊗K ′ // N ⊗K ′ ⊗K ′

one derives a commutative diagram with exact rows

G1(N ) // G1(N ⊗K ′)

ϕ′

��

p1
//

p2

// G1(N ⊗K ′ ⊗K ′)

ϕ′1=ϕ′2
��

G2(N ) // G2(N ⊗K ′)
p1

//

p2

// G2(N ⊗K ′ ⊗K ′).

Hence we obtain a morphism ϕ : G1(N )→ G2(N ). One sees easily that ϕK′ = ϕ′.

5.24. Theorem: Let ϕ : G1 → G2 be an isogeny of formals groups and N its kernel. Let
ψ : G1 → H be a morphism to a left-exact functor H : NilK → Ab such that ψ|N = 0. Then
there exists a uniquely determined morphism χ : G2 → H such that the following diagram
is commutative:

0 // N // G1
ϕ

//

ψ

��

G2

χ
}}{{{{{{{{

H

Proof: Let A be a nilpotent augmented K-algebra with augmentation ideal A+. Let ξ ∈
G2(A+). We define χ(ξ) ∈ H(A+). Using 5.23, one can reduce easily to the case where
G2 = Spf K[[X]] and G1 = Spf K[[Y ]]. Indeed, if we have constructed χ′ over a faithfully
flat 96

97extension K ′ of K, it follows from uniqueness that χ′1 = χ′2. We then obtain the desired
morphism χ with 5.23.

Let K[[X]] → K[[Y ]] be the comorphism of ϕ. Then to ξ corresponds a homomorphism
K[[X]] → A. Let A′ = A ⊗K[[X]] K[[Y ]]. This is a nilpotent augmented K-algebra which
according to 5.8 is faithfully flat over A. By Lemma 5.22, one derives an exact sequence

0 // G1(A+) // G1((A′)+)
G1(p1)−G1(p2)

// G1((A′ ⊗A A′)+).
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The map K[[Y ]]→ A′ defines a point ξ′ ∈ G1((A′)+). One sees easily that the image of ξ′ in
G1((A′ ⊗A A′)+) lies in N((A′ ⊗A A′)+). Since N lies in the kernel of the map ψ, we have

(H(p1)−H(p2))(ψ(ξ′)) = 0.

Thanks to the exact sequence

0 // H(A+) // H((A′)+)
H(p1)−H(p2)

// H((A′ ⊗A A′)+)

one finds a uniquely determined point χ(ξ) ∈ H(A+) that maps to ψ(ξ′). Uniqueness fol-
lows, since the morphism K[[X]]→ K[[Y ]] is injective.

§ 7 Isogenies over a ring of characteristic p

5.25. Theorem: Let ϕ : G1 → G2 be a morphism of formal groups of the same dimension
over a ring of characteristic p. Then, the following conditions are equivalent.

(i) ϕ is an isogeny.

(ii) There exists a morphism ψ : G2 → G
(pm)
1 such that ψ ◦ ϕ = FrmG1

.

(iii) ϕ induces an isomorphism of the V -divided Cartier modules.

Proof: Let ϕ be an isogeny and N its kernel. We show that (ii) is fulfilled. Indeed, let
N = Spf R. The comorphism of the Frobenius has the following expression:

R⊗K,Frobm K −−→ R

r ⊗ k 7−−→ rp
m
k.

For large enough m, we have (R+)p
m

= 0. Then this map factors through the augmentation
ε of R:

R⊗K,Frobm K −−→ K −−→ R

r ⊗ k 7−−→ ε(r)p
m
k.

Therefore FrmN is the zero mapping. We find a commutative diagram97
98

N //

0

��

G1
ϕ

//

Frm

��

G2

ψ
||z

z
z

z

N (pm) // G
(pm)
1

The existence of ψ thus follows from 5.24.
By 5.10, the condition (i) follows conversely from (ii). We show that an isogeny induces

an isomorphism of V -divided Cartier modules. Indeed, the maps ϕ and ψ induce maps of
V -divided Cartier modules ϕ∗ : M̃1 → M̃2 and ψ∗ : M̃2 → M̃1 such that ψ∗ϕ∗ = id

M̃1
. It
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follows that ϕ∗ is injective. Since ψ is likewise an isogeny, we obtain that ψ∗ is injective.
From this follows that ϕ∗ is bijective. The last implication (iii) ⇒ (i) is obtained from the
following:

5.26. Theorem: Let G1 and G2 be finite-dimensional formal groups over a ring of character-
istic p. Let α : M̃1 → M̃2 be an isomorphism of their V -divided Cartier modules. Then there
exists an isogeny ϕ : G1 → G

(pm)
2 , for suitable m, that induces α. Moreover, there exists an

isogeny ψ : G
(pm)
2 → G

(pm)
1 such that ψ ◦ϕ = FrrG1

. If ϕ : G1 → G2 is a morphism inducing α,
then ϕ is an isogeny.

Proof: We first consider the case where M1 and M2 possess a V -basis. Let u1, . . . , us be
a V -basis for M1. Then α(u1), . . . , α(us) are in the image of M (pm)

2 → M̃2 for suitable m.
Let v1, . . . , vr ∈ M

(pm)
2 be preimages. We wish to show that ui 7→ vi defines a morphism

M1 → M
(pm)
2 . Let Fui =

∑
V n[an,i,j ]uj be the structure equations of M1. It is enough to

show that these equalities are also fulfilled by the vi. Obviously ρi = Fvi−
∑

V n[an,i,j ] vj lies
in the kernel of M (pm)

2 → M̃2. It follows that we can find an m′ such that the ρi are mapped

to 0 under the Frobenius M (pm)
2 → M

(pm
′
)

2 . From this we obtain a map M1 → M
(pm
′
)

2 that
induces α. This proves the existence of ϕ. The map ϕ is unique in the following sense.

Given another map M1 → M
(pm
′′

)
2 inducing α, there exists a t > m′ such that the following

diagram is commutative:

M1
//

��

M
(pm
′
)

2

��

M
(pm
′
)

2
// M

(pt)
2

98
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One constructs the map ψ in a similar way. The equality ψ ◦ ϕ = FrrG1
follows from unique-

ness.
We consider the comorphisms:

K[[Y ]] K[[X]]
ϕ]

oo

K[[Y ]]
(Frr)]

ddJJJJJJJJJ ψ]

::ttttttttt

It follows that (Y ) is nilpotent in K[[Y ]]/(X)K[[Y ]]. Therefore the kernel of ϕ is repre-
sentable. It follows like in 5.7 that K[[Y ]] is a finite K[[X]]-algebra. In order to prove that G1

and G2 have the same dimension, we may assume that K is a field. Then, we find:

dimG1 = KrulldimK[[Y ]] 6 KrulldimK[[X]] = dimG2.

By reasons of symmetry, it follows that dimG1 = dimG2. Thus ϕ and ψ are isogenies. The
last assertion of the theorem is clear.

5.27. Exercise: Let K be a field of characteristic p. Let ϕ : G1 → G2 be a morphism of
formal groups of the same finite dimension and K[[X]]→ K[[Y ]] the comorphism. Then the
following conditions are equivalent.
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(i) ϕ is an isogeny.

(ii) ϕ induces an injection of the Cartier modules M1 →M2.

(iii) The comorphism K[[X]]→ K[[Y ]] is injective.

(iv) The comorphism K[[X]]→ K[[Y ]] is finite.

We remark that for the proof, one can reduce to the case of a perfect field.

§ 8 p-divisible and unipotent formal groups

5.28. Definition: A formal group G over a Z(p)-algebra K is called p-divisible if the multi-
plication by p : G → G is an isogeny. If p is an isogeny of height h, one says that G has
height h.

5.29. Theorem: Let G1, G2 be formal p-divisible groups of heights h1 and h2. If there is an
isogeny ϕ : G1 → G2, then h1 = h2.

Proof: One considers the commutative diagram

G1
ϕ

//

p

��

G2

p

��

G1
ϕ

// G2

and applies 5.1099
100 .

5.30. Theorem (Rigidity): Let K be a Z(p)-algebra. Let a ⊂ K be a nilpotent ideal and K ′ =
K/a the quotient ring. Let G1 and G2 be formal groups over K, and assume that G1 is
p-divisible. Let ϕ1, ϕ2 : G1 → G2 be morphisms such that ϕ1,K′ = ϕ2,K′ . Then ϕ1 = ϕ2.

Proof: One can obviously assume that ap = 0. According to 4.47, we have ϕ1p = ϕ2p. From
the uniqueness statement in 5.24, the claim follows.

5.31. Corollary: The group Hom(G1, G2) is torsion-free and we have:

Hom(G1, G2)⊗Q = Hom(G1,K′ , G2,K′)⊗Q.

Proof: By 5.24 the group Hom(G1, G2) has no p-torsion. A prime ` different from p in-
duces an isomorphism on the tangent space of G1 and hence an isomorphism of G1. Thus
Hom(G1, G2) is torsion-free. The last claim follows from 4.47 and 5.30.

5.32. Lemma: Let G be a finite-dimensional formal group over a field of characteristic p.
Then G is p-divisible if and only if F : MG →MG is injective.

Proof: This follows from 5.27 and the equality p = V F .
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LetG be a 1-dimensional formal group over a field of characteristic p. Let γ ∈MG be a V -
basis and Fγ =

∑∞
m=h−1 V

m[am] γ, ah−1 6= 0, the structure equation. Then G is p-divisible
of height h when h 6=∞ and isomorphic to the additive group when h =∞. In fact, one can
write the structure equation in the form pγ = V hγ′, where γ′ is a V -basis of MG. It follows
that in suitable coordinates, the multiplication by p has the formK[[X]]→ K[[Y ]],X 7→ Y ph .

5.33. Theorem: Two 1-dimensional p-divisible formal groups over a separably closed field
of characteristic p are isomorphic if and only if their heights are equal.

Proof: Let G be such a group and M its Cartier module. We must show that there exists an
element γ ∈ M such that Fγ = V sγ. Let Fγ0 =

∑∞
m=s V

m[am] γ0, as 6= 0. Let x ∈ K. Then
we have:

F [x]γ0 = [xp]

∞∑
m=s

V m[am] γ0 =

∞∑
m=s

V m[amx
pm+1−1] [x] γ0.

We can choose x in such a way that

asx
ps+1−1 = 1.

Therefore, we may assume besides that as = 1.
We show 100

101by induction on r the existence of a γr such that

Fγr = V sγr mod V s+r+1M.10 NB

Assume that γr−1 is already constructed. Then we have Fγr−1 = V sγr−1 + V s+r[c]γr−1

mod V s+r+1M . We look for γr of the form γr = γr−1 + V r[xr]γr−1. Then, we have γr−1 =
γr − V r[xr]γr mod V r+1. We find:

Fγr = Fγr−1 + V r [xpr ] Fγr−1

= V sγr−1 + V s+r[c]γr−1 + V s+r
[
xp

s+1

r

]
γr−1

= V sγr−1 + V s+r[c+ xp
s+1

r ]γr−1

= V sγr + V s+r
[
−xr + c+ xp

s+1

r

]
γr mod V s+r+1M.

Since K is separably closed, we can choose xr so that −xr + c+ xp
s+1

r = 0. Then γr satisfies
the equation Fγr = V sγr mod V s+r+1M . The element γ = lim γr fulfills our wishes.

5.34. Exercise: Show that the structure equation Fγ = V h−1γ defines a Lubin-Tate group
over Z(p). We denote it by G. Let G = Spf Z(p)[[X]]11 NBbe the curvilinear coordinate sys-
tem corresponding to the curve γ. Show that the power series L(X) =

∑∞
j=0 X

phj/pj12

NBdefines a homomorphism G → Ga. This means L(G(X,Y )) = L(X) + L(Y ), or G(X,Y ) =
L−1(L(X), L(Y )), where L−1(L(X)) = X .

Show thatG(X,Y ) is a power series with coefficients in Z. Find the invariant differential
of G.

10It is mod ”V s+r+1” in the original text.
11It is written ”Z(p)[X]” in the original text.
12The bound ”∞” is missing in the original text.
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The objects opposite to p-divisible formal groups are the unipotent formal groups.

5.35. Definition: A formal group G is called unipotent when F acts as a nilpotent operator
on MG.

5.36. Theorem: Let G be a finite-dimensional formal group over a field K of characteristic p.
Then, there exists an exact sequence of functors

0 −→ Gu −→ G −→ Gbt −→ 0,

where Gu is a unipotent group and Gbt is a p-divisible group. Moreover there exists an
isogeny Gu ×Gbt → G.

Proof: Let M ′ = {m ∈ MG | pNm = 0 for some N � 0}. Then M ′ is a Cartier submodule of
M such that VM ∩M ′ = VM ′. Therefore, M/M ′ = M ′′ is a V -reduced Cartier module over
which p operates injectively. The exact sequence

0 −→M ′ −→M −→M ′′ −→ 0

provides the desired sequence of formal groups.
From the fact that M ′ is finitely generated, it follows that pN0M ′ = 0 for some large

enough N0. Thus pN0 defines an injection M ′′ → M . We obtain an injection101
102 M ′ ⊕M ′′ → M

which according to 5.27 defines an isogeny.

5.37. Theorem: Let G be a unipotent formal group over a field K of characteristic p. Then
there exists an increasing sequence of subgroups 0 = G0 ⊂ G1 ⊂ · · · ⊂ Gr = G and exact
sequences of functors

0 −→ Gi −→ Gi+1 −→ Ga −→ 0.

Proof: LetM be the Cartier module ofG. Consider an increasing sequence of Ẽp-submodules
of the V -divided Cartier module

0 = M̃0 ⊂ · · · ⊂ M̃r = M̃.

ThenMi = M̃i∩M is a V -reduced Cartier module such that VMi = Mi∩VM = Mi∩VMi+1.
It follows that Mi+1/Mi is a V -reduced Cartier module. We find r 6

∑
dimMi+1/Mi =

dimG. Now assume that r is chosen maximal. Then Mi+1/Mi possesses no proper Ep-
submodule. By assumption there exists a nonzero element m ∈ Mi+1/Mi such that Fm =
0. Since m is a generating element, it follows that F (Mi+1/Mi) = 0. Thus Mi+1/Mi is
isomorphic to the Cartier module of the additive group Ga. The claim follows.

In 4.40, we defined the Witt vectors of length n and we determined their structure equa-
tions. The group Ŵn is visibly unipotent.

5.38. Theorem: Let K be a perfect field of characteristic p. Then any finite-dimensional
unipotent formal group over K is isogenous to a direct product of groups Ŵn.

Proof: LetM be the V -divided Cartier module of such a group. For eachm ∈M let em be the
smallest natural integer such that F emm = 0. We consider a generating system m1, . . . ,mr
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of the Ep-moduleM such that
∑
emi is minimal. We set ei = emi and we index in such a way

that e1 6 . . . 6 er. We shall show that the elements F fimi, 0 6 fi < ei generate a V -reduced
Ep-module M ′13 NB. It is clear that every element of M ′ has a representation

(5.38.1)
∑
i,n

V n[an,i,fi ]F
fimi.

Assume that such an expression is 0 with coefficients different from 0. Applying a suitable
power of F to (5.38.1), we obtain an expression of the form

∞∑
n=0

l∑
i=1

V n[cn,i]F
ei−1mi = 0,

where a certain c0,l does not vanish. Then
∑

n V
n[cn,l] is a unit 102

103in Ep. Consequently

F el−1ml =
l−1∑
i=1

ηiF
ei−1mi =

l−1∑
i=1

F ei−1ηF
−ei+1

i mi.

Let m′l =
∑l−1

i=1 η
F−ei+1

i F ei−elmi −ml. Then m1, . . . ,m
′
l, . . . ,mr is a generating system of M

with em′l < el. This contradicts the minimality of
∑
ei.

Thus M ′ is a V -reduced Ep-module and M is its V -divided module. It is obvious that
the formal group of M is a direct product of groups Ŵn.

§ 9 Deformations of p-divisible groups

Let K be a Z(p)-algebra. Let A = K ⊕ N be a nilpotent, augmented K-algebra and
ε : A→ K the augmentation morphism. Let G be a formal group over K.

5.39. Definition: A deformation (G̃, ι) of G is a formal group G̃ over A together with an
isomorphism ι : G → ε∗G̃ = G̃K . Two deformations G1 and G2 of G are called isomorphic if
there exists an isomorphism α : G1 → G2 such that the following diagram is commutative:

G
ι1

||zzzzzzzz
ι2

""EEEEEEEE

ε∗G1
ε∗α // ε∗G2.

Let G be a p-divisible group. Then according to 5.12 any deformation of G is again p-
divisible. From the Rigidity Theorem 5.30 follows that the unique automorphism of a defor-
mation of G is the identity.

Let N ∈ NilK . We denote by DefG(N ) the set of isomorphism classes of deformations
of G over K ⊕N . This is a set-valued functor on NilK .

5.40. Theorem: Let G be a p-divisible formal group over K. Then DefG is a smooth functor
that commutes with fibre products.

13In the original text, throughout the proof, there is a conflict of notation since this submodule ofM is denoted
also by the letter M .



104 CHAPTER V. ISOGENIES OF FORMAL GROUPS

Proof: From 4.46 follows that DefG is smooth. For the proof of the second assertion, we
consider a fibre product diagram of nilpotent augmented K-algebras

B
σ1 //

σ2

��

A1

π1

��

A2
π2 // A.

By 2.15, we may assume that π1 is surjective.
Let103

104 G1 and G2 be deformations of G over A1 and A2, and let π1∗G1 ' π2∗G2 be an
isomorphism of deformations. Since this isomorphism is uniquely determined, we may
identify the latter two groups. We denote them by G3. Let14NB G0 be a deformation over B
that inducesG1 andG2 by base change. For each N ∈ NilK that is projective as aB-module,
we have a fibre product diagram

N //

��

N ⊗B A1

��

N ⊗B A2
// N ⊗B A.

We derive from this an exact sequence

0 −→ G0(N ) −→ G1(N ⊗B A1)⊕G2(N ⊗B A2) −→ G3(N ⊗B A).

In particular, one has an exact sequence of Cartier modules:

0 −→ N −→M1 ⊕M2
α−→M3

m1 ⊕m2 7−→m1 −m2.

It follows that the deformation G0 is uniquely determined. Its existence will follow if we
prove that N = kerα is a reduced Ep,A-module (cf 3.27). It is clear that N is V -reduced. It re-
mains to prove that N/V N is a projective B-module. Since we assumed that π1 is surjective,
then α is surjective also. We obtain an exact sequence

0 −→ N/V N −→M1/VM1 ⊕M2/VM2 −→M3/VM3 −→ 0.

By localization, one can reduce to the case where the modules Mi/VMi are free. Let e2,i be a
basis of the A2-module M2/VM2. Since M3/VM3 = M2/VM2 ⊗A2 A, this basis specializes
to a a basis e3,i of M3/VM3. Since A1 → A is a surjection with nilpotent kernel, the e3,i lift
to a basis e1,i of M1/VM1. It is now clear that e1,i ×e3,i e2,i is a basis of N/V N .

5.41. Theorem: Let R be a perfect ring of characteristic p and a ∈ NilK such that a2 = 0.
Let G be a p-divisible formal group over K and M its Cartier module. The deformations
of G over K ′ = K ⊕ a are in bijection with the K-linear mappings

α : VM/pM −→ a⊗K M/VM.

14In the original text, this group over B is denoted by the same letter G as the original group over K.
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Proof: (cf [18]) Let Ep and E′p be the Cartier rings of K and K ′. Let M ′ be the Cartier module
of a p-divisible formal group over K ′ and M = Ep ⊗E′p M

′15 NB. One has exact sequences:

0 −→ Ep(a) −→ E′p −→ Ep −→ 0

0 −→ Ep(a)⊗E′p M
′ −→M ′ −→M −→ 0. 104

105

Obviously, we have Ep(a)2 = 0. Therefore Ep(a) is an Ep-module and16 NBE′p = Ep⊕Ep(a). We
notice that a+ b = [a] + [b] for a, b ∈ a since this equality obviously holds in E′ = Λ(K ′[[X]]).

Let V i[a]M ′ be the subgroup generated by all elements of the form
∑r

s=1 V
i[as]ms, as ∈

a. One finds isomorphisms

C = Ep(a)⊗E′p M
′ '

∏
V i[a]M ′ '

∏
a⊗K M/VM.

Here, the right-hand side is an Ep-module in an obvious way. It follows that one has an
exact sequence of the form

0 −→
∏

a⊗K M/VM −→M ′ −→M −→ 0.

We remark that FM ′ is mapped isomorphically onto FM since FC = 0.
Let N ⊂ M ′ be the subgroup of all elements m′ ∈ M ′ for which there exists k ∈ N such

that

(5.41.1) V km′ ∈ FM ′ +
k−1∑
i=0

V i[a]M ′.

We claim that the canonical projection N → M has a reciprocal mapping. In order to show
this, we shall prove first that V acts as a nilpotent operator on M/FM . Actually, since K is
perfect, FM is a V -reduced Cartier module and the inclusion FM ⊂ M corresponds to the
Verschiebung (cf 5.21). This induces an isomorphism of V -divided Cartier modules F̃M '
M̃ .The nilpotency of V follows. Let m ∈ M . We can find k ∈ N such that V km = Fm1.
Let m′ and m′1 ∈M ′ be liftings of m and m1. Then, we have:

V km′ − Fm′1 ∈
∏
i

V i[a]M ′.

Obviously, one can change m′ to ensure that m′ ∈ N . In this way the reciprocal mapping is
defined.

The Witt ring W (K) and F act on N . Moreover, we have V N ⊂ N + [a]M ′. Indeed,
from (5.41.1) one obtains:

V k−1(V m′ −m′1) ∈ FM ′ +
k−2∑
i=0

V i[a]M ′, m′1 ∈ [a]M ′.

Therefore V defines a map
α : N −→ a⊗K M/VM.

15It is written ”E′p ⊗Ep M
′” in the original text.

16The word ”and” is missing in the original text.
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Since FN lies in the kernel of this map and N = M , we obtain

α : M/FM −→ a⊗K M/VM.

Conversely, one can reconstruct the module M ′ from α. Indeed, we have a decomposition
M ′ = M ⊕ C = N ⊕ C which is compatible with the action of W (K) and F . We define

V (m, c) = (V m,α(m) + V c), m ∈M, c ∈ C.

The operation of Ep(a) on M ′ is visibly:

[a](m, 0) = (0, [a]m), a ∈ a, m ∈M.105
106

Thus the liftings M ′ are in bijection with the maps α. The datum of α is equivalent to that of
a linear map

αV −1 : VM/pM −→ a⊗K M/VM.

5.42. Theorem: Let G be a p-divisible group over a perfect ring K of characteristic p. Then
DefG : NilK → Ens is a prorepresentable functor. For each N ∈ NilK , one has a bijection
between DefG(N ) and the set of K-linear mappings

VM/pM −→ N ⊗K M/VM.

Proof: From the proof of the preceding theorem follows that VM/pM is killed by a power
of V . Since K is perfect, the K-module V iM/V i+1M is finitely generated for all i. From this
follows that VM/pM is also a finitely generated K-module. If N 2 = 0, then by 5.41 the
following holds:

DefG(N ) = HomK(VM/pM ⊗K (M/VM)∗,N ),

where (M/VM)∗ = HomK(M/VM,K) is the dual module.
Since DefG is an exact functor on ModK ⊂ NilK , the K-module VM/pM is finitely gen-

erated and projective. From this and 2.31 follows that DefG is prorepresented by

Spf S∧(VM/pM ⊗K (M/VM)∗).

The theorem follows.

Remark: the correspondence of 5.41 between deformations of G and K-linear maps is
visibly functorial. For the correspondence in 5.42, this fact is in general not true.

5.43. Corollary: M/pM is a finitely generated projective K-module whose rank is equal to
the height of G.

Proof: Let m be a maximal ideal of K. Then K/m = K ′ is a perfect field. Let MK′ be the
Cartier module of GK′ . Then by 4.43 and 4.45, we have:

MK′/pMK′ = EK′,p ⊗EK,p M/pM.
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We have an isomorphism:

EK′,p ⊗EK,p M/pM == K ′ ⊗K M/pM

[k′]⊗m←−−[ k′ ⊗m∑
V s[c′s,r]F

r ⊗m 7−−→
∑

c′s,r
p−s ⊗ V sF rm.

The last sum is finite since V is nilpotent on M/pM . Since we already know that M/pM is
a finitely generated projective K-module, it is enough to prove the claim for a perfect field.
Using 5.1, one finds V -bases m1, . . . ,mn and m′1, . . . ,m

′
n of M 106

107such that

pm′i = V himi, i = 1, . . . , n.

From 5.2 we see that height p = heightG =
∑
hi. On the other hand, it is clear that

dimKM/pM =
∑
hi.

5.44. Exercise: a) Let ψ : G1 → G2 be an isogeny of formal groups over a perfect field. Show
that MG1/MG2 is a W (K)-module of length heightψ.

b) Let G be a formal group over a Z(p)-algebra K. Let G be a lifting of G to K[ε]/ε2. One
has an exact sequence of Cartier modules

0 −→ C −→M −→M −→ 0.

We assume that M has a V -basis m1, . . . ,mn. Then one has structure equations

Fmi =
∑

V t[ct,i,j ]mj , ct,i,j ∈ K.

We choose liftings mi ∈M of mi. The structure equations for M read

(5.44.1) Fmi =
∑

V t[ct,i,j ]mj +
∑

V t[εat,i,j ]mj .

We assign to this deformation the Cartier module M ′ over K with the following structure
equations:

Fm′i =
∑

V t[ct,i,j ]m
′
j +

∑
V t[at,i,j ]uj(5.44.2)

Fui = 0, i = 1, . . . , n.

These structure equations define an extension of G by the additive group Gn
a :

(5.44.3) E : 0 −→MGna −→M ′ −→M −→ 0.
m′i 7−→ mi

ui 7−→ 0

Show that this extension is independent of the choice of the lifings mi. One obtains in this
way a bijection between the extension of G by Gn

a and the deformation of G over K[ε]/ε2.

5.45. Remark: Let L be a K-module and L+ : NilK → Ab the functor N 7→ (L⊗K N )+. We
remark that K acts on L+, giving a map K → EndL+. It follows that we obtain an action
of K on the Cartier module NL of L+ (cf 3.29).
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Assume that p is nilpotent in K. Let G be a p-divisible group over K with Cartier mod-
ule M . The group Ext1

Ep(M,NL) is a K-module via the action of K on the second factor.
According to Messing [15], the functor L 7→ Ext1

Ep(M,NL) is representable by a projective
K-module V :

HomK(V,L) = Ext1
Ep(M,NL).107

108
17

NB The identity mapping idV corresponds to the universal extension

0 −→ NV −→M ′ −→M −→ 0

or
0 −→ V + −→ G′ −→ G −→ 0.

From the result of Messing, it follows that DefG is representable. As an exercise, the reader
can prove the result of Messing over a perfect ring.

17It is written ”HomK(V,N)” in the original text.



Chapter VI

Isogeny classes of p-divisible formal
groups over a perfect field
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§ 1 Crystals and isocrystals

Let K be a perfect field of characteristic p. The Witt ring W = W (K) is a discrete
valuation ring with residue field K, with maximal ideal generated by p. The Frobenius
Frobx = xp induces an endomorphism σ = W (Frob) : W → W that we call the Frobenius
of W .

Let G be a p-divisible formal group over K and M its Cartier module. According to
5.43, the module M/pM is a finite-dimensional K-vector space, whose dimension equals
the height of G. Since M is complete and separated in the p-adic topology, it is a finitely
generated W -module, and since the multiplication by p is injective on M , it is free.

6.1. Definition: Let us fix an integer a 6= 0. A σa-crystal (M,V ) is a finitely generated free
W -module together with a σa-linear map

V : M →M, V wm = wσ
a
V m, w ∈W, m ∈M.

The Cartier module M of a p-divisible, formal group G is a σ−1-crystal. Conversely, we
have:

6.2. Lemma: Let (M,V ) be a σ−1-crystal such that

a) pM ⊂ VM ,

b) V is nilpotent on M/pM .

Then (M,V ) is the crystal of a p-divisible formal group G.

Proof: Let F = pV −1. It is clear that the ring W [V, F ] with relations FV = V F = p,
wV = V wσ, Fw = wσF acts onM . Since V is nilpotent onM/pM , the sums of the following

109
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form are convergent in the p-adic topology1NB :∑
r>0

V rwrm, wr ∈W, m ∈M.

Thus M turns into a V -reduced Cartier module.

The category of p-divisible formal groups is therefore equivalent with the category of
crystals enjoying the properties a) and b). When one classifies the formal groups up to
isogeny, one is led to the notion of isocrystal. Let K be the fraction field of W .

6.3. Definition: A σa-isocrystal (N,V ) is a finite-dimensional K-vector space N together
with a σa-linear map V : N → N .

A finitely generatedW -submoduleM ⊂ N is called a lattice if the elements109
110 ofM generate

the K-vector space N . In other words, M has a basis as W -module that is at the same time a
basis of N as K-vector space.

Let M ′ ⊂ N be a second lattice. Then we have psM ′ ⊂ M for large enough natural
integers s. It is clear that M/psM ′ is a W -module of finite length. We define

[M : M ′] = lengthM/psM ′ − lengthM ′/psM ′.

If M ′′ is a third lattice, we have:

[M : M ′′] = [M : M ′] + [M ′ : M ′′].

6.4. Definition: Let (N,V ) be an isocrystal. We call the dimension of the K-vector space N
the height of N . The number [M : VM ] is independent of the choice of a lattice M ⊂ N . We
call it the dimension of N .

Indeed, for a second lattice M ′ we find:

[M ′ : VM ′] = [M ′ : M ] + [M : VM ] + [VM : VM ′].

Since obviously [VM : VM ′] = [M : M ′] = −[M ′ : M ], we obtain [M ′ : VM ′] = [M : VM ].
LetG be a p-divisible formal group andM its Cartier module. Since p induces an isomor-

phism of the p-divided Cartier module M̃ , then M̃ is a K-vector space. From the equality

V −rm = p−rF rm, m ∈M

follows that M is a lattice in M̃ . We have

heightG = dimKM/pM = rankW M = dimK M̃.

If G has dimension d and height h, it follows that (M̃, V ) is an isocrystal of height h and
dimension d. It determines G up to isogeny.

6.5. Exercise: Let K be a perfect field of characteristic p. Let H : NilK → Ab be a functor
which is representable by a finite nilpotent K-algebra. It follows from 2.35 that H is the
kernel of an isogeny of formal groups G1 → G2:

(6.5.1) 0 −→ H −→ G1 −→ G2.

1The sum below is ”
∑
r=0

” in the original text.
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Let M1 and M2 be the Cartier modules of G1 and G2. One obtains an exact sequence

0 −→M1 −→M2 −→M −→ 0.

There is an isomorphism of functors H(N ) = Tor
Ep
1 (Ŵ (N ),M). The Ep-module M is of

finite length and V is nilpotent on it.
Conversely, let M be an Ep-module with these properties. Then, the functor N 7→

Tor
Ep
1 (Ŵ (N ),M) is representable by a finite nilpotent K-algebra. One obtains an equiv-

alence of categories H 7→ M . 110
111One calls M the covariant Dieudonné module of H . The length

of M is equal to the height of H . Compute the covariant Dieudonné modules of αp and µp
(cf 2.34).

That M is independent of the chosen representation (6.5.1) is proven in the following
way. One tensors the sequence

0 −→ Ep
V N−→ Ep −→ Ep/V NEp −→ 0

with M . Then one obtains for large N an isomorphism

M ' Tor
Ep
1 (Ep/V NEp,M).2 NB

§ 2 The first Newton slope of an isocrystal

6.6. Definition: Let (N,V ) be an isocrystal, M ⊂ N a lattice and m ∈M . We define:

ordM V = max { k ∈ Z, V M ⊂ pkM },

ordM m = max { k ∈ Z,m ∈ pkM }.

6.7. Lemma: Let M and M ′ be lattices in an isocrystal (N,V ). Let c and c′ be integers such
that pcM ⊂M ′ and pc

′
M ′ ⊂M . Then, one has:

| ordM V − ordM ′ V | 6 c+ c′, | ordM m− ordM ′m| 6 max(c, c′).

Proof: Let x = ordM m and y = ordM V . Then, we have m ∈ pxM ⊂ px−cM ′ and VM ′ ⊂
p−c

′
VM ⊂ py−c′M ⊂ py−c−c′M ′. We obtain ordM ′m 6 ordM m− c and ordM ′ V 6 ordM V −

c′ − c. The claim follows if one switches the roles of M and M ′.

6.8. Lemma: Let (N,V ) be an isocrystal of dimension d and height h. Then for all lattices
M ⊂ N and all natural numbers n 6= 0, we have

ordM V 6 (1/n) ordM V n 6 d/h.

If there exists n such that ordM V 6= (1/n) ordM V n, then

ordM V + (1/h) 6 (1/h) ordM V h.

2But this is an expression of M in terms of itself ; why does it prove that M is independent of the representa-
tion (6.5.1) ?
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Proof: From the inclusion VM ⊂ pxM we obtain V nM ⊂ pnxM , and from V nM ⊂ pyM we
obtain

nd = n[M : VM ] = [M : V nM ] > [M : pyM ] = y[M : pM ] = yh.

Thus we have proved that ordM V 6 (1/n) ordM V n 6 d/h.
Let x = ordM V and V nM ⊂ pnx+1M for some n > 1. We set Mi = {m ∈ M |V im ∈

pix+1M }. From VM ⊂ pxM it follows that:

pM = M0 ⊂M1 ⊂ · · · ⊂Mn = M.

One checks easily that if Mi = Mi+1 then also Mi = Mj for all j > i. Since dimKM/pM = h,
we get Mh = M . We obtain the desired inequality.111
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6.9. Definition: Let (N,V ) be an isocrystal. If there exists a lattice M ⊂ N such that VM ⊂
M , we call (N,V ) effective.

6.10. Lemma: Let (N,V ) be an isocrystal of height h andM a lattice ofN such that V h+1M ⊂
p−1M . Then (N,V ) is effective.

Proof: Consider the lattice

M ′ =
h∑
j=0

V jM.

We have:
∑h+1

j=0 V
jM ′ =

∑2h+1
j=0 V jM = M ′+

∑h
j=0 V

j(V h+1M) ⊂ p−1M ′. We consider the
increasing chain

M ′ ⊂M ′ + VM ′ ⊂ · · · ⊂
h+1∑
j=0

V jM ′ ⊂ p−1M ′.

Since dimK p
−1M ′ = h, we find an n such that

n∑
j=0

V jM ′ =
n+1∑
j=0

V jM ′ = M ′′.

Then obviously VM ′′ ⊂M ′′. Q.E.D.

6.11. Definition: For an isocrystal (N,V ), we call

Newton(N,V ) = sup { (1/n) ordM V n |n ∈ N \ {0},M ⊂ N a lattice }

the first Newton slope of (N,V ).

6.12. Lemma: Let (N,V ) be an isocrystal and M ⊂ N a lattice. Then one has:

Newton(N,V ) = lim
n→∞

(1/n) ordM V n,

Newton(N, psV r) = rNewton(N,V ) + s.
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Proof: Let λ be the first Newton slope of (N,V ). We consider an arbitrary lattice M ′ ⊂ N .
Let x = ordM ′ V

n for some n ∈ N \ {0}. We can find integers c and c′ such that pcM ⊂ M ′

and pc
′
M ′ ⊂M . Then by 6.7 we have:

sup
m

(1/m) ordM V m > sup
k

(1/kn) ordM V kn > sup
k

(1/kn)(ordM ′ V
kn − c− c′)

> sup
k

(x/n)− (c+ c′)/kn = x/n.

From this we derive λ = sup
m

(1/m) ordM V m.

Let ε > 0 and x = λ− ε/2. By definition we can find an m such that ordM V m > mx. Let
r, s ∈ N be such that 0 6 s < m. Then we have: ordM V mr+s > mrx+ s ordM V . We choose
r0 in such a way that for r > r0 and 0 6 s < m:

s(ordM V − x)/(mr + s) > −ε/2.

Then for n > mr0, we have n = mr + s with r > r0 and 0 6 s < m. We find:

λ > (1/n) ordM V n > x+ s(ordM V − x)/(mr + s) > x− ε/2 = λ− ε.

From this 112
113follows that λ = lim

n→∞
(1/n) ordM V n. The last claim of the lemma is obvious.

6.13. Lemma: Let (N,V ) be an isocrystal. Let r, s ∈ Z, r > 0, be such that Newton(N,V ) >
s/r. Then there exists a lattice M ⊂ N such that V rM ⊂ psM .

Proof: Let h be the height of (N,V ). Let V ′ = p1−s(h+1)V r(h+1). Then (N,V ′) is an isocrystal
with Newton(N,V ′) > 1. We can find a lattice M ⊂ N such that V ′nM ⊂M for some n > 1.
Let M ′ = M + · · ·+ V ′n−1M . Then V ′M ′ ⊂M ′ and consequently (p−sV r)(h+1)M ′ ⊂ p−1M ′.
Using 6.10, we find a lattice M ′′ with p−sV rM ′′ ⊂M ′′. Q.E.D.

6.14. Lemma: Let x ∈ R and R > 2 an integer. Then there exist r, s ∈ Z with 1 6 r 6 R − 1
such that |x− (s/r)| 6 1/(Rr).

Proof: For each r ∈ Z, there exists tr ∈ R such that rx − tr ∈ Z and −1/R 6 tr < 1 −
(1/R). We must prove that tr 6 1/R for some r = 1, . . . , R − 1. Assume that tr > 1/R
for r = 1, . . . , R − 1. Then one finds r1 > r2 such that |tr1 − tr2 | 6 1/R. It follows that
(r1 − r2)x− (tr1 − tr2) ∈ Z and −1/R 6 tr1 − tr2 6 1/R. This contradiction shows the claim.

6.15. Theorem: Let (N,V ) be an isocrystal of height h and dimension d. Let λ = Newton(N,V ).
Then there exist integers r, s and a lattice M ⊂ N such that λ = s/r, 0 < r 6 h, s 6 d,
ordM V r = s.

Proof: According to 6.14, we can find integers s, r, 1 6 r 6 h, such that

|λ− (s/r)| 6 1/(r(h+ 1)).

Let V ′ = p−sV r and λ′ = Newton(N,V ′). Then we have |λ′| = |rλ − s| 6 1/(h + 1).
Using 6.13, we find a lattice M ′ ⊂ N such that V ′h+1M ′ ⊂ p−1M ′. By 6.10, we obtain that
(N,V ′) is effective. We now consider a lattice M ⊂ N such that V ′M ⊂M . We get:

ordM V ′ > 0 > λ′ − 1/h > (1/h) ordM V ′h − 1/h.
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Using 6.8, we obtain ordM V ′ = (1/n) ordM V ′n for n > 1. Also λ′ = ordM V ′ ∈ Z and
therefore λ′ = 0. We find λ = s/r and ordM V r = s. Since according to 6.8 and 6.12 we have
λ 6 d/h, then s 6 dr/h 6 d.

§ 3 Decomposition of isocrystals over perfect fields

6.16. Lemma: Let (M,V ) be a crystal. Then, there is a decomposition

(M,V ) = (Mét, V )⊕ (Ml, V )

such that V : Mét →Mét is bijective and V nMl ⊂ pMl for large enough n.

Proof: The map V induces a map V : M/pnM → M/pnM . Since M/pnM is a W -module of
finite length, then

Mn,l :=
⋃
s

kerV s = kerV r, Mn,ét :=
⋂
s

ImV s = ImV r

for large enough r.113
114 Obviously V is nilpotent onMn,l and surjective onMn,ét. SinceMn,ét has

finite length, one sees easily that V : Mn,ét → Mn,ét is bijective. Therefore Mn,ét ∩Mn,l = 0.
Let m ∈ M/pnM . Then V rm = V 2rm′ for some m′3NB and thus m− V rm′ ∈ Mn,l. In this way
we have a direct sum decomposition M/pnM = Mn,ét ⊕Mn,l. The claim follows by taking
projective limits.

6.17. Definition: An isocrystal (N,V ) is called isoclinic (one finds also the terms isocline and
pure)4NB if

Newton(N,V ) =
dim(N,V )

height(N,V )
.

6.18. Lemma: For an isocrystal (N,V ) of height h and dimension d, the following conditions
are equivalent:

(i) (N,V ) is isoclinic.

(ii) There exists a lattice M ⊂ N such that V hM = pdM .

(iii) There exist integers r, s with r > 0 and a lattice M ⊂ N such that V rM = psM .

(iv) LetM ⊂ N be a lattice. Then Newton(N,V ) = lim
n→∞

(1/n) ordM V nm for allm ∈ N\{0}.

Proof: The implication (ii)⇒ (iii) is trivial. We show that (i)⇒ (ii). In fact, by 6.15 we can
find a lattice M such that V hM ⊂ pdM . Then:

[pdM : V hM ] = [M : V hM ]− [M : pdM ] = h[M : VM ]− dh = 0.

3Translator’s addition.
4Translator’s addition.
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We obtain V hM = pdM .
(iii) ⇒ (i): We have 0 = [psM : V rM ] = rd − sh. Therefore we find d/h = s/r =

(1/r) ordM V r 6 λ 6 d/h and thereby λ = Newton(N,V ). The claim follows. At this stage,
the first three conditions are equivalent.

(ii)⇒ (iv): by 6.7, the limit is independent of the choice of the latticeM . Let V hM = pdM .
Then, for all m ∈ N \ {0}we have:

ordM V hnm = nd+ ordM m.

Now we choose c such that | ordM V am| 6 c for 0 6 a < h. We derive:

|(1/(hn+ a)) ordM V hn+am− nd/(hn+ a)| 6 c/(hn+ a).

The claim follows by taking limits when n→∞.
(iv)⇒ (iii): Let λ = s/r, s, r ∈ Z be the first Newton slope of N . By 6.13, we can find a

lattice M ⊂ N with V rM ⊂ psM . Let V ′ = p−sV r. Then (M,V ′) is a crystal. We consider
the decomposition of 6.16:

(M,V ′) = (Mét, V
′)⊕ (Ml, V

′).

By the definition of Ml, there exists k > 0 such that V ′kMl ⊂ pMl. Assume that there exists
a nonzero element m ∈Ml. Then ordM V ′knm > n holds for all n ∈ N. We have:

(1/rkn) ordM V rknm > (n/rkn) + (skn/rkn) = 1/(rk) + λ.

By taking limits 114
115when n → ∞ we obtain a contradiction. Thus M = Mét is an isoclinic

isocrystal.

The isocrystals constitute a category in an obvious way. A morphism f : (N1, V1) →
(N2, V2) is aK-linear mapping f : N1 → N2 such that the following diagram is commutative:

N1
f

//

V1

��

N2

V2

��

N1
f

// N2.

6.19. Lemma: Let (N,V ) be an isocrystal. Let 0 6= (N1, V1) ⊂ (N,V )5 NBbe a subobject and
(N,V )→ (N2, V2) a quotient object. Then, the following holds:

Newton(N,V ) 6 Newton(Ni, Vi), i = 1, 2.

If (N,V ) is isoclinic, then equality holds.

Proof: Let s/r = Newton(N,V ). We can find a lattice M ⊂ N with V rM ⊂ psM . Let
M1 = N1 ∩M and M2 the image of M by the map N → N2. Then we have V r

i Mi ⊂ psMi,
i = 1, 2. If V rM = psM , one has V r

i Mi = psMi. Q.E.D.

6.20. Corollary: Let (N,V ) be an isoclinic isocrystal and (N1, V1) an isocrystal with

Newton(N1, V1) > Newton(N,V ).

5The sign ”⊂” is missing in the original text.
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Then:
Hom((N,V ), (N1, V1)) = Hom((N1, V1), (N,V )) = 0.

Proof: Let (N,V )→ (N1, V1) be a nonzero homomorphism and (N ′, V ′) its image. Then we
have, in contradiction with the assumption:

Newton(N,V ) = Newton(N ′, V ′) > Newton(N1, V1).

The second claim of the corollary follows similarly.

6.21. Lemma: Let (N,V ) be an isocrystal with first Newton slope λ. Then (N,V ) has a
unique decompostion

(N,V ) = (N1, V1)⊕ (N2, V2),

where (N1, V1) is isoclinic with first Newton slope λ and Newton(N2, V2) > λ.

Proof: We consider a lattice M ⊂ N with V rM ⊂ psM , where λ = s/r. Let V ′ = p−sV r. One
has a decomposition as in 6.16: (M,V ′) = (Mét, V

′)⊕ (Ml, V
′). Tensoring with K, we obtain

a decomposition of the isocrystal

(N,V ′) = (Nét, V
′)⊕ (Nl, V

′),

where (Nét, V
′) is isoclinic with slope 0 and Newton(Nl, V

′) > 0. It follows from 6.20 that a
decomposition with these properties is unique if it exists.115

116 Therefore the above decomposi-
tion coincides with (N,V ′) = (V Nét, V

′) ⊕ (V Nl, V
′), that is, V Nét = Nét, V Nl = Nl. The

decomposition
(N,V ) = (Nét, V )⊕ (Nl, V )

is the desired one, and is obviously unique.

6.22. Theorem: Let (N,V ) be an isocrystal with first Newton slope λ. Then, there exist
uniquely determined subcrystals (Ni, Vi) with Newton(Ni, Vi) = λi such that

(N,V ) =
r⊕
i=1

(Ni, Vi) and

(6.22.1) λ = λ1 < λ2 < · · · < λr.

This follows by successive applications of 6.21. We call λi the Newton slopes of (N,V ).
Let di be the dimension of (Ni, Vi) and hi its height. The height of (N,V ) is h =

∑r
i=1 hi,

and its dimension is d =
∑r

i=1 di. According to 6.17, we have λi = di/hi. One obtains the
sequence of Newton slopes, in which each λi from the sequence (6.22.1) is repeated hi times:

(µ1, . . . , µh) = (λ1, . . . , λ1︸ ︷︷ ︸
h1 times

, λ2, . . . , λr, . . . , λr︸ ︷︷ ︸
hr times

).

Let Newton(N,V )(i) =
∑i

j=1 µj , 1 6 i 6 h. Then, we have:

Newton(N,V ) = Newton(N,V )(1), d = Newton(N,V )(h).

The graph of the function i 7→ Newton(N,V )(i) is called the Newton polygon of the isocrystal
(N,V ). It looks like this:
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h1

d1
h

d

height

dimension

6.23. Theorem: Let (N,V ) be a σ−1-isocrystal (cf 6.3), and let λ1 < · · · < λr be its Newton
slopes. Then (N,V ) is the isocrystal of a formal group if and only if 0 < λ1 < · · · < λr 6 1.

Proof: Let (N,V ) be the isocrystal of a formal group. Then there exists a lattice M such that

VM ⊂M, pV −1M ⊂M (cf comment preceding 6.2). 116
117

Therefore λ1 = Newton(N,V ) > 0, 1 − λr = Newton(N, pV −1) > 0. Since V is nilpotent on
M/pM , it follows that λ1 > 0.

Conversely, let (N,V ) be an isocrystal whose slopes lie between 0 and 1. Then there
exists a lattice M ⊂ N with pV −1M ⊂ M6 NB. Since limn→∞(1/n) ordM V n > 0, there exists r
such that V rM ⊂ pM . Obviously the latticeM + · · ·+V r−1M fulfills the assumptions of 6.2.

We call a formal p-divisible group isoclinic when its isocrystal is isoclinic.

6.24. Corollary: Each p-divisible formal group is isogenous to a direct product of isoclinic
formal groups.

§ 4 Classification of isocystals over an algebraically closed field
6.25. Lemma: Let K be an algebraically closed field of characteristic p and q = pa, a > 0.
Let V be a nonzero7 NBK-vector space and ϕ : V → V a Z-linear isomorphism such that
ϕ(kv) = kqϕ(v), k ∈ K, v ∈ V . Then there exists a basis e1, . . . , en of V such that ϕ(ei) = ei.

Proof: We show that V contains a nonzero ϕ-invariant vector. Let v ∈ V , v 6= 0. Let r be the
greatest integer such that the vectors

v, ϕ(v), . . . , ϕr−1(v)

are linearly independent. Then one has a relation

ϕr(v) =
r−1∑
i=0

kiϕ
i(v), ki ∈ K.

We look for a vector w =
∑r−1

i=0 xiϕ
i(v) such that ϕ(w) = w. The latter equation gives:

ϕ(w) =
r−2∑
i=0

xqiϕ
i+1(v) +

r−1∑
i=0

xqr−1kiϕ
i(v) =

r−1∑
i=0

xiϕ
i(v).8 NB

6The ”⊂” sign is missing in the original text.
7We added the assumption that V 6= 0, because the proof assumes the existence of a v 6= 0 in V .
8Here and after, one reads ”xqn−1” instead of ”xqr−1” in the original text.
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We obtain a system of equations for the xi:

x0 = k0x
q
r−1

x1 = xq0 + k1x
q
r−1

...
xr−1 = xqr−2 + kr−1x

q
r−1.

By successive substitutions, we find

xr−1 = kq
r−1

0 xq
r

r−1 + · · ·+ kr−1x
q
r−1.

Since not all117
118 the ki vanish, this equation has a nonzero solution. This proves the existence of

an invariant vector.
Let e1, . . . , er be a maximal system of linearly independent ϕ-invariant vectors. Let W

be the subspace generated by e1, . . . , er. Assume that W 6= V . We have proved that there
exists a vector er+1 ∈ V/W such that ϕ(er+1) = er+1 and er+1 6= 0. Let er+1 ∈ V be a lifting
of er+1. We have:

ϕ(er+1) = er+1 +

r∑
i=1

ciei, ci ∈ K.

We look for an e′r+1 = er+1 +
∑r

i=1 yiei such that ϕ(e′r+1) = e′r+1, that is to say,

ϕ(e′r+1) = er+1 +
r∑
i=1

(ci + yqi )ei = e′r+1 +
r∑
i=1

(ci − yi + yqi )ei.

Obviously, one can choose the yi so that the brackets vanish.

6.26. Theorem: Let (M,V ) be a crystal over an algebraically closed field K such that VM =
M . Then there exists a basis e1, . . . , er of M such that V ei = ei.

Proof: We can assume that V is σa-linear for some a > 0. Otherwise, we replace (M,V ) be
(M,V −1).

We construct by induction on n a basis e(n)
1 , . . . , e

(n)
r such that

V e
(n)
i = e

(n)
i mod pn, e

(n)
i = e

(n−1)
i mod pn−1.

The claim will follow by taking limits when n→∞.
The initial step of the induction is obtained by 6.25. Let e(n)

i = fi be previously con-
structed. Then, we have:

V fi − fi = pn
r∑
j=1

ai,jfj , ai,j ∈W.

Let us look for e(n+1)
i = hi in the form hi = fi + pn

∑r
j=1 xi,jfj . Then, we have:

V hi − hi = pn
r∑
j=1

(ai,j + xai,j − xi,j)fj .
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Let ai,j and xi,j ∈ K be the residue classes mod p. Obviously, one can choose xi,j in such a
way that

ai,j + xai,j − xi,j = 0

and therefore
ai,j + xai,j − xi,j = 0 mod p.

Then V hi − hi = 0 mod pn+1. Q.E.D.

Let r, s ∈ Z with r > 0 and (r, s) = 1. We consider a K-vector space Ns,r
118
119with a basis

e1, . . . , er. We define on Ns,r a structure of σa-isocrystal by

V ei =

{
ei+1, i < r,
pse1, i = r.

6.27. Lemma: Ns,r is an isoclinic isocrystal of slope s/r that contains no proper subcrystal.

Proof: It is clear that Ns,r is isoclinic of slope s/r. Let (N,V ) be a subcrystal of Ns,r of
dimension d and height h < r. By 6.20 and 6.22 we get that (N,V ) is isoclinic of the same
slope as Ns,r, i.e. d/h = s/r. Since s and r are coprime, we obtain that r divides h. Thus
h = 0 and N = 0.

6.28. Theorem: Let (N,V ) be an isoclinic isocrystal of slope s/r where r, s ∈ Z, r > 0 and
(s, r) = 1. Then (N,V ) is a direct sum of copies of Ns,r.

Proof: We choose a lattice M in N such that V rM = psM . By 6.26, we can find a basis
m1, . . . ,mh of M such that V rmi = psmi for i = 1, . . . , h. Let Ni =

∑r−1
j=1 V

jmj . The
surjection Ns,r → Ni, ej 7→ V jmj is a homomorphism of isocrystals. From 6.27 follows that
this is an isomorphism. Therefore,

(N,V ) =

h∑
j=1

(Ni, V ), (Ni, V ) ' Ns,r.

Leaving aside some summands, one can work it so that

(N,V ) =

t∑
j=1

(N ′i , V ),

where N ′i 6⊂
∑

j 6=iN
′
j and (N ′j , V ) ' Ns,r. From 6.27 we obtain N ′i ∩

∑
j 6=iN

′
j = 0. Thus the

sum is direct.

6.29. Theorem: Let (N,V ) be an isocrystal over K. Then there exists a direct sum decom-
position

(N,V ) =
u⊕
i=1

N ti
si,ri ,

where u, si, ri, ti ∈ Z, u, ti, ri > 0, (si, ri) = 1 and s1/r1 < · · · < su/ru. The numbers
u, si, ri, ti are uniquely determined by (N,V ).
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Proof: This follows immediately from 6.22 and 6.28. The theorem says that over an alge-
braically closed field, an isocrystal is determined up to isomorphism by its Newton polygon.

Let us consider the case of σ−1-crystals. Let G be a p-divisible formal group over K and
(N,V ) its isocrystal. By the Newton polygon of G119

120 we mean that of (N,V ). It determines G up
to isogeny by 6.29.

By 6.23, we know that for 0 < s/r 6 1, Ns,r is the isocrystal of a p-divisible formal group
G. The structure equations of such a group take the form:

Fmi = mi+1, i = 1, . . . , s− 1, Fms = V r−sm1.

We denote these groups by Gs,r. One sees easily that there is an exact sequence of functors

0 // W
F s−V r−s

// W // Gs,r // 0.

We can formulate 6.29 for formal groups in the following way.

6.30. Theorem: Every p-divisible formal group over K is isogenous to a direct product of
groups Gs,r.
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Index of symbols 1239

NB

Let C be an object in an additive category. Let I be an index set. We denote the direct
sum of I copies of C by C(I) and the direct product by CI . The invariants under the action
of a group G are denoted CG. If y is the image of x under a map, we write x 7→ y. For a
K-module P , we write P ∗ the dual module P ∗ = HomK(P,K).

A+, augmentation ideal of an augmented
K-algebra 34
Ab, category of abelian groups 33
ComplK 35
E 57
En 59
Ep 71

Ê(I) 63

Ê(I)
p 80

Ens, category of sets 35
Fp = Z/pZ, field with p elements
Fn 57
F 71
Frob 79, 93
Frm 93
?F 94
Ga 9, 33
Gm 9, 33
GmS 34
G(pm) 93
HG 22
hP

10 NB37
HomK- Alg 35
εn 69
K 110
Λ 34
ModK , category of K-modules 43

MG, Cartier module of a formal group 58
[M : M ′] 110
N , nilpotent, commutative K-algebra 33
N (n) 33
N (pm) 93
N, set of natural integers
Newton(N,V ) 112
NilK 33
ord 111
Q, set of rational numbers
(R, an) 35
σ 109
S(M) 37
S q(M) 37
S qtop(M) 38
SpecK, set of prime ideals of K 90
Spf 36
tG 16
Tor

E 64
Vn 57
V 71
V −1 95
W 76
Ŵ 70, 74
wm 74
Wn 81
Ŵn 81
X 9

9Most page numbers for the symbols and terms indexed below are incorrect (quite often shifted by 3) in the
original text.

10This is hp in the original text.
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Xi 10
Xα 39
Z, set of integers
Zp, set of p-adic integers
Z(p) 69

ζn, n-th root of unity 60

⊗̂ 82

⊗ 62

[ ] 57
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Index of terms 124

Augmentation 10
Base change 13, 36, 81
Bigebra 25
Cartier duality 29, 50
Cartier module (i.e. E- or Ep-module)

– , V -divided 95
– , reduced 65
– , V -reduced 58
– , V -flat 65

Cartier ring E 57, Ep 71
Comorphism 12
Crystal 109
Curve 16

– , p-typical 71
Curvilinear coordinates 66
Deformation 103
Derivation, invariant 14
Dieudonné module 111
Differential form 15
Differential operator 20

– , invariant 21
– , invariant, algebra of 22

Dimension 9, 45
Fibre product 39

– , diagram 40
Flat 64
Formal group 34

– , additive 33
– , multiplicative 33
– , of Witt vectors 74, 74
– , p-divisible 100
– , isoclinic p-divisible 117
– , unipotent 102

Formal group law 9
Formal spectrum 36
Frobenius 30, 79, 93

Functor
– , half-exact 45
– , left-exact 39
– , prorepresentable 35
– , representable 36
– , smooth 46

Height
– , of finite group 86
– , of isogeny 87, 90
– , of p-divisible group 100

Integral curve 17
Isogeny 86
Isocrystal 110

– , effective 112
– , isoclinic 114

Jacobi identity 20
K-algebra, augmented 10

– , complete 35
– , nilpotent 34

Lattice 110
Lie algebra 23
Lifting 84
Lubin-Tate group 30
Newton slope 112
Perfect ring 79
Preparation theorem 88
p-typical

– , curve 71
– , element 70

Reduced tensor product 62
Rigidity 100
Small surjection 46
Smooth 46
Structure equations 81
Tangent functor 43
Tangent space 16, 44
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Typical elements 68
Universal extension 108
Universal enveloping algebra 23
V -basis 61, 80
Verschiebung 95
Weight of a monomial 39

Witt polynomials 74

Witt ring 76

Witt vector 74

– , of length n 81

Yoneda lemma 36
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