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Abstract

In this note we study the modular properties of a family of cyclic coverings ofP1 of degreeN ,
in all odd characteristics. We compute the moduli space of the corresponding algebraic sta
Z[1/2], as well as the Picard groups over algebraically closed fields. We put special emphasis
study of the fibre of the stack at a prime of wild ramification; in particular we show that the m
space has good reduction at such a prime.
 2004 Elsevier Inc. All rights reserved.
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We are interested here in algebraic curves calledN -state Potts curves, previously
studied here and there in the literature but not from a modular and arithmetic view
They provide an interesting example (quite unique in fact) of a stack of Galois c
where the study can be pursued quite far even at the primes of wild ramificatio
discover interesting phenomena, as well as explanations and commentaries concer
deformation theory of wild covers of curves (see [3]).

In the modular theory of covers of curves, much is known in the tame case whe
characteristicp � 0 of the base field does not divide the indices of ramification: these
ers form a smooth algebraic stack, and it is known how to compactify it with stable co
By contrast, for example for a Galois cover of groupG whose order is divisible byp, the
(uni)versal deformation ring is very nasty (in general not even reduced), meaning th
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corresponding classifying stack is far from being smooth. Moreover, there exist smooG-
covers in characteristic 0 that do not have good (i.e., smooth) reduction to characterp,
and vice versa there exist smoothG-covers in characteristicp that do not lift to character
istic 0. Giving a bridge between these characteristics usually means studying objec
a valuation ring of mixed characteristics(0,p), and how they specialize or generalize.
the example of Potts curves everything can even be done overZ[1/2], and we will be able
to describe quite precisely the behaviour at a prime of wild ramification.

Let us now describe in more detail the results of the article. Given an odd integerN � 3,
anN -state Potts curve (orN -Potts curve) is by definition a smooth hyperelliptic cu
of genusN − 1, which is a cyclic covering ofP1 of degreeN . We will simplify the
treatment of hyperellipticity by avoiding the primep = 2, and we will rather focus o
wild ramification at primes dividingN . Hence in all the article the schemes and sta
considered are overZ[1/2]. Thus the fibered category with objectsN -Potts curves is an
algebraic stackPN over Z[1/2]. Among the main results of the article is the followi
computation (Theorems 3.2.1 and 4.1):

• If N is not prime, the coarse moduli space ofPN is the schemeA1∗ ⊗ Z
[ ζ
N

+ζ−1
N

2 , 1
2N

]
.

• If N = p is prime, the coarse moduli space ofPp is the schemeA1∗ ⊗ Z
[ ζp+ζ−1

p

2 , 1
2

]
.

In this statement,A1∗ = A1 − {0} is the punctured line and the arithmetic rings that app
are subextensions of degree 2 of the ring of cyclotomic integers (see 1.4). Note tha
N is a composite integer, there does not exist Potts curves in characteristicsp | N . We
see that, although the stacks (and moduli spaces) are connected for arithmetic r
at (geometric) primes of tame ramification they split as a sum ofϕ(N)/2 connected
irreducible components, whereϕ is the Euler function. On the contrary, whenN = p is
prime, we show that the moduli space “has good reduction” atp, that is to say its formation
commutes with the base changeZ[1/2] → Fp :

• The coarse moduli space ofPp ⊗ Fp is A1∗ ⊗ Fp[z]
z(p−1)/2 , the fibre of the moduli space o

Pp atp.

The result (Theorem 5.1.2) is even more precise and shows that the map fromPp ⊗ Fp to
its moduli space iśetale, and so this stack is connected but non-reduced with multip
ϕ(p)/2; its reduced part is smooth. Hence we can interpret the non-reducedness as
from the collision ofϕ(p)/2 smooth components in characteristic 0 when we reduc
characteristicp.

We also compute the Picard groups of the geometric fibres ofPN ⊗k (k an algebraically
closed field of characteristicp = 2). The first fact to be noted is that these groups are fi
at primes of tame ramification, but not anymore at primes of wild ramification. The se
interesting point is that the nilpotents contribute a lot to the Picard group ofPp⊗Fp, which
would certainly not be the case for its moduli spaceP because it is an affine scheme, hen
Pic(Pred)= Pic(P ). The reason for this is of course the presence of automorphisms.
is the result (Theorems 3.3.3 and 5.2.1):
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• If (N,p) = 1 then the Picard group of any connected component ofPN ⊗ k is
isomorphic to(Z/2Z)× (Z/2NZ).

• If N = p then the Picard group ofPp ⊗ k is isomorphic toZ/2Z × (1 + zA), where
A = k[z]

z(p−1)/2

[
X, 1

X

]
is the affine ring of the moduli space, and 1+ zA ⊂ A× is a

multiplicative subgroup.

Finally we mention that in the tame case, it is likely that a little more work would
the expected results concerning the stack ofstableN -Potts curves, namely, that its modu

space isP1⊗Z
[ ζ+ζ−1

2 , 1
2N

]
. We will say no more than a word about this in 3.4. Concern

the stack of stablep-Potts curves overZ[1/2], similar questions arise but here the proble
are of course more complicated. It is clear that the work done in the present article m
tempting to ask what would stablep-Potts curves look like; if there is a 1-dimensional sta
of stableN -Potts curves even over characteristicsp |N ; what are the stable reductions
N -Potts curves in characteristicp, whenp divides a non-primeN . . . All this is left aside
for the time being.

Here is a short overview of the organization of the article. In the text, the o
of apparition of the results is actually rather different from the one above. The
section contains preliminaries on finite subgroups of the projective linear group P2.
The second section contains the computation of the automorphism groups of Potts
Here we make the essential observation that the good understanding of the stackPN over
Z[1/2N] is via the classical Hurwitz description of branched covers by the shape o
ramification. This leads us to start from a different definition for Potts curves, an
course we eventually show that the two coincide. In the third section, we treat the
of a compositeN : we compute the moduli space ofPN and the Picard group of its fibre
In the fourth section we extend the construction of the moduli space to the case of th
Pp with p prime. At last the fifth section is devoted to the study of the fibre ofPp atp.

Conventions
We will consider that every positive integer is prime to 0, so as not to make rep

particular cases when speaking of primality of an integer with the characteristic of a
The Euler function is denoted byϕ as usual. The cardinality of a finite setS is |S|. Finally,
in a moduleM over a commutative ringA, we will denote bym ∝ m′ the equality up to
multiplication by an invertible element ofA.

1. Preliminaries on Dickson’s theorem

There is no pretense to originality in the contents of this section, but the results
here could not be found in the literature. Because of their simplicity, proofs are some
elliptical, if not omitted. The reader may without prejudice skip this section and go str
to Section 2, referring to the results below when necessary.

In Section 2, in the course of the computation of the automorphism group of
curves over an algebraically closed fieldk of characteristicp = 2 (see 2.1.9 and 2.2.3
we will have to handle certain finite subgroups of PGL2(k). Recall from [17, Chapter 3
Theorem 6.17] that Dickson’s theorem for PGL2 takes the following shape:
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Theorem 1.1(Dickson).Letk be an algebraically closed field of characteristicp = 2. Any
finite subgroupG⊂ PGL2(k) is isomorphic to a subgroup among the following list:

• If p is prime to|G|,
(1) cyclic group, dihedral group, symmetricS4, alternatingA4 or A5.

• If p divides|G|,
(2) G=Q�C a semi-direct product of a normal, elementary abelian,p-SylowQ by

a cyclic group of order prime top,
(3) A5 if p = 3,
(4) PSL2(Fq) or PGL2(Fq) for q = ps , s � 1 integer.

In this section we classifyconjugationclasses instead of merelyisomorphismclasses.
We define an equivalence relation ink× by x ′ ∼ x ⇔ x ′ ∈ {x, x−1}. The correspondin
class is denoted[x]; the mapping[x] �→ x + x−1 is a set-theoretic injectionk×/∼ ↪→ k.
Finally letµ∗

n ⊂ k× be the set of primitiventh roots of unity (e.g.,µ∗
p = {1}).

Proposition 1.2.LetA ∈ PGL2(k) be an automorphism of finite ordern > 1. Then,

(i) Eithern is prime top, or equal top.
(ii) As an automorphism ofP1

k, A is conjugated tox �→ ζx, for someζ ∈ µ∗
n, when

(n,p)= 1, and tox �→ x + 1, whenn= p.
(iii) The setµ∗

n/∼ classifies conjugation classes of elements of ordern, and more
precisely,

ord(A)= n ⇔ there exists[ζ ] ∈ µ∗
n/∼ such that(

ζ + ζ−1 + 2
)
det(A)− tr(A)2 = 0.

Proof. We work with a representative in GL2(k), whose eigenvalues are given by t
characteristic polynomial asλ± = (tr(A)± δ)/2 with δ2 = tr(A)2 − 4 det(A). In PGL2(k),
only the class (for the relation∼) of the ratioζ := λ+/λ− is well-determined.

We have[ζ ] = 1 if and only if, up to homothety,A is conjugated to a unipotent matri
i.e. n = p and, as a homography,A is conjugated tox �→ x + 1. We have[ζ ] = 1 if and
only if A is conjugated to the diagonal matrix diag(λ+, λ−), and thenA has ordern if and
only if (n,p)= 1 and[ζ ] ∈ µ∗

n/∼. As a homography,A is conjugated tox �→ ζx.
For the claim in (iii), one needs just checking that

ζ + ζ−1 = tr(A)+ δ

tr(A)− δ
+ tr(A)− δ

tr(A)+ δ
= tr(A)2

det(A)
− 2. ✷

Examples 1.3.As particular cases of 1.2(iii), an elementA ∈ PGL2(k) has order 2
(respectively order 3, 4, 6 orp) if and only if tr(A)2 = i det(A) for i = 0 (respectively
i = 1, 2, 3 or 4).

Remark 1.4.Let ζ be a primitiventh root of unity (say as a complex number) andΦn the
nth cyclotomic polynomial (of degreeϕ(n)). For future use, we observe that(ζ + ζ−1)/2
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is integral overZ[1/2]. Indeed its minimal polynomial overQ is 2−ϕ(n)/2ψn(2t) where
ψn ∈ Z[t] is the monic polynomial such thatΦn(t) = tϕ(n)/2ψn(t + t−1). According to
(iii) of the proposition we define an automorphism of the projective line over the spec

of Z
[ ζ+ζ−1

2 , 1
2n

]
, of exact ordern on all the fibres, by the following matrix:

Mζ =
(
ζ + ζ−1 ζ + ζ−1 − 2

1 2

)
.

Corollary 1.5. Let q = ps for somes � 1. Then the order of an elementA ∈ PGL2(Fq)

dividesq − 1, q + 1, or p.

Proof. TakeA an element of ordern prime top. By Proposition 1.2, there existsζ ∈ µ∗
n

algebraic overFq , of degree at most 2, such thatA is conjugated tox �→ ζx. If ζ ∈ Fq , we
haveζ q−1 = 1. Else, the minimal polynomial ofζ overFq is

P =X2 +
(

2− tr(A)2

det(A)

)
X+ 1.

But P can also be writtenP = X2 − (ζ + ζ q)X + ζ q+1 with the Frobenius Fr(x) = xq ,
generating Gal(Fq2/Fq)= Z/2Z. Henceζ q+1 = 1 and we are done.✷
Corollary 1.6. There areq2 − 1 elements of orderp in PGL2(Fq), and they all belong to
PSL2(Fq). Moreover the set of fixed points of all orderp elements ofPGL2(Fq), acting on
P1(k), is P1(Fq).

Proof. Simple calculations. ✷
In the sequel we use the concise notation〈α(x)〉 for the subgroup generated by

homographyα ∈ PGL2(k).

Corollary 1.7. The cyclic and dihedral subgroups ofPGL2(k) are conjugated to:

(i)

{
Cn = 〈ζx〉 for (n,p)= 1 (anyζ ∈ µ∗

n),

Cp = 〈x + 1〉 for n= p.

(ii)

{
Dn = 〈ζx, 1

x
〉 for (n,p)= 1 (anyζ ∈ µ∗

n),

Dp = 〈x + 1,−x〉 for n= p.

Corollary 1.8. The subgroups ofPGL2(k) isomorphic toS4 (p = 2,3) are conjugated to

S4 =
〈
ix,

x + 1

x − 1

〉
� 〈
(1234), (12)

〉
.

Proof. Let ν :S4
∼−→ G be an isomorphism with values in a subgroup of PGL2(k);

a = ν(1234) and b = ν(12) generateG. Up to conjugation,a(x) = ix. A priori the



M. Romagny / Journal of Algebra 274 (2004) 772–803 777

hat

s

n

.
p,

se
involutionb can be writtenb(x)= (rx + s)/(tx − r); using the fact thatab = ν(134) has
order 3, we getr2 = st (see 1.3). Conjugation byφ(x) = rx/t leavesa invariant while
b maps to the desiredx �→ (x + 1)/(x − 1). To complete the proposition, one checks t
these two elements generate a subgroup isomorphic toS4. ✷
Corollary 1.9. The subgroups isomorphic toPGL2(Fq) are all conjugated to the
“standard” PGL2(Fq) corresponding to the field inclusionFq ↪→ k; the same result hold
for PSL2(Fq).

Proof. The standard PGL2(Fq) is generated by the following three elements:

e(x)= x + 1, f (x)= ux, g(x)= 1/x

whereu is any generator of the multiplicative groupF∗
q . Settingm= (q − 1)/(p− 1) then

v = um is a generator ofF∗
p ; in particularv is an integer modulop. Then we have a relatio

evf m = f me, it is just the homographyx �→ vx+v. Also it is immediate thatn := ord(eg)
is prime top.

Now let G be a subgroup of PGL2(k), andν : PGL2(Fq) → G be an isomorphism
Denotee = ν(e), f = ν(f ),g = ν(g) so thatG= 〈e, f,g〉. As f,g generate a dihedral grou
by the above result 1.7, with a first conjugation we can suppose thatf = f andg = g. The
above relations in PGL2(Fq) yield:

(†) ep = 1,
(††) evfm = fme,

(†††) (eg)n = 1.

Let us writee(x)= (ax + b)/(cx + d), then(†) reads(a + d)2 = 4(ad − bc) by 1.2. By
induction,

e
k(x)=

(
k+1

2 a − k−1
2 d

)
x + kb

kcx − k−1
2 a + k+1

2 d
.

We then write(††) explicitly and obtaina = d , andc = 0. At this point,e(x)= x + b/a.
Then by(†††) and 1.2 there existsλ ∈µ∗

n ⊂ F∗
q2 such that

(1+ λ)2a2 = −λb2.

As n divides q − 1 or q + 1 by 1.5, we haveλ + λ−1 ∈ Fq and soβ := (b/a)2 =
−(λ + λ−1 + 2) ∈ Fq . Finally we apply a conjugation byφ :x �→ bx/a, then G =
〈x + b/a,ux,1/x〉 is mapped to〈x + 1, ux,1/βx〉 = PGL2(Fq) as announced. The ca
of PSL2(Fq) is similar. ✷
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2. Potts curves and their automorphisms

In this section we describe Potts curves defined over an algebraically closed field,
looking at families (hence moduli) in the rest of the article. Let us make precise defin
before we start: in all what follows, by a curve over a schemeS we will mean a proper
flat morphismf :C → S whose fibres are projective, geometrically connected and
dimensional; also, except in 3.4, they will be assumed to be smooth. We recall that:

Definition 2.1. Let N � 3 be an odd integer. AnN -Potts curve is a smooth hyperellipt
curve of genusN − 1, which is a cyclic covering ofP1 of degreeN .

In Section 2.1 whereN is prime to p, we have three main goals: showing t
equivalence between two different definitions of Potts curves (2.1.5), giving a mo
invariant (2.1.7), and computing automorphism groups (2.1.9 and 2.1.10). In Secti
wherep dividesN , we also define an invariant and compute the automorphism grou
turns out to be simpler).

2.1. Tame case

In this case, the curves we are dealing with can be described like in the classical H
setting, i.e., as maps toP1 with prescribed ramification. This is our starting point; it leads
to change Definition 2.1. Recall that if a finite groupG acts faithfully on a smooth curveC
over a field of characteristicp, such that|G| andp are coprime, then the stabilizer of a fix
point is cyclic and its natural representation in the cotangent space of the point is fa
This gives rise to theHurwitz ramification datum, i.e., the list of all the correspondin
characters at the fixed points.

Let N � 3 be an odd integer. SetG = Z/NZ, and assume that a generator forG,
denotedg, has been chosen once for all. In the character groupĜ � G, we define
an equivalence relation byχ ′ ∼ χ if and only if χ ′ ∈ {χ,χ−1}. Denote by[χ] the
corresponding class.

Definition 2.1.1.Let k be an algebraically closed field of characteristicp prime to 2N .

(i) An N -Potts curve of type[χ] over k is a curveC together with a faithful action
ρ :G ↪→ Autk(C) such thatC/G has genus 0, with four ramification points all wi
stabilizer equal toG, and Hurwitz ramification datum{χ,χ,χ−1, χ−1}. An N -Potts
curve is anN -Potts curve of type[χ] for some[χ].

(ii) An isomorphism between two Potts curvesC, C′ is aG-equivariant isomorphism o
algebraic curvesϕ :C ∼−→C′.

Remarks 2.1.2.

(i) The actionρ being determined byσ = ρ(g), a Potts curve will be denoted(C,σ ). If
(C,σ ) and(C′, σ ′) are isomorphicN -Potts curves then[χ] = [χ ′].
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(ii) Of course, from now up to 2.1.5 it is this definition that applies rather t
Definition 2.1.

(iii) If σ acts viaχ on the cotangent spacema/m2
a, thenχ is determined by the root o

unity ζ := χ(σ). Hence, the quantityζ + ζ−1 is attached toC, and equivalent to[χ].

Hyperellipticity
Let (C,σ ) be anN -Potts curve. By the Riemann–Hurwitz formula, we get the ge

g(C) = N − 1. Notice that a birational equation can easily be drawn from the defini
by Kummer theory, the function fieldk(C) is generated, as an extension of the ratio
function fieldk(x), by a singlet ∈ k(C) such thattN ∈ k(x), i.e.,

tN = (x − a)(x − b)

(x − c)(x − d)
(1)

according to the ramification. Substitutingt/(x − c)(x − d) to t we get

tN = (x − a)(x − b)(x − c)N−1(x − d)N−1

whereσ acts byt �→ ζ t for someζ . Now in Autk(P1) there is one and only one subgro
isomorphic toZ/2Z × Z/2Z, generated by involutions that interchange the four po
a, b, c, d (see [14, §1, Lemma 2]), namely

τ0 :

{
a↔ b,

c↔ d,
µ0 :

{a↔ c,

b↔ d,
τ0µ0 = µ0τ0 :

{
a↔ d,

b↔ c.

In order to make the link between 2.1.1 and Definition 2.1 we must build a hypere
involution fromτ0 and for that we need to recall the following classical construction:

2.1.3.It is known how to describe a tame cyclic covering of curves (or even, familie
curves) in terms of invertible sheaves on the base. A perfect exposition is recalled
so we just give a sketch here. Forn � 2, let S be a scheme withn ∈ O×

S , andζ ∈ OS

a primitiventh root of unity. LetX → S be a smooth curve, andσ an S-automorphism
of ordern. By smoothness the quotient morphismf :X → Y = X/σ is finite flat. By
the assumption of invertibility ofn, there is a decompositionf∗OX =⊕n−1

j=0 Lj with Lj
equal to theζ j -eigenspace for the action ofσ . TheLj are invertible sheaves, and t
multiplication inf∗OX gives injective mapsLi ⊗ Lj → Li+j (i + j is read modulon).
In particular, asσn = id, we getLn

1
� OY (−D) whereD is the effective Cartier branc

divisor off .
Conversely, givenL = L1 and a global sections whose divisor of zeroes isD (so s

is determined up to a global invertible section), we can reconstruct theLj and endow
A =⊕n−1

j=0Lj with a product mapping(7, 7′) ∈ Lj ×Ln−j to s77′ ∈ OY , and we recove
X = Spec(A).

As a conclusion, we can consider the datum of anS-curveX with an automorphism
of order n as being equivalent, up to isomorphism, to that of a triple(Y,L, s) where
L ∈ Pic(Y ) ands is a global section ofL−n. Furthermore there is an obvious functorial
in (Y,L, s): for a map(Y ′,L′, s′)→ (Y,L, s) given by an affineS-morphismα :Y ′ → Y
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and a mapβ :L→ α∗L′ respecting the sections, there is an induced morphismh :X′ →X

with σh= hσ ′.
Back to our situation, the action ofσ on the Potts curveC is described byL = O(−2)

ands = (X− a)(X− b)(X− c)N−1(X− d)N−1. Clearlyτ0 gives an automorphism of th
triple (P1,L, s), hence lifts to an automorphismτ :C →C.

Moreover,τ satisfiesτστ−1 = σ . Also we have thatτ2 = σj for somej ∈ Z/NZ,
because it induces the identity onP1. But 2 being invertible moduloN , we may write
j = 2k, and then, changingτ into τσ−k if necessary, we can assume thatτ2 = 1.

As for µ0, things are slightly different because it exchangesa, c andb, d . Let s′ be
the section(X − c)(X − d)(X − a)N−1(X − b)N−1 of L = O(−2), thenµ0 gives a map
between(P1,L, s) and(P1,L, s′). The last triple gives rise to the same curveC of course,
but with the automorphismσ−1. Soµ0 lifts to µ :C →C such thatσ−1µ= µσ . As above,
we may changeµ so as to haveµ2 = 1; thenµ andσ generate a group isomorphic to t
dihedral groupDN .

Proposition 2.1.4.C is hyperelliptic, andτ is the hyperelliptic involution.

Proof. Using the fact thatN and 2 are coprime, it is immediate that a point inC is fixed
by τ if and only if its image inC/σ is fixed byτ0. But the supports of the ramificatio
loci for the quotients byτ andσ (i.e., their fixed points) are disjoint, because their ima
in C/σ are already. Hence we get 2N fixed points forτ , namely all the preimages of th
fixed points ofτ0. They form twoσ -orbits. Applying the Riemann–Hurwitz formula to th
quotientC → C/τ of degree 2:

2(N − 1)− 2 = 2(2gC/τ − 2)+ 2N

we havegC/τ = 0, as desired. ✷
Proposition 2.1.5.Definitions2.1and2.1.1are equivalent.

Proof. It only remains to prove the implication “2.1⇒ 2.1.1”. But once again, usin
oddness ofN , a point inC is fixed byσ if and only if its image inC/τ is fixed byσ0
(the morphism induced fromσ ), and then the stabilizers are equal. An automorphism
P1 of orderN has two fixed points with full stabilizer, and ramification characters inve
to each other. As the ramification loci forσ andτ are disjoint, the two points lifted inC
give four fixed points with stabilizerG= Z/NZ as in 2.1.1, and with the expected Hurw
ramification datum. ✷
Remark 2.1.6.By the way, in [14], the definition chosen for Potts curves is a mix betw
ours: there, anN -Potts curve is a hyperelliptic curve of genusN − 1, with an orderN
automorphism having exactly 4 fixed points.

Automorphisms
We will now compute the automorphisms of Potts curves (the results will be com

after Proposition 2.2.3). It should be said that similar computations of automorp
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groups can be found in the literature, for example for general hyperelliptic curv
characteristic 0 (in [6]) or for curves that occur as cyclic coverings ofP1 of degree prime
to the characteristic (in [10]).

Using the quotient byτ we can get another affine equation for a Potts curveC. As
a matter of fact,σ induces onC/τ � P1 an automorphism conjugated tox �→ ζx. The
branch locus ofτ is composed of two orbits ofσ , i.e., {ζ jα} ∪ {ζ jβ} for 0 � j �N − 1,
for certainα,β with α,β and 0 all distinct. The corresponding equation is

y2 = (
xN − αN

)(
xN − βN

)= x2N +AxN +B. (2)

We can recover (1) with the choice of a rational parameter for the conicy2 = u2 +Au+B
(e.g., with the coordinatesz= (y + √

B)/xN andt = x/((2
√
B )1/N), the equation istN =

(z− λ)/(z2 − 1) with λ = −A/(2√
B)). The automorphismsσ, τ,µ have the following

expressions on model (2):

σ(x, y)= (ζ x, y); τ (x, y)= (x,−y); µ(x, y)=
(
B1/N

x
,

√
By

xN

)
.

Let us define a modular invariantj = B/(A2 − 4B) = 0 for a curve with Eq. (2). As is
expected,

Proposition 2.1.7. Two Potts curves(C,σ ) and (C′, σ ′) of invariants j and j ′ are
isomorphic if and only ifj = j ′ and[χ] = [χ ′].

Proof. Let ϕ :C → C′ be an isomorphism withσ ′ϕ = ϕσ . It induces a map̃ϕ :C/τ →
C′/τ ′ on the quotients. Moreover, Proposition 1.2 says that for an automorphism ofP1 of
order prime top, there is a unique coordinatex onP1 (up to∼) such that the automorphis
is a homothety. So if we consider equations of type (2) forC andC′, thenG-equivariance
reads either̃ϕ(ζx)= ζ ϕ̃(x), or ϕ̃(ζ x)= ζ−1ϕ̃(x). In the first case we find̃ϕ(x)= λx for
someλ, whenceA′ = λNA,B ′ = λ2NB andj = j ′. In the second case we find̃ϕ(x)= λ/x

for someλ, whenceA′ = λNA/B, B ′ = λ2N/B andj = j ′.
Conversely, assume thatj = j ′ and[χ] = [χ ′] with C andC′ given by Eq. (2). Then

χ ′ = eitherχ or χ−1. If χ ′ = χ chooseλ such thatA′ = λNA andB ′ = λ2NB; then
ϕ : (x, y) �→ (λx,λNy) is aG-isomorphism fromC to C′. If χ ′ = χ−1 chooseλ such
thatA′ = λNA/B andB ′ = λ2N/B; thenϕ : (x, y) �→ (λ/x,

√
B(λ/x)Ny) answers the

question. ✷
Remark 2.1.8.Via j , there is a 1–1 correspondence between isomorphism classesN -
Potts curves and the sum ofϕ(N)/2 copies ofA1 − {0}. Indeed, for fixed[χ] andj = 0,
a curve with invariantj is given by the equationy2 = x2N + (1 + 4j)xN + j (1 + 4j) if
j = −1/4, or byy2 = x2N − 1 if j = −1/4.

We are now in position to compute the automorphism groups of Potts curves, usi
results of Section 1. On the way, we provide a correction to [14, Section 2, Proposit
where the case ofj = −1/4 was forgotten.
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Theorem 2.1.9.Let N � 3 be an odd integer, andk an algebraically closed field o
characteristicp prime to2N . Let (C,σ ) be anN -Potts curve. Then the automorphis
group of the curveC (alone) is the following:

(i) If p = 3,5, N = 3, j = −1/54, thenAutk(C)= S̃4, the representation group ofS4
where the elements corresponding to transpositions have order2, see[17, Chapter 3,
§2, (2.21)].

(ii) If p > 0, 2N − 1 = q is a power ofp, j = −1/4 (including the caseN = 3, p = 5,
j = −1/54), letR ⊂ F×

q2 be the subgroup of square roots of elements ofF×
q , then

Autk(C)= PGL2(Fq)×F
×
q
R

(the product is fibered with respect to the determinant and the square mapR→ F
×
q ).

(iii) In all other cases, ifj = −1/4 thenAutk(C)= (Z/2Z)× DN , and if j = −1/4 then
Autk(C)= (Z/2Z)× D2N .

Proof. From now on we will denote byOΓ (x) the orbit of a pointx under the action o
a groupΓ , andΓx its stabilizer. We know thatτ has order 2 and is normal in Aut(C)
(because of the uniqueness of the hyperelliptic involution), hence it is central. D
G= Aut(C)/〈τ 〉 so that there is a central extension

1 → 〈τ 〉 → Aut(C)→G→ 1. (3)

Whenf ∈ Aut(C), f0 denotes its image inG. Denote byΣ =Oσ0(α)∪Oσ0(β) the set of
the 2N branch points ofτ , then by 2.1.3,G can be identified with the subgroup of Aut(P1)

of the homographies stabilizingΣ . What we shall do is to determineG thanks to Dickson’s
list, and then find the class of the corresponding extension.

Notice that (Z/2Z) × DN � 〈τ, σ,µ〉 ⊂ Aut(C) so thatG contains a subgrou
isomorphic to DN . Also G acts transitively onΣ , becauseDN already does, an
consequently

∀s ∈Σ, 2N = ∣∣OG(s)∣∣= |G| / |Gs|.
Now, in four steps we read through the list in Dickson’s theorem to find all possibleG’s.
Before, we observe that we can allow conjugations ofG in PGL2(k) since it is just a chang
of variable onx in Eq. (2), so it does not changeC up to isomorphism. That is why from
Step 2 on, we shall identifyG with the representatives given in Corollaries 1.7, 1.8, 1.

Step 1.The groups that can not appear.

First of all, neither the cyclic groups norA4 possess dihedral subgroupsDN , so they
are ruled out. Now, let us see that the occurrence ofG� A5 is also impossible. The onl
dihedral subgroups inG areD3 andD5, whenceN = 3 or 5. AssumeN = 3; then we mus
haveGs � D5 for somes ∈Σ , because it is a subgroup ofA5 with 10 elements. Denot
H := 〈σ0,µ0〉 � D3; then one can show thatGs ∩H � Z/2Z, and then there must be inH
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a non trivial automorphism with a fixed point inΣ . This is a contradiction. WhenN = 5,
just interchange the roles ofD3 andD5 (the former stands forGs , the latter forH ), and the
argument carries on. Also, note that this is true for anyp (cases (1) and (3) of Dickson
Theorem 1.1).

Finally, a group of typeQ�C (case (2)) can not containDN with (N,p)= 1.

Step 2.The case ofG= PSL2(Fq) or PGL2(Fq), q = ps .

We proceed in three substeps.
(a) We show thatΣ coincides with the set of fixed points of orderp elements ofG. Let

Q be ap-Sylow of the stabilizerGα , it is also ap-Sylow ofG. If g ∈G has orderp, then
it belongs to somep-SylowQ′. All Sylow subgroups are conjugated inG, soQ′ = tQt−1

andg fixes t (α) ∈Σ . Conversely, ifs ∈Σ , thenGs contains ap-Sylow ofG, hence an
element of orderp. By Corollary 1.6,Σ = P1(Fq); in particular, 2N = |Σ| = q+1. In the
sequelφ ∈ Fq2 is a 2N th root of unity such thatζ = φ2; observe thatφ+φ−1 andζ + ζ−1

both belong toFq .
(b) We work out the curve and the group structure of Aut(C). By (a) we get the

birational equationy2 = xq − x with genus(q − 1)/2 = N − 1. Clearly PGL2(Fq) ⊆ G

since it stabilizesP1(Fq). A priori G could be bigger, however the only subgroups
PGL2(k) containing PGL2(Fq) are isomorphic to PSL2(Fq ′) or PGL2(Fq ′), but then
q ′ = 2N − 1 = q and henceG= PGL2(Fq). In particular the group PSL2(Fq) is ruled out.
Moreover, for an elementγ = (

ab
cd

)
andδ such thatδ2 = det(γ ), there is an automorphism

fγ,δ(x, y)=
(
ax + b

cx + d
,

δy

(cx + d)(q+1)/2

)
.

This is the fiber product structure stated in the theorem. We can now check that
indeed a Potts curve by giving an element of orderN in PGL2(Fq). For this just conside
the matrixMζ of 1.4.

(c) At last we compute the invariant. In order to do this the quickest way is to notice
Σ = P1(Fq) is mapped to the 2N th roots of unity via the following transformation

γ (x)= −x + 1+ ζ−1

x − 1− ζ
.

Indeed,u= ∞ maps to−1 and foru ∈ Fq one has

γ (u)2N = γ (u)q+1 =
(−uq + 1+ ζ−q

uq − 1− ζ q

)(−u+ 1+ ζ−1

u− 1− ζ

)
= 1

using thatuq = u andζ q = ζ−1. With the new variablev = γ (x) we get an equation

w2 = vq+1 − 1

and the invariant isj = −1/4.
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Step 3.The case ofG= S4 = 〈ix, (x + 1)/(x − 1)〉 ( for N = 3, see Corollary1.8).

This case can happen only ifp = 3, cf. Theorem 1.1. Fix
√
i a 8th root of unity andi its

square. With the notations of Proposition 1.8,x �→ ix is ν(1234) andx �→ x+1
x−1 is ν(12).

Applying a permutation on{1,2,3,4} if necessary, we identifyσ0 andµ0 with ν(123) and
ν(12), respectively. Fors ∈Σ , its stabilizerGs has cardinal 4, hence it is cyclic becau
two commuting involutions ofP1 never have a common fixed point. We can chooses so
thatGs is generated bya0(x)= ix.

Now a0 can not have a single fixed point lying inΣ , because else it would act freely o
Σ − {s}, and hence its order would divide 2N − 1 = 5. So the two fixed points{0,∞} are
in Σ . TheG-orbit of {0,∞} is {0,∞,±1,±i} =Σ . We can now give an equation

y2 = x
(
x4 − 1

)
with the automorphisms

a(x, y)= (
ix,

√
iy
)
, σ (x, y)=

(
−i x − 1

x + 1
,

2
√

2iy

(x + 1)3

)
,

µ(x, y)=
(
x + 1

x − 1
,

2
√

2y

(x − 1)3

)
, λ(x, y)=

(
−x − 1

x + 1
,

2
√

2y

(x + 1)3

)
.

After after a conjugation changingσ0 into x �→ jx (j ∈ µ∗
3) we obtain the “Potts” equatio

y2 = (x3 − (2 + √
3)3)(x3 + 1). It allows to compute the invariantj = −1/54 but is less

workable for the determination of the class of the extension (3). It can happen thatG� S4
only if G is PSL2(Fq) or PGL2(Fq), and we know that this impliesq = 2N − 1 = 5.
When p = q = 5, we have−1/54 = −1/4, and according to what was done befo
G= PGL2(F5).

Now let us check, referring to the definition in [17, Chapter 2, §9, Definition 9.10],
Aut(C) is a representation group ofS4. This is the last step to prove (i) in the theore
as it is quite technical and not needed in the sequel we remain sketchy. We ado
notations of [17]. DenoteH = Aut(C) andZ = 〈τ 〉. AssumeL is a proper subgroup o
H such thatH = ZL, then[H : L] = 2, L ∩ Z = 1, henceH = Z × L does not contain
any element of order 8, contradicting the existence ofa. Furthermore, denote byM(G)
the Schur multiplier, then|Z| = |H ′ ∩ Z| = 2 = |M(G)| by checking thatτ = [µ,λ] is a
commutator. Third, obviously,|H | = |G|.|M(G)|. Then the result follows by [17, Chap
ter 3, §2, (2.21)].

Step 4.The dihedral caseG= DM = 〈εx,1/x〉, ε ∈µ∗
M , forN |M, see Corollary1.7.

It is the last possibility. Forw ∈ P1 its DM -orbit is{
w,εw, . . . , εM−1w,1/w, . . . ,

(
εM−1)/w}.

This has cardinal 2 ifw = 0 or ∞, 2M if w is in general position, andM if w is one of
±√

εj . We conclude that, in general,M =N ; M = 2N occurs when the points of the orb
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are vertices of a regular 2N -gon, yielding the equationy2 = x2N − 1. The invariant is then
j = −1/4, andσ0 has a “root”

√
σ0(x)= ζ2N x. ✷

Corollary 2.1.10.For all N,p, the group of automorphisms of(C,σ ) is:

j = −1/4: Autk(C,σ )= (Z/2Z)× (Z/NZ),

j = −1/4: Autk(C,σ )= (Z/2Z)× (Z/2NZ).

Proof. The only non-obvious case is (ii) of the theorem. We keep the notations of S
in the proof of the theorem. It suffices to check that the centralizerZ of σ0 in PGL2(Fq)

is cyclic of order 2N . It is cyclic because, after a conjugation changingσ0 into x �→ ζx, Z
maps to a finite subgroup ofGm. It has order� 2N = q + 1 by Corollary 1.5, observin
thatσ0 is a power of a generator ofZ. Finally it has order exactly 2N because there is i
PGL2(Fq) an explicit square root forσ0. Indeed, ifσ0 is given as above by the matrixMζ

of 1.4, whose Cayley–Hamilton polynomial isX2 − (ζ + ζ−1)X + (ζ + ζ−1), one finds
thatMζ + (φ + φ−1) id has a square equal toMζ in PGL2(Fq). ✷
2.2. Wild case

Now we studyN -Potts curves whenp | N . The ground fieldk is still assumed to be
algebraically closed, of characteristicp > 0. Here it is Definition 2.1 that applies: th
ramification data of Definition 2.1.1 do not make sense any more. As usualσ stands for
the given automorphism of orderN andτ is the hyperelliptic involution. Observe that if w
have an isomorphismϕ :C → C′ between two Potts curves withϕσ = σ ′ϕ, then it follows
from unicity of the hyperelliptic involution that we also haveϕτ = τ ′ϕ.

As a matter of fact it is not so clear that such curves exist. Let(C,σ, τ ) be anN -Potts
curve with arbitraryN multiple ofp. Thenσ induces an automorphism of orderN on the
quotientC/τ � P1. By Proposition 1.2, the only possible case is

N = p,

and the induced automorphismσ0 is x �→ x+ 1 up to conjugation. As in Proposition 2.1.
it is easy to count 2p fixed points for the hyperelliptic involutionτ , they form two orbits
of σ ( just lift the 2 fixed points of the involution induced onC/σ ). The corresponding
affine model is

y2 = (
xp − x

)2 +A
(
xp − x

)+B (A,B ∈ k). (4)

Hence, there existN -Potts curves withp |N exactly whenN = p. In that case we defin
a modular invariant by

j = 1

A2 − 4B
.
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Proposition 2.2.1.Twop-Potts curves(C,σ, τ ) and(C′, σ ′, τ ′) of invariantsj andj ′ are
isomorphic if and only ifj = j ′.

Proof. Let ϕ :C → C′ be an isomorphism withσ ′ϕ = ϕσ . It induces a map̃ϕ :C/τ →
C′/τ ′ on the quotients. Moreover, again by 1.2 we can assume that bothσ andσ ′ are
x �→ x + 1. So if we consider equations of type (4) forC andC′, thenG-equivariance
readsϕ̃(x + 1) = ϕ̃(x) + 1. It follows that ϕ̃(x) = x + t and from this we deduce tha
A′ =A+ 2(tp − t) andB ′ = B + (tp − t)A+ (tp − t)2, and thenj ′ = j .

Conversely ifj ′ = j then the choice of a roott ∈ k of tp − t = (A′ − A)/2 satisfies
alsoB ′ = B + (tp − t)A + (tp − t)2. This ensures thatϕ(x, y) = (x + t, y) defines an
equivariant isomorphism betweenC andC′ with Eqs. (4). ✷
Remark 2.2.2.Here, contrary to the tame case (compare with 2.1.7) there is no num
invariant such as[χ] but only a continuous one. The computation of the moduli spac
both cases will enlighten this in the next sections.

At last we compute the automorphism group ofp-Potts curves. Let(C,σ, τ ) be given
by Eq. (4). Letr, s be the roots ofT 2+AT +B, andα (respectivelyβ) a root ofT p−T −r
(respectivelyT p − T − s), so that (4) reads

y2 = (
xp − x − r

)(
xp − x − s

)=
p−1∏
i=0

(x − α+ i)

p−1∏
i=0

(x − β + i).

We have the following automorphisms:

σ(x, y)= (x + 1, y); τ (x, y)= (x,−y); µ(x, y)= (α + β − x, y).

Proposition 2.2.3.Let (C,σ, τ ) be ap-Potts curve, thenAutk(C) � (Z/2Z) × Dp and
Autk(C,σ, τ )� (Z/2Z)× (Z/pZ).

Proof. It is still true (cf. Theorem 2.1.9) that

(i) τ is of order 2, normal and central,
(ii) G = Aut(C)/〈τ 〉 is the subgroup of Aut(P1) of homographies stabilizingΣ =

Oσ0(α)∪Oσ0(β),
(iii) Dp ⊂G and 2p= [G :Gx ], ∀x ∈Σ .

LetQ be ap-Sylow ofG containingσ0; by Dickson’s theoremQ is elementary abelian
Assume thatQ has order more thanp, then there existsθ ∈Q commuting withσ0, hence
θ(x)= x+ u, with u /∈ Fp. Moreoverθ stabilizesΣ , and exchanges the orbitsOσ0(α) and
Oσ0(β) sinceu /∈ Fp. Therefore

(∃i, j ∈ Fp)

{
α+ u= β + i,

β + u= α+ j
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which impliesu= (i + j)/2 ∈ Fp , a contradiction. ConsequentlyQ = 〈σ0〉; we can now
read through the list in Dickson’s theorem.

If G= PSL2(Fp) or PGL2(Fp), thenGα has order(p2 − 1)/d with d = 2 or 4. This is
prime top, henceGα est cyclic, but this contradicts Corollary 1.5.

The only remaining possibility isG = Q � C = 〈σ0〉 � 〈ϕ〉, becauseA5 is ruled out
by the same arguments as in the case(N,p) = 1. The order ofϕ, denoted 2m, is prime
to p; changing the pointα in the orbit if necessary, we can assume that its stabiliz
Gα = 〈ϕ2〉. AsQ is normal,ϕ−1σ0ϕ = σ70 for some7 ∈ F∗

p, from which we deduce tha

ϕ(x) = 7−1x + b for someb ∈ k. As ϕ2 fixes α, we derive(72 − 1)α = 7(7 + 1)b. If
7+ 1 = 0 it impliesϕ(α)= 7−1α + b = α; so7= −1,ϕ2 = 1 andm= 1. ✷

We see that the remarkable symmetry previously obtained whenj = −1/4 does
not occur here in characteristicp. In particular, this implies that thep-Potts curve in
characteristic 0 with invariantj = −1/4 can not have good reduction in characteristicp,
i.e., that any model ofC over a discrete valuation ring of residue characteristicp will have
a singular special fibre.

This can be seen also directly as follows. LetR be a discrete valuation ring,K its
fraction field,k its residue field,ζ ∈ R a pth root of unity. Assume that char(K) = 0
and char(k) = p > 0. Let C be theK-curve with invariantj = −1/4, with equation
y2 = x2p −1. Letf :C → P1 be the hyperelliptic map and Br= Br1 ∪Br2 ⊂ P1 its branch
locus, i.e., Br1 = {1, ζ, . . . , ζ p−1} and Br2 = −Br1. Consider the minimal modelE of
(P1,Br) as a marked curve, possibly after a finite extension ofR. The special fibreEk is
a chain of three projective lines, with the two tails marked by Br1 and Br2 respectively.
Let C be the normalization ofE in the function field ofC. On the special fibreC has,
over each tail ofEk, a component which is a hyperelliptic curve of genus(p − 1)/2. As
(p− 1)/2+ (p− 1)/2= p− 1 = g(C), the curveC is semistable and the stable model
C is obtained by blowing-downs inC. ThusC has bad reduction.

3. The stackPN whenN is composite

LetN � 3 be a non-prime integer fixed in the whole section. Letk be an algebraically
closed field of characteristicp = 2. We established in the previous section that when
p is prime toN , there is a bijection between isomorphism classes ofN -Potts curves and
a sum ofϕ(N)/2 copies of the affine punctured lineA1∗ := A1 − {0} over k (see 2.1.8)
Furthermore whenp dividesN we saw in 2.2 that there are no Potts curves at all. We

show (Theorem 3.2.1) that the coarse moduli space of the stackPN is A1∗ ⊗ Z
[
ζ+ζ−1

2 , 1
2N

]
(which indeed splits as a disjoint sum over any field containing theN th roots of unity).
Here a couple of remarks are in order:

(i) To be more precise, in all what follows, whenever we writeZ[1/2, ζ ] we mean the

ring of cyclotomic integers, and whenever we writeZ
[
1/2, ζ+ζ

−1

2

]
, we mean its ring

of invariants underζ �→ ζ−1. In other words, the former ring isZ[1/2][X]/(ΦN) and
the latter isZ[1/2][X]/(ψN)whereΦN andψN are the cyclotomic polynomials of 1.4
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(ii) It will become clear while reading that everything in this section applies equally
to the tame stackPp ⊗ Z[1/2p] whenN = p is prime.

As an immediate consequence we have a result of good reduction (3.2.2). In 3
compute the modular Picard group of the fibres of the stackPN . At last we determine
topologically the stable curves that are involved as stable limits in the proce
compactification of the moduli space ofPN , in 3.4.

3.1. Preliminaries

Definition 3.1.1. Let S be a scheme overZ[1/2]. An N -Potts curve overS is a triple
(C,σ, τ ) composed of a smooth projectiveS-curve, and two automorphisms,σ :C → C

of orderN andτ :C → C of order 2, such that the geometric fibers are Potts curves i
sense of Definition 2.1.

It follows from standard arguments that the stackPN of N -Potts curves is a separat
Deligne–Mumford stack overZ[1/2]. Also, asN is non-prime, for anyN -Potts curve
overS, the baseS factors through Spec(Z[1/2N]) (as we saw in 2.2). Then it seems th
we might as well use:

Definition 3.1.2.Let S be a scheme overZ[1/2N]. An N -Potts curve is a proper smoo
morphism of schemesf :C → S, together with anS-automorphismσ :C →C of orderN ,
such that the geometric fibers(Cs, σs) are Potts curves in the sense of Definition 2.1.1.

This gives a much better understanding of the stack, so we will work with this defin
However, it raises the ambiguity of the existence ofτ , which we now wipe out. Le
f :C → S be a Potts curve overS in the sense of Definition 3.1.2 (remark: the type[χ] is
locally constant overS).

Lemma 3.1.3.There exists an involutionτ :C →C such thatf :C → S becomes a family
of hyperelliptic curves(in the sense of[9, Definition 5.4 and Theorem 5.5]).

Proof. Let G = 〈σ 〉. As C is projective overS, the quotientD = C/G exists; by
smoothness the quotient mapπ :C →D is finite flat of degreeN . AsN ∈O×

S its formation
commutes with base change (see [8, A7.1.3.4]), as is also the case for the branc
B = π∗(CG). In particularD is a P1-bundle overS andB is étale and finite of degree
overS. We may localize (in théetale topology) as much as desired, because by unicit
hyperelliptic involution will exist globally.

Hence we may assume thatS = Spec(R) is affine, thatD = P1
R, andB is a sum of four

disjoint sectionsα,β, γ, δ. Write the sections asα = (a1 : a2), . . . , δ = (d1 : d2). We define
a linear transformation ofD by the matrix

τ0 =
[

a1b1c2d2 − c1d1a2b2 a1c1d1b2 + b1c1d1a2 − a1b1c1d2 − a1b1d1c2
]

(a1b2 + a2b1)c2d2 − (c1d2 + c2d1)a2b2 −(a1b1c2d2 − c1d1a2b2)
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(we mimic the expression in the case where the base is a field). Its determinant de(τ0)=
−(a1c2 − a2c1)(a1d2 − a2d1)(b1c2 − b2c1)(b1d2 − b2d1) is indeed invertible, as is clea
fibrewise, andτ0 is involutive because of the vanishing of the trace (cf. 1.3). We must
lift it to C. By 2.1.3 the cyclic coveringπ :C →D = P1

R is described byL �O(−2) and
a global sections of LN , with LN � O(−D) whereD = α + β + (N − 1)γ + (N − 1)δ.
By constructionτ0 respects the data(L, s), hence it lifts to an automorphismτ of C with
τσ = στ . As in the case of a single Potts curve, we can assumeτ2 = id. This completes
the proof. ✷
3.2. The moduli space

We now compute the moduli space ofPN . The proof below will in fact give a
concrete expression ofPN as a quotient stack of an open subset in the affine 3-s
of homogeneous polynomials of the formH(X,Z)= UX2N + AXNZN + BZ2N by the
action of the group(Gm)

2. The firstGm factor acts simply (and freely) by multiplicatio
and the second factor acts byλ.H(X,Z) := H(λX,Z) (this is just the isomorphism
relation between Potts curves, see Proposition 2.1.7). This description is at least
correct over an algebraically closed field. Being rather interested in the arithmeti
reduction of the moduli space, we will not insist on this aspect. Hence we will show:

Theorem 3.2.1.The moduli space ofPN is A1∗ ⊗ Z
[
ζ+ζ−1

2 , 1
2N

]
.

To avoid heavy notations we will writeP for A1∗ ⊗ Z
[
ζ+ζ−1

2 , 1
2N

]
. We split the proof

into two steps:

Step 1.We build the morphism to the moduli space.

Here again we will worḱetale locally onS, and take care that the construction of
morphism is canonical enough so that it descends. Notations are as above. By 3.1.3
an involutionτ ∈ AutS(C). ThenE = C/τ is aP1-bundle overS, we denote byr :C →E

the natural projection and byq :E→ S the structure morphism. Asσ commutes withτ it
induces an automorphism of orderN onE. The divisor of fixed pointsT =Eσ is anétale
cover of degree 2 ofS, étale locally it is a sum of two disjoint sections∆+∆′. Choosing
one of the two (say∆) defines an invertible sheafO(∆) of degree 1. We may call itO(1)
and thenE � P(V ) with V = q∗O(1). By disjointness, ifL andM are the restriction
of O(1) to ∆ and∆′ respectively (viewed as sheaves onS), thenV splits asL⊕M. By
construction the action ofσ is now diagonal, given by multiplication by two invertib
global sectionss, t ∈ Γ (S,OS)

×. We can normalize by changingV into V ⊗L−1, so that
L= OS ands = 1. Then asσ has orderN , t is a primitiveN th root of unity.

Now let us consider the double coverr :C → E. It is described by the decompositio
r∗OC = OE ⊕ L and by a “Weierstrass” sectionθ ∈ Γ (E,L−2), well determined up to
an element ofΓ (E,O×

E) (see 2.1.3). SinceL−1 has degreeN on the fibres, we hav
L−1 � O(N)⊗ q∗K for someK ∈ Pic(S). Also asθ|∆ is everywhere nonzero (the fixe
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henceL−2 �OE(2N). Consequently we can identifyθ with aσ -invariant section of

Γ
(
E,OE(2N)

)= Γ
(
S,Sym2N(V )

)=
2N⊕
j=0

Γ
(
S,Mj

)
.

The most convenient writing is to use global coordinatesX,Z on P(V ), with sayX
corresponding toM. Thenθ ∈ Γ (S,OS ⊕MN ⊕M2N), soθ ∝H =UX2N +AXNZN +
BZ2N for some sectionsU,A,B of OS , MN andM2N respectively (recall that∝ means
equality up to an invertible element). Looking locally on the fibers, one sees thatU is
invertible. Finally note that the smoothness of the fibres ofC/S requires that the sectionθ
has no multiple zero (on all fibres). This means that neitherB norA2−4UB vanish, hence
there is a well-defined sectionj = UB/(A2 − 4UB) ∈ Γ (S,OS)

×. The assignment
F(ζ )= t andF(X)= j give a mapF :Z[ζ, 1

2N ][X,X−1] → Γ (S,OS)
×.

Now we proceed to check the independence of this map with respect to the c
made. In fact the only place where there is a different possibility is the choice∆
rather than∆′. Choosing∆′ is equivalent to exchanging the coordinatesX,Z on P(V ),
so clearlyj is unchanged. Howevert is changed intot−1; so in any case if we se
F(ζ + ζ−1)= t + t−1 then the map

Z

[
ζ + ζ−1

2
,

1

2N

][
X,X−1]→ Γ (S,OS)

×

is independent of the choice. Eventually we have a mapS → A1∗ ⊗ Z
[ ζ+ζ−1

2 , 1
2N

]= P . It
is clear that the construction is functorial, providing a morphismΦ :PN → P .

Step 2.We check the properties of the moduli space.

Recall that we must check two things: first, that for any geometric point Spec(k)→
Spec(Z[1/2]), the morphismΦ induces a bijection between isomorphism classes inPN(k)
andP(k). If the characteristic ofk dividesN then it is clear because both are empty, a
else this is exactly 2.1.8 (observe thatP ⊗k splits asϕ(N)/2 copies ofA1∗(k)). The second
thing is to see that every map fromPN to an algebraic space factors throughP . This can be
done as in [12], using a family whose classifying morphismS → P is finite surjective (such
a family is sometimes calledtautological). For this we consider the one-parameter fam
C0 with equationy2 = x2N + λxN + 1, over the baseS0 = Spec

(
Z
[
ζ, 1

2N

][
λ, 1

λ2−4

])
.

(This is of course only an affine smooth curve; to make the definition rigorou
actually glueC0 with another copy of itself, compatibly with the maps toS0, along the
open setx = 0, via the isomorphismx ′ = 1/x, y ′ = y/xN ). The data ofζ and of the
invariantj0 = 1/(λ2 − 4) determine a morphismS0 → P which we denote byΦ0. Now
let Ψ :PN →Q be a morphism of stacks to an algebraic space, and letΨ0 :S0 → Q be
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the morphism corresponding toΨ (C0); let Γ ⊂ P ×Q be the scheme-theoretic image
h= (Φ0,Ψ0).

S0

Φ0

h

Ψ0Γ

p1 p2

P Q

We observe that,Φ0 being finite andp1 separated,h is finite. In particular,h is closed,
henceΓ = h(S0) as sets. Second notice thatΓ is integral becauseS0 is. Third p1 is
closed and bijective: it is closed and surjective becauseΦ0 is, and injective because fo
s, s′ ∈ S0, Φ0(s)= Φ0(s

′)⇒ C0,s � C0,s ′ ⇒ Ψ0(s)= Ψ0(s
′) (Q being a space). Thusp1

is dominant, bijective and separable (sinceΦ0 is), hence it is a birational map. At last, asP
is normal, Zariski’s Main Theorem states thatp1 is an isomorphism. Then the compositi
p2 ◦ p−1

1 :P →Q gives a morphism which factorsΨ .
Of course it must be said thatP is not a fine moduli space. This is due to the presenc

automorphisms; actually, in view of 2.1.10 we could get rid of the group(Z/2Z)×(Z/NZ)

by a process to be explained in 5.1.1, but the extra automorphism whenj = −1/4 still
causes ramification ofj above−1/4:

j + 1

4
= A2

4(A2 − 4B)
.

A consequence of the explicit construction of the classifying morphism is that obvi
reduction modulop can be done at any primep> 2. The result is straightforward:

Theorem 3.2.2.Assume thatN � 3 is a composite integer and thatp> 2 is a prime. Then
the moduli space ofPN has good reduction atp, i.e., the moduli space ofPN ⊗ Fp is the
( possibly empty) fibre atFp of the moduli space ofPN .

3.3. The Picard group

Let k be an algebraically closed field of characteristicp prime to 2N . We are now
going to compute the Picard group of the geometric fibrePN ⊗ k. This will, in some sense
reveal that thegeometryof the stack carries the dependence onN (whereas the subring o
cyclotomic integers involved in the moduli space is of anarithmeticnature). Actually, as
PN ⊗ k splits as a sum of isomorphic stacks(PN ⊗ k)[χ] =PN,[χ] according to the classe
of characters[χ], we will compute the Picard group of one of them.

We first briefly recall the definitions. Théetale siteof PN has as open sets theétale
morphismsu :U → PN from an algebraic space, denoted(U,u) or U . A map between
two open setsU,V is a couple(f,α) with a morphism of algebraic spacesf :U → V and
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a 2-isomorphismα :v ◦ f ∼−→ u. Equivalently, it is a 2-commutative triangle with vertic
U,V,PN . Briefly said, the coverings of(U,u) are théetale, surjective families

∐
Ui →U ,

and the topology generated by all these is theétale site(PN)ét. Finally aninvertible sheaf
L on (PN)ét is given by a collection of invertible sheavesL|U on U for every open se
U → PN , and isomorphisms7f,α :f ∗L|V ∼−→ L|U for all maps as above between op
sets, such that any composition

U
(f,α)−−−→ V

(g,β)−−−→W

gives rise to an equality7g◦f,α◦f ∗β = 7f,α ◦ f ∗7g,β . The Picard group is the set
isomorphism classes of invertible sheaves, endowed with the obvious tensor produc

Lemma 3.3.1.There is a morphism of groupsβ : Pic(PN,[χ])→ Z/2Z × Z/2NZ.

Proof. We define it as Mumford does in [13]. LetL be an invertible sheaf onPN,[χ] and
U → PN,[χ] an open set, corresponding to anN -Potts curve(C,σ, τ ) overU (we use
Definition 2.1). In terms of the topology onPN,[χ], σ gives an automorphism of the ope
setU , so that there is an isomorphism7id,σ :L|U ∼−→L|U . It is given by an invertible globa
section ofOU , and actually by the compatibility ofL w.r.t composition this section is a
N th root of unity. Finally we get a morphismU → µN to the schemeµN of N th roots of
unity.

It is clear that for a connectedU the image inµN is constant; it is even independent
the chosen open setU , because the stackPN,[χ] is irreducible, so two nonempty open se
(U,u) and(V , v) have images that intersect inPN,[χ]. In particular, if we chooseU to be
an atlas, onek-pointx ∈ U will give the curveCx with the extra automorphismσ0 whose
square isσ (for the value−1/4 of the invariant). As above, we then get a point inµ2N ,
and obviously its square is the point inµN computed before.

Now recall that a primitiveN th (respectively 2N th) root of unity ζ (respectively
φ = −ζ ) is determined up to inversion by[χ]. This yields an isomorphismµ2N �
Z/2NZ mappingφ to 1, hence for givenL there is a well-defined elementβ2(L) ∈
Z/2NZ computed with any nonempty open setU . The same works with the hyperellipt
involution τ ; in order to keep additive notation we defineε = β1(L) ∈ Z/2Z to be such
that7id,τ is the multiplication by(−1)ε. This completes the definition ofβ = (β1, β2). ✷

As noticed in the proof,β is determined up to inversion of the generator inZ/2NZ. The
following should now be quite close to intuition:

Lemma 3.3.2.β is surjective.

Proof. Let U → PN,[χ] be an atlas, and(f :C → U,τ,σ ) be the corresponding curve.
is tempting, as in [13], to evaluateβ on the Hodge bundleL=∧N−1

f∗ΩC whereΩC is
the sheaf of differential 1-forms. Clearly we can computeβ on the fibre ofL over a single
point ofU , and of course we choose a pointx ∈U whose fibre is the curveCx with an extra
automorphismσ0 (for j = −1/4). Up to isomorphismCx has equationy2 = x2N − 1. The



M. Romagny / Journal of Algebra 274 (2004) 772–803 793

f

stead

ions
li

it

ism

li

g

y,

e

basis ofΓ (C,ΩC) given by the formsωi = xi−1dx/y for 1� i �N − 1, has the virtue o
diagonalizing the action of the groupG� Z/2Z × Z/2NZ generated byτ andσ0. Indeed

τ (ωi)= −ωi, σ0(ωi)= φiωi.

Unfortunately we see thatσ0 mapsω1 ∧· · ·∧ωN−1 to (−1)(N−1)/2 times itself (as doesτ )
so we can not conclude. Thus taking maximal exterior power was too crude, but in
we can use the fact thatf∗ΩC is aG-sheaf, so

f∗ΩC =
N−1⊕
i=1

Li

whereLi = ker(σ ∗ − φi id) is an invertible sheaf. We obtainβ(L1)= (1,1) andβ(L2)=
(1,2), that generate the image.✷

The end result is very similar to the one in the elliptic case (see [13]):

Theorem 3.3.3.β is injective, i.e.,Pic((PN ⊗ k)[χ])� (Z/2Z)× (Z/2NZ).

Proof. Given an invertible sheafL such thatβ(L)= 0, we show thatL|U is trivial for any
u :U → PN . Let f :C → U be the corresponding curve, and let us simplify the notat
to P := PN,[χ] andL := L|U . As in [13] we will show thatL “descends” to the modu
spaceP , but we will write down carefully the argument (only allusive in [13]) since
involves nonflat descent. Consider the diagram

U ×P U
a

U ×P U
b

U ×S U
p2

p1
U.

Let qi := pi ◦ b ◦ a, then by definition of an invertible sheaf we have an isomorph
7 :q∗

1L
∼−→ q∗

2L between sheaves onU ×P U . But the latter space is justI :=
Isom(p∗

1C,p
∗
2C), finite and unramified overU ×S U . By definition of the coarse modu

space,U ×P U is the image ofI in U ×S U . So actuallyI is a “torsor” overU ×P U , with
structure groupG= Aut((p1 ◦b)∗C). We must be careful thatG is not flat, so the meanin
of a torsor here is just thatI × I �G× I . We have as usual an invariant pushforwardaG∗
(pushing forward and then taking invariant sections) and it satisfiesaG∗ a∗F � F for any
locally free sheafF of finite rank onU ×P U . Here flatness ofG is indeed unnecessar
if F is locally free: using that bothI andG are affine overU ×P U , we may locally
reduce to the following situation of commutative algebra. We haveU ×P U = Spec(A),
I = Spec(B),G= Spec(A[G]) with a coactionB →A[G]⊗B such thatA= BG; finally
F is given by a free moduleM. It remains to check that(M ⊗A B)

G =M which is clear
sinceM is free.

The initial assumption thatβ(L) = 0 says exactly that7 :q∗
1L

∼−→ q∗
2L is aG-equi-

variant isomorphism, so applyingaG∗ we obtain an isomorphismψ : (p1 ◦ b)∗L ∼−→
(p2 ◦b)∗L. Fortunately, the stackP as well as its moduli spaceP are smooth, therefore th
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mapP → P is flat. Thus the mapU → P is flat, andψ is a descent datum forL. Finally
L descends toP , so it is trivial since Pic(P )= Pic(A1∗ ⊗ k)= 0. ✷
3.4. Compactification by stable curves

It is known by the general theory of tame Hurwitz spaces that there exi
compactificationPN for PN , classifying stable curves with action ofG= Z/NZ. Let k an
algebraically closed field of characteristicp prime to 2N like in the previous subsection
here we will just briefly find out the “cusps” of the geometric fibrePN,[χ] = (PN ⊗ k)[χ],
i.e., the points of the boundary.

We refer to [5] for a precise definition ofPN ; we will only need to know that there is
so-called “discriminant” morphism

δ :PN,[χ] →M0,(2,2)

with values in the stack of curves of genus 0 with four marked points gathered by
This morphism maps a Potts curveC to the quotientC/G marked by the branch points.

Recall the dataG= Z/NZ, g = N − 1 andξ = {χ,χ,χ−1, χ−1} of Definition 2.1.1.
In order to determine combinatorially the stable curves lying on the boundary∂PN,[χ] we
use the combinatorial description of stable curves via their dual graphΓ , as in [5,7]. For
a stable curveC, the graphΓC has the irreducible components ofC as vertices, and th
double points as edges.

Proposition 3.4.1.The coarse moduli space ofPN,[χ] is P = P1 ⊗ k, and the two cusp
are topologically the following two curves. The first has2 branches isomorphic toP1

intersectingN times, and the second has2 branches of genus(N − 1)/2 intersecting in
only one point.

Proof. First,P is a normal proper curve of genus zero, hence it isP1. In dual graphs, we
shall indicate marked points by wavy edges. Hence let(C,G) be a stable Potts curve. W
haveΓΣ = ΓC/G, whereΣ = C/G has genus 0. We recall thatg′ =∑

i gΣi + h1(ΓΣ),
so that the irreducible componentsΣi of Σ are all rational, and thatΓΣ is a (connected
tree. Taking into account the four marked points and the stability conditions,ΓΣ must be
one of the two graphs:
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But,G being cyclic, a double point inC maps to a double point inΣ . Hence the firs
graph can not occur. So letCi , i = 1,2, be irreducible components ofC above each of the
componentsΣi of Σ , and intersecting at a pointx. The stabilizer ofx is H = Gx , and
h= [G :H ] is its index. Takea ∈ C1 a (smooth) ramification point; the stabilizer ofC1 is
G1 = G because by assumptionG = Ga ⊂ G1. SimilarlyG2 = G, thusC has only two
irreducible components.

Now let us write the Riemann–Hurwitz formula for the quotient mapsπ |Ci :Ci →
Ci/Gi � Σi � P1. There is only one orbit of double points, therefore their numbe
[G :Gx] = h:

2gi − 2 =N(−2)+ 2(N − 1)︸ ︷︷ ︸
(r)

+h(N − h)︸ ︷︷ ︸
(d)

= h(N − h)− 2, ∀i = 1,2,

where(r) is the contribution of the ramification points, and(d) the contribution of the
double points. In particularg1 = g2, and we also know thatg(C) = N − 1 = g1 + g2 +
h1(ΓC)= g1 + g2 + h− 1. So,h(N − h)= 2g1 =N − h, whenceh=N or 1.

Letting the familyy2 = x2N +2xN + t degenerate whent → 1, we gety2 = (xN +1)2.
In this way we see that the first cusp described above is the Potts curve of inv
j = ∞. Moreover, it is obvious that there is only one (isomorphism class of) Potts c
with this combinatorial aspect. A similar description with equations for the other
would be more tricky. However, since we know that the other cusp can not have the
combinatorics, we necessarily get the second picture forj = 0. ✷

4. Moduli space ofPp

Theorem 4.1.The moduli space ofPp is A1∗ ⊗ Z
[ ζ+ζ−1

2 , 1
2

]
.

The rest of this section is devoted to the proof of the theorem. We keep the f
scheme of proof in two steps, but the complication coming from wild ramification im
that we won’t be able to “normalize” the construction as well as before. Because o
we will need two additional lemmas. In the first, which we now state, it is only for l
convenience that a primitive root of unity is denoted byt instead ofζ .

Lemma 4.2.Let t,ψ be elements of a ringA, notet [0] = 0 andt [i] = 1+ t+ · · ·+ t i−1 for
i � 1. Letσ be the endomorphism of the graded polynomialA-algebraA[X,Z] given by
σ(X)= tX+ψZ andσ(Z)=Z. Thenσ has exact orderp after any base changeA→A′
if and only if1 + t + · · · + tp−1 = 0 and (t − 1,ψ) = A. If this is so then the algebra o
invariantsA[X,Z]σ is generated byZ and the norm

N(X,Z)=
p−1∏
i=0

σ i(X)=
p−1∏
i=0

(
X− t [i]ψZ

)
.
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Proof. It is clear thatZ plays no role, so we can dehomogenize and makeZ = 1. Clearly,
σp = id ⇔ tp = 1 and(1+ t+ · · ·+ tp−1)ψ = 0. Now letA′ run through all residue field
κ of A. Whenevert = 1 in κ , the fact thatσ has exact orderp on the corresponding fibr
impliesψ = 0. This means that(t − 1,ψ) = A, hence 1= u(t − 1)+ vψ for someu,v.
From this we deduce that 1+ t + · · · + tp−1 = 0. Conversely this is easily seen to imp
thatσ has exact orderp “universally”.

As for the invariants we always haveA[N(X)] ⊂A[X]σ . It is clear that we have equalit
whenA is a field. In the general case, letM be the cokernel of the inclusion, it is a fini
A-module. The crucial point is that, as the action is faithful fibrewise, the formatio
A[X]σ commutes with base change (this is a special case of results concerning act
smooth curves, see [4, Proposition 3.7]). So for every residue field we haveM⊗ κ = 0. By
Nakayama’s lemma, it follows thatM = 0. ✷
Remark 4.3.We recall that for ap-Potts curve(C,σ, τ ) over an algebraically closed fiel
there are 2 fixed points inC for the action ofσ , and each has conductorm= 1. This follows
from the description made in 2.2.

Step 1.We build the morphism to the moduli space.

Here we keep the notations of the proof of 3.2.1. Let(f :C → S,σ, τ ) be ap-Potts
curve overS in characteristicp. Let C r−→ E

q−→ S be the factorization off through the
quotient byτ . Thenσ induces an automorphism of orderp of E, still denotedσ . By the
remarks above, the divisor of fixed pointsT =Eσ , finite of degree 2, is no longerétale but
nevertheless fppf overS. In fact, locally for the fppf topology it is a sum of two disjoin
sections∆+∆′, and aboveS⊗Fp these sections have the same support but infinitesim
they might be distinct (see below).

From now on we work with the section∆. ChoosingO(1) := O(∆), we setV :=
q∗O(1) so E = P(V ). The section corresponding to∆ gives a surjective maph :V →
M = O(1)|∆, and unfortunately here we can not go further to split the bundle. But ke(h)

is known to beN∨
∆ ⊗M, withN∨

∆ the conormal sheaf of∆ in E: to see this, remember th
fundamental exact sequence

0→Ω1
P(V )/S(1)→ q∗V → O(1)→ 0

and restrict to∆. NowN∨
∆ � O(−∆)|∆ � O(−1)|∆, so that ker(h)�OS . Hence we have

an extension

0 →OS → V →M → 0.

Let us see now howσ acts on this. As an automorphism ofE, it pulls backO(1) to an
invertible sheaf of degree 1, i.e., there is an isomorphismuσ : σ ∗O(1)� q∗K ⊗ O(1) for
someK ∈ Pic(S). Moreoverσ is the identity on∆, so that restrictinguσ to∆ shows that
K is trivial. Now σ is given by a surjective morphism of sheaves

q∗V → σ ∗O(1)
uσ� O(1).
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Taking direct images byq , we obtain an automorphismϕσ :V → V . This map induces a
automorphism ofM and of ker(h)�OS , and is well determined up to an invertible glob
section ofOS , but requiringϕσ |OS

= id makesϕσ canonical. Now the action onM is given
by multiplication by a global sectiont ∈ Γ (S,O×

S ), this means that if we choose locally
coordinateX forM as in the proof of 3.2.1, the action is

ϕσ (X)= tX+ψZ
(
for someψ ∈ Γ (M,OS)

)
,

ϕσ (Z)=Z.

As σ has orderp on the fibres, we have 1+ t + · · · + tp−1 = 0, andt − 1 andψ generate
OS , by Lemma 4.2. In particular, denoting byω= t [1] . . . t [p−1] we havep = ω(t − 1)p−1

(notations of Lemma 4.2).
The double coverr is described by the decompositionr∗OC =OE ⊕L and by a section

θ ∈ Γ (E,L−2), well determined up to an element ofΓ (E,O×
E) (see the first step in th

proof of 3.2.1). Also,L−2 � OE(2p), so we can identifyθ with a σ -invariant section of
Γ (E,OE(2p))=⊕2N

j=0Γ (S,M
j ). By Lemma 4.2 we get

θ ∝H =UN(X,Z)2 +AN(X,Z)Zp +BZ2p

for some sectionsU,A,B of OS,M
p,M2p. As in the proof of 3.2.1 we see thatU is

invertible. Now we must express that the fibres ofC/S are smooth, i.e., thatθ has no
multiple zero. To this aim we compute its discriminant, it turns out that

Res
(
H,H ′)= −Upω2pδp−1(A2 − 4BU

)p
where δ := H(−ψ, t − 1) = Uψ2p − Aψp(t − 1)p + B(t − 1)2p and we recall tha
ω = t [1] . . . t [p−1]. In this expression bothU and ω are invertible. So the smoothne
condition is that Res(H,H ′), or equivalentlyδ(A2 − 4UB), is invertible (remark: this
contains the condition thatt − 1 andψ generateOS). We are led to define

j = U(Uψ2p −Aψp(t − 1)p +B(t − 1)2p)

A2 − 4UB
.

It lies in Γ (S,O×
S ) because numerator and denominator are invertible sections ofM2p.

Also it is independent of the leading coefficient ofH . If our invariant were merely th
discriminant ofH then, being intrinsic, it would be obviously invariant under change
variables. Here this is not the case, so we will proceed to check this in the form of a le

Lemma 4.4.The definition ofj is independent of the choice of coordinateX,Z and of the
choice of section∆.

Proof. From now on we always normalize the expressions by settingU = 1. First, in
the choice of the coordinate system the only loose variable isX so we can assume th
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Z′ = Z andX′ = αX + βZ. Thenσ(X′) = tX′ + ψ ′ whereψ ′ = αψ − (t − 1)β . The
normN ′(X′,Z′) with t ′ = t andψ ′ is

N ′(X′,Z′)=
p−1∏
i=0

(
X′ − t [i]ψ ′Z′)=

p−1∏
i=0

(
αX + βZ− t [i]ψ ′Z

)
.

Being ϕσ -invariant, this is a polynomial inN andZp , hence there existsξ such that
N ′(X′,Z′)= αpN(X,Z)+ξZp . The polynomialH ′ =N ′(X′,Z′)2+A′N ′(X′,Z′)Z′p+
B ′Z′2p associated toθ can be expressed in terms ofN(X,Z) andZp (hereH ′ is not the
derivative ofH !). As the change of variables(N,Zp)↔ (N ′,Z′p) has determinantαp ,
the discriminant ofH ′ viewed as a polynomial of degree 2 in(N,Zp) is α2p(A′2 − 4B ′).
Of course sinceH ∝H ′ we haveH ′ = α2pH . Computing discriminants givesα2p(A′2 −
4B ′)= α4p(A2 − 4B). Then substituting(X,Z)= (−ψ, t − 1), first inN ′ = αpN + ξZp ,
second inH ′ = α2pH , givesδ′ = α2pδ. Finally j ′ = δ′/(A′2 − 4B ′)= δ/(A2 − 4B)= j .

Now, assume that we choose the section∆′ instead of∆. It is not as obvious as in 3.2.
that formally this has the effect of changingt to t−1, and not even that the invariant w
not change; so we sketch the details. The equation of∆′ is given by the new coordinat
Z′ = ϕσ (X)−X = (t − 1)X +ψZ. As we saw just above, we can chooseX′ as we like;
to simplify matters we recall that there exist sectionsu,v such thatu(t − 1)+ vψ = 1 and
we chooseX′ = vX− uZ so as to have a unimodular change of variables{

X′ = vX− uZ

Z′ = (t − 1)X+ψZ

}
⇔

{
X =ψX′ + uZ′
Z = −(t − 1)X′ + vZ′

}
.

Then we haveϕσ (X′)= X′ + vZ′ andϕσ (Z′)= tZ′. The condition thatϕσ acts trivially
onZ′ leads to considerϕ′

σ = t−1ϕσ , and we obtain

ϕ′
σ

(
X′)= t−1(X′ + vZ′), ϕ′

σ

(
Z′)=Z′.

With t ′ = t−1 andψ ′ = t−1v, the norm isN ′(X′,Z′)=∏p−1
i=0 (X

′ −(t−1)[i]t−1vZ′). Using
that−(t−1)[i]t−1 = t [p−i] we compute

N ′(X′,Z′)=
p−1∏
i=0

(
vX− uZ− t [i]Z

)

which is ϕσ -invariant, so there existsξ such thatN ′(X′,Z′) = vpN(X,Z) + ξZp .
Substituting(X,Z)= (−ψ, t − 1) yields immediately−1 = −vpψp + (t − 1)pξ , so the
change of variables between the invariants of degreep is unimodular:{

Z′p =ψpZp + (t − 1)pN(X,Z),
N ′(X′,Z′)= ξZp + vpN(X,Z).

Thus forH ′ =N ′(X′,Z′)2 +A′N ′(X′,Z′)Z′p +B ′Z′2p, its discriminant as a polynomia
of degree 2 in(N,Zp) is still A′2 − 4B ′. Now, when expressed in terms of(N,Zp) the



M. Romagny / Journal of Algebra 274 (2004) 772–803 799

iated
nsider

rt for
roof

y here
as well
s that
e

lem
ve
erhaps
mpler
polynomialH ′ has leading coefficientδ′ =H ′(−t−1v, t−1 − 1), soH ′ = δ′H . Computing
discriminants givesA′2−4B ′ = δ′2(A2−4B), and substituting(X,Z)= (−ψ, t−1) gives
1 = δ′δ, so here againj ′ = j . ✷

Therefore the only change is that having chosen∆′ instead of∆, we recovert−1 instead
of t as apth root of unity. So we have a well-defined map

Z

[
ζ + ζ−1

2
,

1

2

][
X,X−1]→ Γ (S,OS)

×

if we setF(ζ + ζ−1) = t + t−1 andF(X) = j . Eventually we have a mapS → A1∗ ⊗
Z
[ ζ+ζ−1

2 , 1
2

]= P . In fact we completed the construction after base change toT =Eσ , but
the construction being canonical, by fppf descent we obtain a morphism defined onS. It is
clear that the construction is functorial inS, providing a morphismΦ :Pp → P .

Step 2.We check the properties of a moduli space.

Here, provided we give a family of Potts curves with a finite, surjective assoc
morphism to the moduli space, the arguments of the proof of 3.2.1 carry on. We co
the norm forψ = 1,N(x) =∏p−1

i=0 (x − ζ [i]) and the curve with equationy2 = N(x)2 +
λN(x)+ 1, with invariantj0(λ)= (1− λ(ζ − 1)p + (ζ − 1)2p)/(λ2 − 4), over the base

S0 = Spec

(
Z

[
ζ,

1

2

][
λ, j0(λ),

1

j0(λ)

])
.

As in the proof of 3.2.1, to be rigorous we can easily give another smooth affine pa
this curve, but we omit this detail. Then the proof of 3.2.1 works similarly, ending the p
of Theorem 4.1.

5. The fibre of Pp at the prime p

At last we study the stack ofp-Potts curves in characteristicp, that is to sayPp ⊗ Fp .
First we compute its moduli space, along the same lines as above; the main difficult
is that this space is not normal anymore, so we need the help of deformation theory
as the operation of “2-quotient” of an algebraic stack (see [1,15]). The result show
the moduli space of theZ[1/2]-stackPp has good reduction atp. Then, we compute th
Picard group ofPp ⊗ Fp .

5.1. Moduli space in characteristicp

We still assume thatp > 3. Before we state the theorem, let us consider the prob
of constructing the moduli space of the stackPp ⊗ Fp along the same lines as abo
(Section 4). In the first step of the proof of 4.1 nothing needs any change (except p
the fact thatψ can be chosen to be equal to 1; this makes the computations slightly si
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but is anecdotical). We obtain a classifying morphismΦ fromPp toP = A1∗ ⊗Fp
[ ζ+ζ−1

2

]
.

Here, throughout the construction,(ζ + ζ−1)/2 is still a root of the polynomialψp of 1.4,
which is none other than the polynomialψ of [3, 4.2.5 and 4.2.6]. In characteristicp we

simply haveψ(X)=X(p−1)/2, soP = A1∗ ⊗ Fp[z]
z(p−1)/2 .

The difference comes with the 2nd step where we must check the properties of a m
space. The problem is thatP is not a normal scheme anymore, so we will have to
a different strategy. One ingredient will be the “2-quotient” of an algebraic stack w
objects all possess a fixed finite group inside their automorphism group. Here is a
summary of its properties ([15, Chapter I, Proposition 3.0.2] or [1, Proposition 3.5.1]

Proposition 5.1.1.Let S be a scheme andM an algebraic stack overS. LetG be a finite
group, assume that for every objectx ∈ M(T ) there is an injectionix :GT ↪→ AutT (x),
whose formation is compatible with cartesian diagrams(see[15]). Then there exists a
algebraic stackM�G and a mapf :M →M�G, such thatf maps the elements ofG
to the identity, and is universal with respect to this property. The geometric points ofM�G
are the same as those ofM, but forx such a point we haveAutM�G(x)= AutM(x)/G.
The formation ofM�G commutes with base change onS. Moreover,f is anétale gerbe.
The stackM �G has a coarse moduli space if and only ifM has one, and if this is th
case the moduli spaces are the same. Finally, ifM is separated or proper, thenM �G
has the same properties.

A basic example of this is given by the classifying stackBG of a finite abelian group
G over a schemeS. Its objects areG-torsors, andG lies in all automorphism groups. I
this caseM = BG, andM�G= S. Now let us come back to the stackPp ⊗ Fp. We are
going to show:

Theorem 5.1.2.If G= Z/2Z × Z/pZ, then we have an isomorphism

(Pp ⊗ Fp) �G
∼−→ A1∗ ⊗ Fp[z]

z(p−1)/2
.

In particular, A1∗ ⊗ Fp[z]
z(p−1)/2 is the coarse moduli space ofPp ⊗ Fp .

From Proposition 2.2.3 we know thatp-Potts curves (over any baseS/k) have the
constant group schemeG = Z/2Z × Z/pZ as their automorphism group (use no
ramification of AutS(C,σ, τ )). Hence by definition of the 2-quotient the morphismΦ
factors through

Ψ : (Pp ⊗ Fp)�G→ A1∗ ⊗ Fp[z]
z(p−1)/2

with the stackQ := Pp ⊗ Fp �G representable by an algebraic space [11, 8.1.1]. Th
to deformation theory, known from [3], we shall show thatΨ is étale:
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Proposition 5.1.3.Let(C,σ, τ ) be ap-Potts curve overk. Then the ring that prorepresen

the functor of deformations ofC to local, artinianFp-algebras is
Fp[z]
z(p−1)/2 ❏t❑.

Proof. This is an example of the computation of deformations ofZ/pZ-actions on smooth
curves by Bertin and Ḿezard [3]. In their work everything is done over an algebraic
closed field, as is usual in arithmetic geometry in mixed characteristic, but one can
that this assumption is not necessary in their article. Indeed the results they u
Schlessinger’s criteria that need no assumption on the base field, and Serre’sCorps Locaux
that uses perfect fields. So their results are valid overFp.

Now, asτ has order 2 which is assumed to be prime top, the deformation ring o
(C,σ, τ ) is the deformation ring of(D = C/τ,σ ) (we still denoteσ the automorphism
induced onC/τ ). We first look at deformations of(D,σ) to algebras over the ring o
Witt vectorsW(Fp), like in [3]. In the article, Corollary 3.3.5 shows that the univer
deformation ring of(D,σ) is

Rgl =
(
R1⊗̂ · · · ⊗̂Rr

)
❏U1, . . . ,UN❑

with N = dimk H
1(D/σ,πσ∗ (TD)). Here there is onlyr = 1 orbit of fixed points, with

conductorm= 1 (see Remark 4.3). AlsoR1 =W(Fp)❏X❑/ψ(X) by [3, Theorem 4.2.8]
Finally, the computation ofN is done in the course of the proof of Theorem 4.2.8, nam

N = 1. Reducing modulop, we haveR1/pR1 = Fp[z]
z(p−1)/2 . We obtain the universal ring fo

deformations toFp-algebras asFp[z]
z(p−1)/2 ❏u❑. ✷

Proof of Theorem 5.1.2(end). As the 2-quotientPp ⊗ Fp → Q is étale, it follows from
the proposition that the extensions of complete local rings corresponding toΨ are trivial,
meaning that bothΦ andΨ areétale. A first consequence is thatQ is not only an algebraic
space, but in fact a scheme. Also, considering the schemeQ′ defined by the fibre square

Q′ u′
A1∗ ⊗ Fp

Q u
A1∗ ⊗ Fp[z]

z(p−1)/2

we have thatu′ is étale, henceQ′ reduced. Moreoveru′ is bijective, so by Zariski’s Main
Theorem for schemesu′ is an isomorphism. SoQred = Q′ is affine, which implies thatQ
itself is. Now using [16, Expośe I, Théor̀eme 6.1] we get thatu is an isomorphism. ✷
5.2. The Picard group ofPp ⊗ Fp

Let k be an algebraically closed field of characteristicp = 2 (actually the assumptio
of algebraic closure will not be necessary). LetP be the moduli space ofPp ⊗ k and
A= k[z]

z(p−1)/2

[
X, 1

X

]
its ring of functions. The adaptation of the arguments of 3.3 gives

following result:
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Theorem 5.2.1.There is an isomorphismPic(Pp ⊗ k)� Z/2Z × (1+ zA) where1 + zA

is a subgroup of the multiplicative group of invertible elements inA.

Proof. PutP :=Pp⊗k. LetU →P an open set of théetale site ofPp , corresponding to a
p-Potts curve(C,σ, τ ) overU . We know that AutU(C,σ, τ ) is the constant group schem
G= Z/2Z × Z/pZ. Then, as in 3.3.1, for any invertible sheafL and anyg ∈G we have
an automorphism7id,g :L|U ∼−→ L|U given by a global section ofO×

U . This gives a mapβ
from Pic(P) to the abelian group of homomorphisms of abelian sheaves overP from G

to O×
P . Let q :P → P be the map to the moduli space, then we have an exact sequen

0 → Pic(P ) q
∗−→ Pic(P) β−→ HomOP

(
G,O×

P
)→ 0.

Indeed, exactness in the middle is proved exactly by the proof of 3.3.3. The pullbaq∗
is injective because Pic(P )= 0. The fact thatβ is surjective is also clear because, give
characterf :G→ O×

P , we can twist the structure sheafOP so as to define a sheafL by
L|U =OU for all U , and7id,g :OU

∼−→OU equal to multiplication byf (U)(g). This sheaf
satisfiesβ(L)= f .

It remains to compute Hom(G,O×
P ), which is just the character group ofG. Using

adjunction and the property of the moduli space thatq∗OP = OP , we have

HomP
(
G,O×

P
)= HomP

(
G,O×

P

)= µ2(A)×µp(A)= Z/2Z × (1+ zA)

and this is the result. ✷
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