SPECTRAL VALIDATION OF THE WHITHAM EQUATIONS FOR PERIODIC WAVES OF LATTICE DYNAMICAL SYSTEMS

BUĞRA KABIL AND L.MIGUEL RODRIGUES

Abstract. In the present contribution we investigate some features of dynamical lattice systems near periodic traveling waves. First, following the formal averaging method of Whitham, we derive modulation systems expected to drive at main order the time evolution of slowly modulated wavetrains. Then, for waves whose period is commensurable to the lattice, we prove that the formally-derived first-order averaged system must be at least weakly hyperbolic if the background waves are to be spectrally stable, and, when weak hyperbolicity is met, the characteristic velocities of the modulation system provide group velocities of the original system. Historically, for dynamical evolutions obeying partial differential equations, this has been proved, according to increasing level of algebraic complexity; first for systems of reaction-diffusion type, then for generic systems of balance laws, at last for Hamiltonian systems. Here, for their semi-discrete counterparts, we give at once simultaneous proofs for all these cases. Our main analytical tool is the discrete Bloch transform, a discrete analogous to the continuous Bloch transform. Nevertheless, we needed to overcome the absence of genuine space-translation invariance, a key ingredient of continuous analyses.
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1. Introduction

A common strategy to tackle the analysis of large time behavior of dynamical systems focuses on coherent structures, often playing the role of organizing centers for the time evolution. We
follow here this line of investigation for lattice dynamical systems and restrict our attention to periodic traveling waves.

By definition, evolution of lattice dynamical systems is continuous in time but discrete in space. We consider here particular instances of those where the lattice is one-dimensional and thus may be assumed to be \( \mathbb{Z} \), and the evolution obeys a differential equation

\[
\frac{d}{dt} U(t) = F(U(t))
\]

where the unknown \( U \) associates to any time \( t \in \mathbb{R} \) an \( \mathbb{R}^d \)-valued sequence \( U(t) \in (\mathbb{R}^d)^\mathbb{Z} \) (\( d \in \mathbb{N}^* \) being a fixed dimension) and \( F \) is a vector-field on \((\mathbb{R}^d)^\mathbb{Z}\) that preserves the linear space of finitely-supported sequences and acts smoothly on it. Alternatively one may view the evolution as given by an infinite number of differential equations on \( \mathbb{R}^d \)-valued functions coupled by a finite-range interaction. We expect that our results could actually deal with nonlocalized interaction satisfying certain short-range decaying assumptions but we choose to ignore those here to keep technicalities as low as possible.

There are at least two ways in which such systems arise. They may come directly from modeling at a discrete level, as for neural networks, granular media, crystals, biological molecules, optical waveguides, chains of coupled oscillators... Alternatively they may emerge from the discretization in space — often called semi-discretization — of systems of partial differential equations, that generate fully continuous dynamical systems, In the latter case, note that although a study of dynamical evolutions generated by fully discrete schemes including boundary conditions would be of much more direct practical use, such a study appears as a daunting task and it is a common belief that still relevant pieces of information are obtained from investigation of extended semi-discretized schemes. The reader looking for panoramas on lattice dynamical systems is referred to [11, 13, 51, 56, 48]. Specially designed technical tools of wide application range may be found in [63, 64, 12, 53, 39, 45, 14, 41, 26, 27, 28, 29, 36, 37, 38]. Especially the latter references include key-ingredients to prove existence of traveling waves for various class of systems, a fact that is taken as an assumption in the present piece of work.

We are interested here in a particular area of the dynamics, namely what occurs in neighborhoods of periodic traveling waves. Compared to other coherent structures of lattice dynamical systems — such as fronts, kinks, pulses, shocks, solitary waves or breathers —, periodic waves have received relatively less attention. In particular, while the stability analysis of some of the former patterns seems to have reached some maturity — see for instance [53, 26, 27, 28, 29, 4, 2, 35] —, the authors of the present paper are not aware of even a single example of a comprehensive stability study for periodic waves\(^1\) of some lattice dynamical system. Nevertheless, the interested reader may benefit from looking at [47, 69, 7, 72, 25, 57, 40, 23, 56, 8, 24, 1, 31, 50, 70, 34, 42, 6, 49], that are at least partly dedicated to periodic waves of lattice dynamical systems, and mostly focusing on proving their existence.

To set our precise framework, let us specify that we say that, for systems as above, a traveling wave, sometimes called a uniformly sliding solution, — that is, a solution \( U \) with special form \( U(t) = (u(j-ct))_{j \in \mathbb{Z}} \) for some speed \( c \in \mathbb{R} \) and some profile \( u : \mathbb{R} \to \mathbb{R}^d \) — is said to be periodic if the corresponding profile \( u \) is itself periodic. In this case we rescale phase variable of the profile to ensure that the profile period is one. Explicitly any periodic traveling wave \( U \) is written as \( U(t) = (u(kj+\omega t))_{j \in \mathbb{Z}} \) with a one-periodic profile \( u \). This brings out spatial wavenumber \( k \in \mathbb{R}^* \) and time frequency \( \omega = -kc \). Note that up to now we are not assuming that the spatial wavenumber \( k \) is rational. When its is not the case the spatial periodicity of the profile is not a priori easily observed on the solution itself, though when standing waves are discarded, that is when restricting to \( c \neq 0 \) this periodicity is apparent in time, the solution being \( 1/\omega \)-periodic in time. We refer the reader to [34] for further elaboration on this comment including fascinating illustrating pictures. This already stresses that, in contrast with analogous issues for continuous dynamical systems, analysis of the behavior near standing waves follows from

\(^1\)In a sense analogous to [66, 67, 54, 44, 62] for dissipative continuous systems.
different kind of arguments. Indeed, while profile equations for genuinely-traveling waves are differential functional equations, profile equations for standing waves are algebraic functional equations. This results in the fact that even when traveling and standing waves coexist the standing-wave limit $c \to 0$ is very singular. For this reason, our analysis focused on genuinely-traveling waves do not extend in a straightforward way neither to breathers nor to steady spatially periodic solutions.

Our goals are, first, to derive — on a formal basis — a system of partial differential equations that is expected to describe the time evolution of slowly modulated wavetrains of lattice dynamical systems, second, to elucidate — on mathematical grounds — what are, at the spectral level, the connections between the linearization about a constant state of the formally-derived modulation systems and the linearization about a periodic wave of our initial lattice system of equations. Our formal derivation is in many ways very classical and it is well-known as one of the possibilities to recover a continuous description from a discrete model. The reader is referred to [32, 33, 17, 18, 30, 16] for various perspectives on this point of view. Our main motivation here is to provide a rigorous spectral validation, that should be compared with some contributions of [15, 68, 55, 5] on partial differential equations, essentially as [26, 27, 28, 29] may be thought as a discrete counterpart of [59, 60].

As it will take us quite some effort to set up precise statement of these spectral validations we give now a very rough and informal ”meta”-version of them. To do so, we denote by $(E)$ the original discrete equations and by $(W)$ the corresponding averaged system. In particular, by construction, constant solutions of $(W)$ are in one-to-one correspondence with periodic traveling wave solutions of $(E)$. Now choose a periodic wave with integer spatial period and linearize each system about associated wave and constant solutions. The linearization of $(E)$ is not autonomous but periodic in time of period $1/\omega$ and hence its one-period flow map $S(1/\omega, 0)$ is of interest. In contrast the linearization of $(W)$ is autonomous and may be studied through its generator $A$. We prove that at least at the spectral level slow evolutions on each side are indeed connected.

"Theorem". The spectrum of $S(1/\omega, 0)$ near the complex number 1 agrees at leading order with $\exp(\frac{1}{\omega} \lambda)$ where $\lambda$ runs through the spectral curves of $A$ near the complex value 0.

Our only hidden assumption is that about the periodic wave under consideration exists a non-degenerate family of periodic waves with “expected” dimension. Again the reader is referred to the above-quoted references for a thorough treatment of the underlying existence theory. However we also supply in Appendix A some simple concrete examples of systems supporting explicit waves, aiming at triggering the intuition that our main assumption is merely a non-degeneracy assumption and that it holds at least in some continuous limits of lattice dynamical systems.

As a direct consequence of our results stems the proof that characteristic speeds of averaged systems do provide group velocities for the original one. Note that even if we shall illustrate our strategy mostly on systems obtained from semi-discretization of continuous models we provide a proof at the discretized level so that, in these particular cases, group velocities implicitly depend on the mesh size and on the particular choice of discretization. Given the fundamental role of a precise knowledge of group velocities in a quantitative description of the dynamics, and since accurate reproduction of dispersion relations obtained by linearizing about constant states has served for a long time now to discriminate between numerical schemes with, from other respects, similar performances, we do not exclude that in a near future comparison between discrete group velocities and continuous ones could serve similar purposes.

Our contribution may seem relatively modest in that the proved connection is purely at the spectral level. Yet on the other hand our strategy is very robust as we emphasize by treating here in a single place various classes of systems that were considered at the continuous level in separate contributions. Moreover, as our proofs provide relations for eigenmodes — including eigenvectors and not restricting to eigenvalues —, we expect that it could be directly useful for a dynamical validation of averaged systems in the large-time limit, as, in continuous cases, [15, Section 4.2] for [65, 43], [55] for [44] or [5] for [61].
From our point of view, our main restriction is that in the spectral validation we only consider periodic waves whose period is a multiple of the generator of the lattice. This stringent restriction does not fit well in the spirit of slowly modulated wavetrains that involve a continuum of such periodic waves but it enables us to use techniques originating in the study of differential operators with periodic coefficients — the classical Floquet theory — rather than those for quasi-periodic coefficients. For a glimpse at the fascinating but technically daunting quasi-periodic theory the reader is referred to [19, 22, 20, 21] where is analyzed the spectrum of operators similar to those obtained by linearizing discrete equations about a general spatially-periodic stationary solution.

From a technical point of view, in our analysis of lattice systems, departures from the continuous strategy originate in the loss of a genuine space-translation invariance for the original system — see Remark 3.1 though. To balance this, we make an extensive use of the remaining time-translation invariance and of the space-translation invariance of the profile equation. In particular, instead of moving to a mobile frame in which the wave is at rest and analyzing the spectrum of the generator of the linearized dynamics, we study directly Floquet multipliers of the linearized time evolution, that is, we study the spectrum of the map that encodes the evolution over a time $1/\omega$ according to the linearized dynamics. Likewise, when dealing with Hamiltonian systems, we replace in our arguments the missing momentum conservation law with local conservation of energy. On the other hand, we may still use a normal, Floquet exponent by Floquet exponent, Bloch-wave decomposition by relying upon the discrete Bloch transform. Then to examine the spectrum of resulting discrete Bloch symbols we perform here a direct spectral perturbation analysis “à la Kato” [46] as in [55, 5] for continuous systems. Alternatively we could also have introduced a suitable Evans function, as done in [68] for continuous dynamics and in [45, 3, 14] for other classes of coherent structures in lattice systems. For a detailed discussion of respective advantages of proofs by direct spectral perturbation or by Evans function expansions see [62]. We also stress that while, as in a continuous setting, our present proofs proceed by continuously going back and forth between three levels — original lattice dynamical systems, wave profile systems and averaged systems —, the discreteness of the original system results in the fact that those three levels are inherently of different type. As a result concrete implementation of connections between various set-ups are a way more computational than in proofs of equivalent continuous results.

The rest of the present paper is organized as follows. In the second section, examining formal expansions, we derive modulated equations. In the third section we introduce tools from functional analysis — including the discrete Bloch transform — that we shall subsequently use to analyze the spectrum of the linear one-period evolution operator. In Section 4 we state and prove our main results concerning the spectral validation of the previously obtained averaged systems. We close this paper with further comments and open questions. In Sections 2 & 4, we analyze three classes of systems in increasing order of algebraic complexity. First, we consider a lattice system of reaction-diffusion type, in the sense that the system does not support any local conservation law. In this case, the averaged evolution obeys a scalar equation and both derivation and spectral validation are considerably simpler so that we also provide high-order versions of those. It is actually those higher-order versions that are needed in the dynamical large-time validation of the slow modulation scenario. After that, we examine a general system that includes built-in conservation laws. The averaged dynamics is now prescribed by a genuine system and the spectral validation includes spectral perturbation of a Jordan block, hence requires a preliminary desingularization. At last, we consider a lattice system of Hamiltonian type that comes with an “extra” conservation law encoding conservation of energy. Again, all the corresponding theorems, Theorem 4.1, Theorem 4.2 and Theorem 4.3, are stated and proved in Section 4. We conclude with a discussion of some open problems and an Appendix explicitly exemplifying the lattice systems under consideration.
Notation. Elements $U \in (C^d)^Z$ of $(C^d)^Z$ are implicitly assumed to have coordinates $U_j = U(j) \in C^d$, $j \in Z$. Likewise for $U \in (C^d)^{Z \times R}$, $U_j(t) = U(j,t)$, for $(j,t) \in Z \times R$, and $U(t) = U(\cdot,t) \in (C^d)^Z$, for $t \in R$. All along $T$ denotes the left shift operator on $(C^d)^Z$,

$$(TU)(j) = U(j+1), \quad \text{for } U \in (C^d)^Z.$$ 

The set $N$ is the set of nonnegative integers, and, for $(M,N) \in Z$, $[M,N] = [M,N] \cap Z$. The resolvent set and the spectrum set of an operator are denoted respectively by $\rho(\cdot)$ and $\sigma(\cdot)$.

2. Formal derivation of averaged equations

In this section we derive, from formal considerations, averaged modulation systems for three classes of nonlinear lattice systems, starting with the simplest case of lattice systems of reaction-diffusion type. To do so, we will follow the two-timing method introduced by Whitham [71]. Only afterwards, in Section 4, shall we prove that the original dynamical evolution is indeed related to these modulation equations.

2.1. Reaction-diffusion case. We consider a discretization of the scalar reaction-diffusion equation for $u : R \times R^+ \rightarrow R^d$

$$(2.1) \quad \partial_t u = \Delta u + f(u)$$

where $f : R^d \rightarrow R^d$ is a given (in general nonlinear) smooth function. Using a centered difference scheme to discretize the spatial Laplacian operator, we obtain the following system of coupled ordinary differential equations

$$(2.2) \quad \frac{d}{dt} U_j(t) = \mu[U_{j+1}(t) - 2U_j(t) + U_{j-1}(t)] + f(U_j(t)), \quad j \in Z, \ t > 0,$$

where $\mu \in R$ is a given fixed constant. To consider it in the abstract form of dynamical lattice systems, we introduce $F$ the nonlinear operator on $U \in (C^d)^Z$ associated with $f$ and given by $F(U) = (f(U_j))_{j \in Z}$. Then, we write system (2.2) for $U(\cdot) = (U_j(\cdot))_{j \in Z}$ as

$$(2.3) \quad \frac{d}{dt} U(t) = \mu(T - 2Id + T^{-1})U(t) + F(U(t)), \quad t > 0.$$ 

A profile $u$ generates through $U(t) = (u(kj + \omega t))_{j \in Z}$, a periodic traveling wave to (2.3) with spatial wavelength $k \neq 0$ and time frequency $\omega$ if and only if

$$(2.4) \quad \omega u\prime(\zeta) = \mu[u(\zeta + k) - 2u(\zeta) + u(\zeta - k)] + f(u(\zeta)), \quad \zeta \in R,$$

and $u$ is one-periodic

$$(2.5) \quad u(\zeta + 1) = u(\zeta), \quad \zeta \in R.$$ 

To obtain (even formal) pieces of information about a given periodic wave, we need a precise knowledge of neighboring periodic waves. With this respect we make the following "non degeneracy" assumption:

\begin{enumerate}
\item[(A)] Periodic traveling waves of (2.3) — identified when coinciding up to time translation — form a smooth manifold of dimension one, regularly parametrized by $k$.
\end{enumerate}

For latter use, we denote by $u^k(\cdot), \omega(k)$ such a parametrization by $k$. We refer the reader to references given in the introduction for proofs of existence results. We also stress that our assumption is consistent with both the continuous limit leading to (2.1) and similar considerations in [32, 33, 17, 18, 30, 16].

Our formal ansatz is of two-scale type, one scale slow — but otherwise arbitrary —, involving macroscopic variables, another one fast but oscillatory, hence described through an oscillation
phase. Explicitly we want to gain some insight about the asymptotic behavior — when the slow frequency $\epsilon$ goes to zero — of families of solution $(U^{(\epsilon)}(\cdot))$ expanding as

$$U_j^{(\epsilon)}(t) = u^{(\epsilon)} \left( \frac{\epsilon_j \cdot \epsilon_t}{X}, \frac{\phi^{(\epsilon)}(\epsilon_j, \epsilon_t)}{T}, \frac{\epsilon}{\Theta} \right) + O(\epsilon^2),$$

with phases $\phi^{(\epsilon)}$

$$\phi^{(\epsilon)}(X, T) = \phi_0(X, T) + \epsilon \phi_1(X, T) + \epsilon^2 \phi_2(X, T) + O(\epsilon^3),$$

and profiles $u^{(\epsilon)}$ one-periodic in the third variable $\Theta$

$$u^{(\epsilon)}(X, T, \Theta) = u_0(X, T, \Theta) + \epsilon u_1(X, T, \Theta) + O(\epsilon^2).$$

This yields the following relation

$$\epsilon \partial_T u^{(\epsilon)} \left( X, T, \frac{\phi^{(\epsilon)}(X, T)}{\epsilon} \right) + (\partial_T \phi^{(\epsilon)}(X, T)) \cdot \partial_\Theta u^{(\epsilon)} \left( X, T, \frac{\phi^{(\epsilon)}(X, T)}{\epsilon} \right)$$

$$= \mu \left[ u^{(\epsilon)} \left( X + \epsilon X, T, \frac{\phi^{(\epsilon)}(X + \epsilon, T)}{\epsilon} \right) - 2u_0(X, T, \Theta) + u^{(\epsilon)} \left( X - \epsilon, T, \frac{\phi^{(\epsilon)}(X - \epsilon, T)}{\epsilon} \right) \right]$$

$$+ f \left( u^{(\epsilon)} \left( X, T, \frac{\phi^{(\epsilon)}(X, T)}{\epsilon} \right) \right) + O(\epsilon^2).$$

Usual identification of powers of $\epsilon$ and replacement of the phase $\phi_0(X, T)/\epsilon + \phi_1(X, T)$ with $\Theta$ then provide at order $\epsilon^0$

$$(\partial_T \phi_0(X, T)) \partial_\Theta u_0(X, T, \Theta)$$

$$= \mu \left[ u_0(X, T, \Theta + \partial_X \phi_0(X, T)) - 2u_0(X, T, \Theta) + u_0(X, T, \Theta - \partial_X \phi_0(X, T)) \right]$$

$$+ f(u_0(X, T, \Theta)),$$

which is, in the $\Theta$ variable, the functional profile equation with wavenumber and time frequency

$$k_0(X, T) := \partial_X \phi_0(X, T) \quad \text{and} \quad \omega_0(X, T) := \partial_T \phi_0(X, T).$$

Hence, under a suitable normalization of parametrization, without loss of generality

$$u_0(X, T, \Theta) = \bar{u}^{k_0(X, T)}(\Theta)$$

where evolution of the local wavenumber obeys

$$\partial_T k_0 - \partial_X (\omega(k_0)) = 0,$$

stemming from Schwarz’ identity $\partial_T \partial_X \phi_0 = \partial_X \partial_T \phi_0$.

As a result of our heuristics, we obtain the conjecture that slow/oscillatory solutions evolve at main order according to a slow modulation scenario

$$U_j^{(\epsilon)}(t) = \bar{u}^{k_0(\epsilon_j, \epsilon_t)} \left( \frac{\phi_0(\epsilon_j, \epsilon_t)}{\epsilon} + \phi_1(\epsilon_j, \epsilon_t) \right) + O(\epsilon),$$

that is, locally, at scale 1, the solutions look like one member of the periodic traveling wave family, but with local parameters — phase shift $\phi_1$ and wavenumber $k_0$ — evolving on a slow scale $1/\epsilon$.

In this description local phase and local spatial wavenumber are tied by $k_0 = \partial_X \phi_0$ and the evolution of the local wavenumber $k_0$ obeys at main order (2.10). In particular, unsurprisingly, in this simple context, linear group velocity around a given wave $\bar{U}$ generated by a profile $\bar{u}^{k_0}$ is expected to be $\omega'(k_0)$.

In this simple case when the family of periodic waves is one-dimensional and hence modulation equation (2.10) is scalar, algebra required to raise the order of description remains relatively simple so that we explain it now. It requires a more precise account of Assumption A. In
assuming a regular parametrization by $k$, we include that for any wave under consideration — $u$ with wavenumber $k$ and frequency $\omega$ — the operator $L$ acting on $L^2_{\text{per}}([0,1])$ with domain $H^1_{\text{per}}([0,1])$ through

\begin{equation}
L u = -\omega' u' + \mu [u'(\cdot + k) - 2u + u(\cdot - k)] + df(u(\cdot)) u
\end{equation}

has one-dimensional kernel. By time translation invariance, this kernel is thus $C u'$. Moreover, since as a (relatively) compact perturbation of $-\omega'$, $L$ is Fredholm of index 0 — when considered as usual as a bounded operator on its domain endowed with its graph norm —, we conclude the existence of a $u^\text{ad}_{k} \in H^1_{\text{per}}([0,1])$ spanning the kernel of the adjoint $L^*$ of $L$ and such that $\langle u^\text{ad}_{k}, u' \rangle = 1$ (in the $L^2_{\text{per}}([0,1])$ sense). In particular by differentiating the profile (2.4) and taking a scalar product with $u^\text{ad}_k$, one receives

\begin{equation}
\omega'(k) = \langle u^\text{ad}_k, \mu [u'(\cdot + k) - u'(\cdot - k)] \rangle.
\end{equation}

Moreover, $u^\text{ad}_k$ allows us to give a precise account of what is the appropriate normalization of parametrization that we have alluded to above. Indeed we explicitly require

\begin{equation}
(N) \quad \langle u^\text{ad}_k, \partial_k u^\text{ad}_{k} \rangle = 0
\end{equation}

in order to enforce the distinct respective roles of wavenumber and phase shift. The above condition may be achieved by shifting the original $u^k$ in a suitable $k$-dependent way.

After these preliminaries we may go back to the identification of terms of order $\epsilon^1$. By dropping all $(X,T)$ dependencies, we receive

\begin{align*}
-\mathcal{L} u_1 &= \partial_T \phi_1 \partial_\Theta u_0 - \partial_X \phi_1 \mu [\partial_\Theta u_0(\cdot + k_0) - \partial_\Theta u_0(\cdot - k_0)] \\
&= -\partial_T k_0 \partial_k u_{k0} + \mu \partial_X k_0 [\partial_k u_{k0}(\cdot + k_0) - \partial_k u_{k0}(\cdot - k_0)] \\
&\quad + \frac{1}{2} \mu \partial_X k_0 [\partial_\Theta u_0(\cdot + k_0) + \partial_\Theta u_0(\cdot - k_0)]
\end{align*}

where $\mathcal{L}$ is here an $(X,T)$-parametrized version of original $\mathcal{L}$, associated with $u_0$ and acting in the $\Theta$-variable. Averaging against $u^\text{ad}_{k0}$ yields

$$
\partial_T \phi_1 - \omega'(k_0) k_1 = d(k_0) \partial_X k_0.
$$

where, for concision’s sake, we have introduced a diffusion coefficient

\begin{equation}
d(k) = \langle u^\text{ad}_k, \mu [\partial_k u^k(\cdot + k) - \partial_k u^k(\cdot - k)] + \frac{1}{2} \mu [\partial_\Theta u^k(\cdot + k) + \partial_\Theta u^k(\cdot - k)] \rangle.
\end{equation}

As a refined conclusion, we obtain that slow/oscillatory solutions evolve at main order according to

$$
U_j(\epsilon)(t) = u^{k(\epsilon,j,\epsilon)} \left( \frac{\phi(\epsilon,j,\epsilon)}{\epsilon} \right) + \mathcal{O}(\epsilon),
$$

with local phase and local spatial wavenumber tied by $k = \partial_X \phi$ and the evolution of the local wavenumber $k$ obeys at second order

\begin{equation}
\partial_T k - \partial_X (\omega(k)) = \epsilon \partial_X (d(k)\partial_X k).
\end{equation}

Note that in this second-order description, there is no more undetermined local phase shift and that, when present, large-time diffusive decay or anti-diffusive growth may be captured by equation (2.14).

2.2. General mixed case. The main point about discrete reaction-diffusion systems considered in the previous subsection is that they do not support any built-in conservation law. Assumption A then requires that indeed no hidden conservation is present. This leads to a scalar modulation behavior encoded by (2.10) or (2.14). We now relax this stringent assumption to consider a system mixing conservative equations with non conservative ones.

At the continuous level such structure is ubiquitous. For instance it naturally emerges from the modeling of the evolution of isentropic compressible flows undergoing external forces by the
Navier-Stokes or Euler systems. Typically, in the former case one receives for the evolution of mass density \( \rho \) and velocity field \( u \) a system in the form
\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0, \\
\frac{\partial u}{\partial t} + (u \cdot \nabla) u + \nabla \cdot (\rho u^2 + P(\rho)) = \frac{\partial_x}{\partial x} (\nu(\rho) \frac{\partial u}{\partial x}) + g(\rho, u),
\]
where \( P, \nu \) and \( g \) provide respectively the pressure law, Lamé viscosity coefficient and external forces.

Here we consider for \( U = (R, W)^T \) — valued in \((\mathbb{R}^d)^Z = (\mathbb{R}^{d_1})^Z \times (\mathbb{R}^{d_2})^Z \) — systems of the following general form
\[
\frac{d}{dt} R(t) + D_1 (f_r(R(t), W(t))) = 0, \\
\frac{d}{dt} W(t) + D_2 (f_w(R(t), W(t))) = D_3 (B(R(t), W(t)) D_1 W(t)) + g(R(t), W(t)),
\]
where \( f = (f_r, f_w) : \mathbb{R}^d \to \mathbb{R}^d \), \( g : \mathbb{R}^d \to \mathcal{L}(\mathbb{R}^{d_2}) \) and \( B : \mathbb{R}^d \to \mathcal{L}(\mathbb{R}^{d_2}) \) are identified with their component-wise counterparts actions on sequences, of respective type \((\mathbb{R}^d)^Z \to (\mathbb{R}^d)^Z\), \((\mathbb{R}^d)^Z \to (\mathbb{R}^{d_2})^Z\) and \((\mathbb{R}^d)^Z \to \mathcal{L}((\mathbb{R}^{d_2})^Z)\), and \( D_j, j = 1, 2, 3, 4, \) are constant-coefficient discrete differential operators, \( D_1 \) being conservative in the sense that the kernel of \( D_1^* \) (the adjoint of \( D_1 \) on \( \ell^2(\mathbb{Z}; \mathbb{R}^{d_1}) \)) contains constant sequences. From now on, for definiteness’ sake, we will restrict our attention to the case where for some \( \eta > 0 \)
\[
D_1 = D_4 = \eta (T - \text{Id}), \quad D_2 = D_3 = \eta (\text{Id} - T^{-1}).
\]

As in the reaction-diffusion case, we make a "non degeneracy" assumption on the set of periodic traveling waves:

Periodic traveling waves of (2.16) — identified when coinciding up to time translation — form a smooth manifold of dimension \( d_1 + 1 \), regularly parametrized by \( (k, M) \), their wavenumber and the average-values of their \( d_1 \)th components.

Explicitly \( M = (M_1, \ldots, M_{d_1}) \) with \( M_j = \int_0^1 e_j \cdot y \) where \( e_j \) is the \( j \)th element of the canonical basis of \( \mathbb{R}^d \). For latter use, we denote by \( \omega(k, M) \) a parametrization provided by the previous assumption. Again we refer the reader to references in the introduction for proofs of existence results.

Again, a formal ansatz
\[
U_j^{(\epsilon)}(t) = u^{(\epsilon)} \left( \frac{\epsilon j}{T}, \frac{\epsilon t}{T}, \frac{\phi^{(\epsilon)}(\epsilon j, \epsilon t)}{\epsilon} \right) + O(\epsilon^2),
\]
with phases \( \phi^{(\epsilon)} \)
\[
\phi^{(\epsilon)}(X, T) = \phi_0(X, T) + \epsilon \phi_1(X, T) + \epsilon^2 \phi_2(X, T) + O(\epsilon^3),
\]
and profiles \( u^{(\epsilon)} \) one-periodic in the third variable \( \Theta \)
\[
u^{(\epsilon)}(X, T, \Theta) = u_0(X, T, \Theta) + \epsilon u_1(X, T, \Theta) + O(\epsilon^2)
\]
leads, under a suitable normalization of parametrization, to
\[
u_0(X, T, \Theta) = u^{(k_0, M_0)(X, T)}(\Theta)
\]
with
\[
k_0(X, T) := \partial_X \phi_0(X, T), \quad \omega_0(X, T) := \partial_T \phi_0(X, T)
\]
and
\[
M_0(X, T) := \int_0^1 \begin{pmatrix} I_{d_1} & 0_{d_1 \times d_2} \end{pmatrix} u_0(X, T, \Theta) \, d\Theta.
\]
But now the law of conservation of waves
\[ \partial_T k_0 - \partial_X (\omega(k_0, M_0)) = 0 \]
fails to describe completely the time-evolution.

To proceed, one collects terms of power \( \epsilon^2 \), replacing \( \phi_0(X, T) / \epsilon + \phi_1(X, T) \) with \( \Theta \), and, with usual implicit notation for coordinates splitting \( u = (r, w)^T \), receives
\[- L u_1 + \partial_T (u_0) + \eta T k_0 (df(u_0) \cdot \partial_X u_0) = \partial_\Theta (\cdots) + \begin{pmatrix} 0 \\ \vdots \end{pmatrix},\]
where \( L \) is the operator associated with the linearized profile equation and \( T k_0 \) acts on functions of \( \Theta \) through \( T k_0 (v) = v (\cdot + k_0) \). Motivated by the fact that constant functions with values \( \epsilon_j, j = 1, \ldots, d_1 \), lie in the kernel of \( L^* \), we average over \( \Theta \in (0, 1) \) the scalar product of the previous system with those \( \epsilon_j \) and obtain
\[ \partial_T M_0 + \partial_X F(k_0, M_0) = 0 \]
where
\[ F(k, M) = \eta \int_0^1 f_r (\sigma^k M(\Theta)) \, d\Theta. \]

Altogether we have derived the following averaged system
\[
\begin{cases}
\partial_T k - \partial_X \omega(k, M) = 0 \\
\partial_T M + \partial_X F(k, M) = 0
\end{cases}
\]
(2.20)
for the evolution of local parameters involved in a slow modulation description of the dynamics.

2.3. **Hamiltonian case.** Up to now we have implicitly assumed that our systems do not contain any "hidden" conservation law. In doing so we were motivated by our will to restrict to non-degenerate cases. However for special algebraic classes of systems ‘hidden’ conservation laws are indeed generic and we need to accommodate them. As a typical example we analyze systems that are (at least formally) of Hamiltonian type. Incidentally, although we do not follow this path here, we stress that the presence of an extra structure also offers alternative ways of deriving the same modulation equations; see [71].

To emphasize analogy with results on continuous dynamical systems in [5] we focus on a class of Hamiltonian lattice dynamical systems that include discrete counterparts to the Korteweg-de Vries equation and the Euler–Korteweg system. Explicitly we fix some Hamiltonian \( \mathcal{H} : (\mathbb{R}^d)^2 \to \mathbb{R} \) and some skew-symmetric constant-coefficient discrete differential operator \( \mathbf{J} \) in a conservative form, say for definiteness’ sake \( \mathbf{J} = \mathbf{D} \mathbf{B} \) with \( \mathbf{B} \) a symmetric matrix of size \( d \) and \( \mathbf{D} = \frac{1}{2} (\mathbf{T} - \mathbf{T}^{-1}) \). Moreover we choose some other constant-coefficient discrete differential operator \( \tilde{\mathbf{D}} \) (not necessarily skew-symmetric), say \( \tilde{\mathbf{D}} = \eta (\mathbf{T} - \text{Id}) \), for some \( \eta > 0 \).

Then we consider the following lattice dynamical system
\[
\frac{d}{dt} U(t) = \mathbf{J} \delta \mathcal{H}[U(t)],
\]
where \( \delta \) denotes a discrete Euler operator providing variational derivatives for functionals stemming from local functions of \( (U, \mathbf{D} U) \),
\[
\delta \mathcal{H}[U] = \nabla_U \mathcal{H}(U, \tilde{\mathbf{D}} U) + \tilde{\mathbf{D}}^* \nabla_{\tilde{\mathbf{D}} U} \mathcal{H}(U, \tilde{\mathbf{D}} U).
\]
By definition the previous system comes with a local conservation law for the discrete Hamiltonian
\[
\frac{d}{dt} [\mathcal{H}(U, \tilde{\mathbf{D}} U)] = \tilde{\mathbf{D}} \left[ \frac{1}{2} \mathbf{T}^{-1} (\delta \mathcal{H}[U]) \mathbf{B} \delta \mathcal{H}[U] + \mathbf{T}^{-1} (\nabla_{\tilde{\mathbf{D}} U} \mathcal{H}(U, \tilde{\mathbf{D}} U)) \cdot \mathbf{J} \delta \mathcal{H}[U] \right].
\]
Notice that to derive (2.23) from (2.21) we have used that
\[ A \tilde{\mathbf{D}} B - (\tilde{\mathbf{D}}^* A) B = \tilde{\mathbf{D}} ((\mathbf{T}^{-1} A)B) \]
for any $A, B \in \mathbb{C}^d \mathbb{Z}$.

As we have already done in previous subsections, to the shift operator $T$ acting on sequences we may naturally associate a family of shifts on functions $T_k(v) = v(\cdot + k)$. For concision’s sake, from now on we will likewise denote by $(P(T))_k$ the operator $P(T_k)$. In particular, we will freely use notation $D_k, \tilde{D}_k, \delta_k,$

Now, our ”non-degeneracy” assumption on the set of periodic traveling waves takes the following form

Periodic traveling waves of (2.21) — identified when coinciding up to time translation (A) — form a smooth manifold of dimension $d + 2$, regularly parametrized by $(k, M, E)$, their wavenumber, the average-values of their components and their Hamiltonian.

More explicitly

$$E = \int_{0}^{1} \mathcal{H}(u^{(k,M,E)}(\zeta), \tilde{D}_k u^{(k,M,E)}(\zeta)) d\zeta,$$

With notational convention similar to the one of previous subsections, a two-scale ansatz from the insertion of our $\epsilon$ ansatz from the insertion of our ansatz takes the following form

$$u_0(\mathbf{X}, T, \Theta) = u^{(k_0, M_0, E_0)}(\mathbf{X}, T) (\Theta)$$

with

$$k_0(\mathbf{X}, T) := \partial_X \phi_0(\mathbf{X}, T), \quad \omega_0(\mathbf{X}, T) := \partial_T \phi_0(\mathbf{X}, T),$$

$$M_0(\mathbf{X}, T) := \int_{0}^{1} u_0(\mathbf{X}, T, \Theta) d\Theta,$$

and

$$E_0(\mathbf{X}, T) := \int_{0}^{1} \mathcal{H}(u_0(\mathbf{X}, T, \Theta), \tilde{D}_{k_0} u_0(\mathbf{X}, T, \Theta)) d\Theta.$$  

Moreover we still have a law of conservation of waves

$$\partial_T k_0 - \partial_X (\omega(k_0, M_0)) = 0$$

and a conservation law for the averaged-values

$$\partial_T M_0 = B \partial_X F(k_0, M_0, E_0),$$

where

$$F(k, M, E) = \eta \int_{0}^{1} \delta_k(\mathcal{H}[u^{k,M,E}](\zeta)) d\zeta = \eta \int_{0}^{1} \nabla u \mathcal{H}(u^{k,M,E}(\zeta), \tilde{D}_k u^{k,M,E}(\zeta)) d\zeta.$$  

The latter fact is easily deduced from the fact that by collecting terms of power $\epsilon^1$ stemming from the insertion of our ansatz in our system we receive an equation in the form

$$-\mathcal{L} u_1 + \partial_T (u_0) - \frac{\eta}{2} (T_{k_0} + T_{-k_0}) B \partial_X (\delta_{k_0}(\mathcal{H}[u_0])) = \partial_\Theta (\cdots) + D_{k_0}(\cdots).$$

The derivation of an equation for the time evolution of $E_0$ requires more algebra. To write computations in a compact way we introduce some more pieces of notation. First we set $\mathcal{L}_\xi := e^{-ik \cdot x} \mathcal{L} e^{ik \cdot x}$ then we denote $\mathcal{L}^{(1)}$ and $\mathcal{L}^{(2)}$ the operators involved in the expansion

$$\mathcal{L}_\xi = \mathcal{L} + (i \xi k) \mathcal{L}^{(1)} + (i \xi k)^2 \mathcal{L}^{(2)} + \mathcal{O}(|\xi|^3).$$

With these preliminaries the equation obtained from the collection of coefficients of $\epsilon^1$ is explicitly written as

$$-\mathcal{L} u_1 + \partial_T (u_0) + (\partial_T \phi_1 + c(k_0, M_0, E_0) \partial_X \phi_1) \partial_\Theta u_0$$

$$= \partial_X \phi_1 \mathcal{L}^{(1)} \partial_\Theta u_0 + \partial_\Theta \phi_0 \mathcal{L}^{(2)} \partial_\Theta u_0 + (\mathcal{L}^{(1)} - c(k_0, M_0, E_0)) \partial_X u_0.$$  

Since $\delta_{k_0}(\mathcal{H}[u_0])$ belongs to the kernel of $\mathcal{L}^*$, we shall average over $\Theta \in (0, 1)$ the scalar product of the previous system with $\delta_{k_0}(\mathcal{H}[u_0])$. Our claim is that we receive

$$\partial_T E_0 - \partial_X (S(k_0, M_0, E_0)) = 0.$$
where
\[
S(k, M, E) = \eta \int_0^1 \frac{1}{2} T_{-k}(\delta_k(\mathcal{H})[\underline{u}^{(k, M, E)}]) B \delta_k(\mathcal{H})[\underline{u}^{(k, M, E)}] + \eta \int_0^1 T_{-k}(\nabla_{D^k} \mathcal{H}(\underline{u}^{(k, M, E)}, \tilde{D}_k \underline{u}^{(k, M, E)})) \cdot J_k \delta_k(\mathcal{H})[\underline{u}^{(k, M, E)}]
\]

Indeed it does follow from direct computations. One one hand, when \( a \in \{\zeta, k, M_1, \ldots, M_d, E\} \), one computes that
\[
(2.24) \quad \delta_k[\mathcal{H}](\underline{u}) \cdot \partial_a \underline{u} = \partial_a(\mathcal{H}(\underline{u}, \tilde{D}_k \underline{u})) - \eta T_{-k}(\nabla_{D^k} \mathcal{H}(\underline{u}, \tilde{D}_k \underline{u})) \cdot \partial_a \underline{u} \partial_a k + (\cdots)
\]
where \((\cdots)\) denotes mean-free terms and dependence of \( \underline{u} \) on parameters has been omitted. On the other hand, for \( a \in \{\zeta, k, M_1, \ldots, M_d, E\} \), we also have that
\[
(2.25) \quad \delta_k[\mathcal{H}](\underline{u}) \cdot \left( (\mathcal{L}^{(1)} - \zeta) \partial_a \underline{u} + \mathcal{L}^{(2)}(\partial_a \underline{u}) \partial_a k \right)
= \partial_a \left( \eta^2 T_{-k}(\delta_k(\mathcal{H})[\underline{u}]) B \delta_k(\mathcal{H})[\underline{u}] + \eta T_{-k}(\nabla_{D^k} \mathcal{H}(\underline{u}, \tilde{D}_k \underline{u})) \cdot J_k \delta_k(\mathcal{H})[\underline{u}] \right)
- \eta T_{-k}(\nabla_{D^k} \mathcal{H}(\underline{u}, \tilde{D}_k \underline{u})) \cdot \partial_a \underline{u} \partial_a \omega + (\cdots)
\]
with the same convention. This yields our claim by integration using that \( \partial_T k_0 = \partial_X (\omega(k_0, M_0, E_0)) \).

Alternatively one could have derived this last equation by directly expanding and averaging equation (2.23).

Altogether we have derived the following averaged equations for the slow modulation of local parameters
\[
\begin{align*}
\frac{\partial_T k}{\partial_T M} &= \frac{\partial_X \omega(k, M, E)}{B \partial_X F(k, M, E)} \\
\frac{\partial_T E}{\partial_T F} &= \partial_X S(k, M, E).
\end{align*}
\]

3. Analytic framework

We collect in this section some preliminaries from functional analysis that will allow us to formulate in which sense the formally derived averaged equations provide some valuable pieces of information at the spectral level.

3.1. Integral transform. To analyze linearized lattice systems with periodic coefficients we shall make use of an adapted integral transform, usually called discrete Bloch transform. Though probably less known that its continuous counterpart it is a natural functional tool that have already received various applications in related contexts, see for instance [9, 10].

3.1.1. Discrete Bloch Transform. Let \( N \in \mathbb{N}^* \) be given. We define the following transform
\[
(3.1) \quad B : \ell^2(\mathbb{Z}; \mathbb{C}^d) \to L^2 \left( [0, N - 1] \times \left[ -\frac{\pi}{N}, \frac{\pi}{N} \right]; \mathbb{C}^d \right), \quad f \mapsto \tilde{f}
\]
where for \( j \in [0, N - 1] \)
\[
(3.2) \quad \tilde{f}(j, \cdot) := \lim_{k_0 \to \infty} \sum_{k \in [-k_0, k_0]} e^{-i(kN+j)} \cdot f_{kN+j},
\]
the limit being taken in the \( L^2 \left( \left[ -\frac{\pi}{N}, \frac{\pi}{N} \right] \right) \)-sense. Up to a multiplicative constant this is a total isometry whose reciprocal is given as
\[
(3.3) \quad B^{-1} : L^2 \left( [0, N - 1] \times \left[ -\frac{\pi}{N}, \frac{\pi}{N} \right]; \mathbb{C}^d \right) \to \ell^2(\mathbb{Z}; \mathbb{C}^d), \quad \tilde{f} \mapsto f
\]
where for \((k,j) \in \mathbb{Z} \times [0, N - 1]\)

\[
(3.4) \quad f_{kN+j} = \frac{N}{2\pi} \int_{-\frac{\pi}{N}}^{\frac{\pi}{N}} e^{i(kN+j)\xi} \hat{f}(j,\xi) \, d\xi.
\]

From now on we’ll constantly identify functions on \(\mathbb{Z}/(N\mathbb{Z})\) with functions on \([0, N - 1]\) through usual restriction/periodic extension processes. To this purpose we stress that formula (3.2) already provides the needed periodic extension. With this identification, inverse formula (3.4) simply reads for any \(j \in \mathbb{Z}\)

\[
(3.5) \quad f_j = \frac{N}{2\pi} \int_{-\frac{\pi}{N}}^{\frac{\pi}{N}} e^{ij\xi} \hat{f}(j,\xi) \, d\xi.
\]

3.1.2. Discrete Bloch symbols. To any element \(\xi \mapsto A_\xi\) of \(L^\infty([-\frac{\pi}{N}, \frac{\pi}{N}] ; \mathcal{L}(\ell^2(\mathbb{Z}/(N\mathbb{Z}); \mathbb{C}^d)))\) one may associate a bounded operator \(A \in \mathcal{L}(\ell^2(\mathbb{Z}; \mathbb{C}^d))\) such that, for any \(f \in \ell^2(\mathbb{Z}; \mathbb{C}^d),\)

\[(Af)(\cdot,\xi) = A_\xi \hat{f}(\cdot,\xi).
\]

Explicitly

\[
(3.6) \quad (Af)_j = \frac{N}{2\pi} \int_{-\frac{\pi}{N}}^{\frac{\pi}{N}} e^{ij\xi} (A_\xi \hat{f}(\cdot,\xi))_j \, d\xi.
\]

Moreover up to a multiplicative constant the map

\[L^\infty([-\frac{\pi}{N}, \frac{\pi}{N}] ; \mathcal{L}(\ell^2(\mathbb{Z}/(N\mathbb{Z}); \mathbb{C}^d))) \rightarrow \mathcal{L}(\ell^2(\mathbb{Z}; \mathbb{C}^d))\]

is a partial isometry. From this follows the classical identity between the spectrum of the synthetized operator \(A\) and the essential range of \(\xi \mapsto \sigma(A_\xi)\). In particular, in the case where \(\xi \mapsto A_\xi\) belongs to \(C^0([-\frac{\pi}{N}, \frac{\pi}{N}] ; \mathcal{L}(\ell^2(\mathbb{Z}/(N\mathbb{Z}); \mathbb{C}^d)))\), this yields

\[
\sigma(A) = \bigcup_{\xi \in [-\frac{\pi}{N}, \frac{\pi}{N}]} \sigma(A_\xi)
\]

so that the spectrum of \(A\) may be analyzed by looking at the family of spectra of the finite-dimensional symbols \(A_\xi\).

Reciprocally for a large class of \(A \in \mathcal{L}(\ell^2(\mathbb{Z}; \mathbb{C}^d))\) one may define corresponding symbols \(\xi \mapsto A_\xi\) formally given by

\[
A_\xi = e^{-i\xi} A e^{i\xi}
\]

that is, for \(f \in \ell^2(\mathbb{Z}/(N\mathbb{Z}); \mathbb{C}^d)\)

\[(A_\xi f)_j = e^{-ij\xi} (A (e^{i\xi} f))_j
\]

with an extended sense of \(A\). To make things more concrete, we focus now on the case where \(A\) is an \(N\)-periodic discrete differential operator in the sense that it is given as

\[A = a(\cdot, T) \quad \text{with} \quad a(\cdot, X) = \sum_{j \in \mathbb{Z}} a_j(\cdot) X^j
\]

where \(T\) is again the left shift operator and \(a : \mathbb{Z} \rightarrow \mathcal{L}(\mathbb{C}^d)\) is \(N\)-periodic. The Bloch symbols of \(A\) are then given by

\[A_\xi = a(\cdot, e^{i\xi} T)
\]

where \(T\) is now the left shift operator acting on \((\mathbb{C}^d)^{\mathbb{Z}/(N\mathbb{Z})}\) and \(a\) is considered as a function on \(\mathbb{Z}/(N\mathbb{Z})\).
3.2. **Linear evolution.** By linearizing original equations — respectively (2.2), (2.16) and (2.21) in Subsections 2.1, 2.2 and 2.3 — about a periodic traveling wave $U(t) = (u(kj + \omega t))_{j \in \mathbb{Z}}$ of time frequency $\omega$ we receive equations in the form

$$\frac{d}{dt} V(t) = A(t)V(t)$$

where $A(\cdot)$ is a $1/\omega$-periodic family of bounded operators generating $S(\cdot, \cdot)$ an evolution system on $\ell^2(\mathbf{Z}; \mathbb{C}^d)$ (in the sense defined for instance in [58, Chapter 5]). Explicitly we have

$$\forall s \in \mathbb{R}, \ S(s, s) = \text{Id}$$

and

$$\forall (s, t) \in \mathbb{R}^2, \ (\partial_t S)(t, s) - A(t)S(t, s) = 0 \quad \text{and} \quad (\partial_s S)(t, s) + S(t, s)A(s) = 0.$$

Note that periodicity implies that linear stability in the sense that

$$\sup_{t \in \mathbb{R}^+} \| S(t, 0) \| < \infty$$

is equivalent to

$$\sup_{k \in \mathbb{N}} \| S(1/\omega, 0)^k \| < \infty.$$

Likewise linear exponential instability in the sense that

$$\exists \gamma > 0, \ inf_{t \in \mathbb{R}^+} e^{-\gamma t} \| S(t, 0) \| > 0$$

is equivalent to

$$\exists \kappa > 1, \ inf_{k \in \mathbb{N}} \kappa^{-k} \| S(1/\omega, 0)^k \| > 0,$$

that is to $\rho(S(1/\omega, 0)) > 1$.

**Remark 3.1.** Here we use time-translation invariance and periodicity in time as a substitute to space-translation invariance and stationarity in a moving frame that play a crucial role in similar analyses of continuous systems. However as pointed out for instance in [26, 27, 28, 29] the loss of an exact invariance in space does not preclude arguments based on a pseudo-invariance. Notably, note that for all $t \in \mathbb{R}^+$

$$A(t + 1/c) = T^{-1}A(t)T.$$

This implies that for all $(t, s) \in \mathbb{R}$

$$S(t + 1/c, s + 1/c) = T^{-1}S(t, s)T.$$

As a consequence, linear stability is also equivalent to

$$\sup_{k \in \mathbb{N}} \| (TS(1/c, 0))^k \| < \infty.$$

The fact that such an alternative exist is obviously crucial when dealing with fronts, shocks or solitary waves rather than with periodic waves.

From now on, in order to make the most of the discrete Bloch transform we focus on cases where, for some $N \in \mathbb{N}^*$, $A(\cdot)$ is valued in $N$-periodic discrete differential operators that is we restrict to cases where linearization is about a periodic traveling wave with an integer period, $N$. Then $A(\cdot)$ the value at $\xi$ of the corresponding family of Bloch symbols generates the evolution system given by the value at $\xi$, $S(\cdot, \cdot)$, of the family of Bloch symbols associated with $S(\cdot, \cdot)$.

In our context some continuity in the $\xi$-variable is available and linear stability reads

$$\sup_{\xi} \sup_{k \in \mathbb{N}} \| S(1/\omega, 0)^k \| < \infty,$$

while linear exponential instability may be written as

$$\exists \xi \in \left[-\frac{\pi}{N}, \frac{\pi}{N}\right], \ \rho(S(1/\omega, 0)) > 1.$$
This implies that a necessary condition for linear stability is that for any \( \xi \in \left[ -\frac{\pi}{N}, \frac{\pi}{N} \right] \)
\[
\sigma\left(S_\xi(1/\omega,0)\right) \subset B(0,1).
\]

The fact that each periodic wave is embedded in a family of neighboring waves implies that 1 always belongs to the spectrum of \( S_0(1/\omega,0) \). It is then crucial in the analysis of linear stability to determine how the eigenvalue 1 evolves when \( \xi \) is varied. Our goal is to prove that this piece of information is precisely given by the averaged equations.

### 3.3. Algebraic interplay

To analyze the evolution of the spectrum of \( S_\xi(1/\omega,0) \) when \( \xi \) is small, we first stress the following classical identity, for any \( \xi \in \left[ -\frac{\pi}{N}, \frac{\pi}{N} \right] \)
\[
\forall (s,t) \in \mathbb{R}^2, \quad S_\xi(t,s) = S_0(t,s) + \int_s^t S_0(t,r) (A_\xi(r) - A_0(r)) S_\xi(r,s) \, dr.
\]

In particular, expanding \( A_\xi(\cdot) \) as
\[
A_\xi(\cdot) \xrightarrow{\xi \to 0} A_0(\cdot) + i \xi A^{(1)}(\cdot) + (i \xi)^2 A^{(2)}(\cdot) + O(|\xi|^3),
\]
uniformly in time, for some \( A^{(1)}(\cdot) \), \( A^{(2)}(\cdot) \), we receive locally uniformly in time
\[
S_\xi(t,s) \xrightarrow{\xi \to 0} S_0(t,s) + i \xi S^{(1)}(t,s) + (i \xi)^2 S^{(2)}(t,s) + O(|\xi|^3),
\]
with
\[
S^{(1)}(t,s) = \int_s^t S_0(t,r) A^{(1)}(r) S_0(r,s) \, dr
\]
\[
S^{(2)}(t,s) = \int_s^t S_0(t,r) A^{(2)}(r) S_0(r,s) \, dr + \int_s^t S_0(t,r) A^{(1)}(r) S^{(1)}(r,s) \, dr.
\]

We have already encountered a similar expansion for \( \mathcal{L}_\xi := e^{-i\xi \cdot} \mathcal{L} e^{i\xi \cdot} \). Operators \( \mathcal{L}_\xi \) acting on functions of period 1 are actually continuous Bloch symbols of the operator obtained by extending \( \mathcal{L} \) to functions defined on the full line. Since we won’t need this relation here, we mostly use the fact that by expanding
\[
\mathcal{L}_\xi = \mathcal{L} + (i \xi k) \mathcal{L}^{(1)} + (i \xi k)^2 \mathcal{L}^{(2)} + O(|\xi|^3).
\]
we obtain operators \( \mathcal{L}^{(j)} \) that are practical shorthands to denote relations obtained by differentiating profile equation with respect to parameters. For instance, when \( a \) denotes a parameter which is not \( k \) (but possibly \( \zeta \), to account for phase shifts), one receives
\[
\mathcal{L} \partial_a u = \partial_a \omega \partial_\zeta u
\]
while
\[
\mathcal{L} \partial_k u = -k \partial_k c \partial_\zeta u - \mathcal{L}^{(1)} \partial_\zeta u.
\]

Proofs of our main results strongly rely on the interplay between \( \mathcal{L}_\xi \) and \( A_\xi \) that allows to use the previous relations. Explicitly to any function \( v : \mathbb{R} \to \mathbb{C}^d \) of period 1, we associate
\[
V^v : \mathbb{R} \to (\mathbb{C}^d)^\mathbb{Z}
\]
by
\[
V^v(j,t) = v(k \cdot (j - c t)).
\]
Observe that when \( v \) and \( w \) are one-periodic
\[
\int_0^{1/\omega} \langle V^w(s), V^v(s) \rangle \, ds = \frac{1}{k \omega} \langle w, v \rangle.
\]
Note also that when \( v \) is one-periodic \( V^v(\cdot,t) \) is \( 1/\omega \)-periodic in time and valued in \( N \)-periodic sequences. In this case,
\[
\frac{d}{dt} V^v(t) - A_\xi(t) V^v(t) = -V^\mathcal{L}_\xi v(t) - i \xi \omega V^v(t)
\]
\[
\frac{d}{dt} V^v(t) + A_\xi(t)^* V^v(t) = V^{\mathcal{L}_\xi^*} v(t) - i \xi \omega V^v(t).
\]
In particular

\[
\frac{d}{dt} (\langle V^w, V^v \rangle(t)) = \langle V^{\mathcal{L}^w} w(t), V^v(t) \rangle - \langle V^w(t), V^{\mathcal{L}^v} v(t) \rangle,
\]

which turns to be crucial to transport duality relations. Obviously by expanding in \( \xi \) the foregoing relations we obtain corresponding relations between operators \( A^{(j)} \) and operators \( \mathcal{L}^{(j)} \), for instance

\[
\frac{d}{dt} V^v(t) - A_0(t) V^v(t) = -V^{\mathcal{L}^v} v(t)
\]

\[
- A^{(1)}(t) V^v(t) = -k V^{(\mathcal{L}^{(1)} - \omega) v}(t)
\]

\[
- A^{(2)}(t) V^v(t) = -k^2 V^{\mathcal{L}^{(2)} v}(t)
\]

\[
\frac{d}{dt} V^v(t) + A_0(t)^* V^v(t) = V^{\mathcal{L}^* v}(t).
\]

Note that from (3.9) and (3.11)

\[
\forall (t, s) \in \mathbb{R}^2, \ V^{\partial_\omega \mathcal{L}}(t) = S_0(t, s) V^{\partial_\omega \mathcal{L}}(s).
\]

In particular, \( V^{\partial_\omega \mathcal{L}}(0) \in \ker(S_0(1/\omega, 0) - \text{Id}) \). More generally (3.9) and (3.11) provide as many members of the generalized kernel of \( S_0(1/\omega, 0) - \text{Id} \) as the expected dimension of the family of periodic traveling waves (counted up to translation). Regardless of the version of the equations that we are considering, assumption A may be reformulated as the fact that these elements form a basis of this generalized kernel. Moreover (3.10), (3.11) and (3.8) yield

\[
\forall (t, s) \in \mathbb{R}^2, \ V^{\partial_\omega \mathcal{L}}(t) = S_0(t, s) V^{\partial_\omega \mathcal{L}}(s) - (t - s) \partial_\omega V^{\partial_\omega \mathcal{L}}(s) + \frac{1}{k} S^{(1)}(t, s) V^{\partial_\omega \mathcal{L}}(s).
\]

4. Spectral validation of averaged equations

4.1. Reaction-diffusion case. Firstly we analyze the linearization of (2.3) about \( \mathcal{U}(\cdot) \) the periodic traveling wave associated to \( \mathcal{W}_k \), with \( k = 1/N \). The linearized evolution obeys \( (\forall t, \ \frac{d}{dt} V(t) = A(t) V(t)) \) where

\[
A(\cdot) = \mu (T - 2\text{Id} + T^{-1}) + df(\mathcal{U}(\cdot))
\]

with usual identification of functions with their local action on sequences, that is, here,

\[
\forall (t, j), \ [df(\mathcal{U}(t))V]_j = df(\mathcal{U}_j(t)) V_j.
\]

Explicitly here

\[
A^{(1)}(\cdot) = \mu (T - T^{-1}) \quad \text{and} \quad A^{(2)}(\cdot) = \frac{1}{2} \mu (T + T^{-1}).
\]

Now our main goal is to prove the following result that validates (2.10) and (2.14) at the spectral level.

**Theorem 4.1.** Assuming that condition A holds in a neighborhood of \( \mathcal{W}_k \), there exist positive \( \epsilon_0 \) and \( \xi_0 \in (0, \pi/N) \) and an analytic curve \( \lambda : [-\xi_0, \xi_0] \to \mathbb{C} \) such that

\[
\forall \xi \in [-\xi_0, \xi_0], \ \sigma(S_\xi (1/\omega_k, 0)) \cap B(1, \epsilon_0) = \{ \lambda(\xi) \}.
\]

Moreover, for \( \xi \in [-\xi_0, \xi_0] \), eigenvalue \( \lambda(\xi) \) of \( S_\xi (1/\omega_k, 0) \) is simple and

\[
\lambda(\xi) \xrightarrow{\xi \to 0} \frac{1}{\epsilon_0} (\frac{1}{k} \xi \partial_\omega + (\frac{1}{2} k^2 d(k)) + \mathcal{O}(|\xi|^3),
\]

where \( d(k) \) is given by (2.13) under normalization \( N \).

The above theorem has many direct implications. For instance, we readily see that \( d(k) > 0 \) yields a linear exponential instability caused by side-band perturbations, that is, by perturbations with arbitrary small — but non zero — spatial Floquet exponents. It also proves as expected that the single linear group velocity is indeed \( \partial_\omega \mathcal{W}_k \).
Proof. Assumption A implies that 1 is a simple eigenvalue of $S_0(1/\omega,0)$ so that the only point that does not follow from classical results on regular perturbations of simple eigenvalues is expansion (4.1). To identify coefficients we expand
\[ \lambda(\xi) \xi^\alpha = 1 + i \xi \lambda^{(1)}(\xi) + (i \xi)^2 \lambda^{(2)}(\xi) + \mathcal{O}(|\xi|^3), \]
and a corresponding eigenvector $\varphi_\xi$, which also depends analytically on $\xi$, as
\[ \varphi_\xi \xi^\alpha = V^{\partial_k\omega}(0) + i \xi \varphi^{(1)}(\xi) + (i \xi)^2 \varphi^{(2)}(\xi) + \mathcal{O}(|\xi|^3). \]
Setting $p = 1/\omega^k$ for writing convenience, we now expand relation $S_\xi(p,0)\varphi_\xi = \lambda(\xi)\varphi_\xi$.

At first order in $i\xi$ we receive
\[ (S_0(p,0) - \Id) \varphi^{(1)} = \lambda^{(1)}(\xi) V^{\partial_k\omega}(0) - S^{(1)}(p,0) V^{\partial_k\omega}(0). \]
Hence
\[ (S_0(p,0) - \Id) (\varphi^{(1)} - kV^{\partial_k\omega}(0)) = \lambda^{(1)}(\xi) - kp\partial_k\omega_k(\xi) V^{\partial_k\omega}(0). \]
Since 1 is a simple eigenvalue of $S_0(p,0)$, $V^{\partial_k\omega}(0)$ does not belong to the image of $S_0(p,0) - \Id$. From this we infer the desired
\[ \lambda^{(1)}(\xi) = kp\partial_k\omega_k(\xi) \quad \text{and} \quad \varphi^{(1)} - kV^{\partial_k\omega}(0) \in \ker(S_0(p,0) - \Id) = CV^{\partial_k\omega}(0). \]

By expanding now at the second order in $i\xi$ we obtain
\[ (S_0(p,0) - \Id) \varphi^{(2)} = \lambda^{(2)}(\xi) V^{\partial_k\omega}(0) + kp\partial_k\omega_k(\xi) \varphi^{(1)}(\xi) - S^{(1)}(p,0) \varphi^{(1)}(\xi) - S^{(2)}(p,0) V^{\partial_k\omega}(0). \]
To proceed we also need to involve $w^{\text{ad}}_k$ defined in Subsection 2.1, that is $w^{\text{ad}}_k$ spans $\ker\mathcal{L}$ and $\langle w^{\text{ad}}_k, \partial_\xi w^{\text{ad}}_k \rangle = 1$ (in the $L^2_{\text{per}}([0,1])$ sense). From (3.11) we deduce that
\[ \forall (t,s), \quad S_0(s,t) V^{\text{ad}}(t) = V^{\text{ad}}(s), \]
thus that $V^{\text{ad}}_k(0) \in \ker(S_0(p,0) - \Id)$ and from (3.12) that
\[ \forall t, \quad \langle V^{\text{ad}}_k(t), V^{\partial_k\omega}(t) \rangle = \frac{1}{p} \int_0^p \langle V^{\text{ad}}_k(s), V^{\partial_k\omega}(s) \rangle \, ds = \frac{1}{k} \langle w^{\text{ad}}_k, \partial_\xi w^{\text{ad}}_k \rangle = \frac{1}{k}. \]
Since $-kp\partial_k\omega_k V^{\partial_k\omega}(0) + S^{(1)}(p,0) V^{\partial_k\omega}(0)$ belongs to the range of $S_0(p,0) - \Id$ this yields
\[ \frac{1}{k} \lambda^{(2)} = \langle V^{\text{ad}}_k(0), -kp\partial_k\omega_k V^{\partial_k\omega}(0) + kS^{(1)}(p,0) V^{\partial_k\omega}(0) + S^{(2)}(p,0) V^{\partial_k\omega}(0) \rangle. \]
Now with (3.8) we compute
\[ \langle V^{\text{ad}}_k(0), kS^{(1)}(p,0) V^{\partial_k\omega}(0) + S^{(2)}(p,0) V^{\partial_k\omega}(0) \rangle \]
\[ = \int_0^p \langle V^{\text{ad}}_k(s), A^{(1)}(s)[kS_0(s,0) V^{\partial_k\omega}(0) + S^{(1)}(s,0) V^{\partial_k\omega}(0)] + A^{(2)}(s) V^{\partial_k\omega}(s) \rangle \, ds \]
\[ = \int_0^p \langle V^{\text{ad}}_k(s), A^{(1)}(s)[k s \partial_k \omega_k V^{\partial_k\omega}(s) + k V^{\partial_k\omega}(s)] + A^{(2)}(s) V^{\partial_k\omega}(s) \rangle \, ds \]
\[ = \int_0^p \langle V^{\text{ad}}_k(s), k^2 s \partial_k \omega_k V^{(\mathcal{L}(-\xi) - \partial_\xi u)(s)} + k^2 V^{(\mathcal{L}(-\xi) - \partial_\xi u)(s)} + k^2 V^{(\mathcal{L}(-\xi) - \partial_\xi u)(s)} \rangle \, ds. \]
Now, since $(\mathcal{L}(-\xi)) \partial_\xi u = \partial_\xi \omega \partial_\xi u - \partial_\xi u$, by using (3.13) and normalization $N$ and integrating by part, we observe that
\[ \int_0^p \langle V^{\text{ad}}_k(s), k^2 s \partial_k \omega_k V^{(\mathcal{L}(-\xi) - \partial_\xi u)(s)} \rangle \, ds = \frac{1}{k} \left[ \frac{1}{2} k^2 p^2 (\partial_k \omega_k)^2 + k^2 p \partial_k \omega_k \langle V^{\text{ad}}_k(0), V^{\partial_k\omega}(0) \rangle \right] \]
which yields
\[ \lambda^{(2)} = \frac{p k^2 d(k)}{2} + \frac{1}{2} (pk^2 \partial_k \omega_k)^2 \]
as desired. \qed
4.2. **General mixed case.** Now our main goal is to unravel the role of \((2.20)\) in the spectral analysis of the linearization of \((2.16)\).

**Theorem 4.2.** Assuming that condition \(A\) holds in a neighborhood of \(\frac{k M}{\omega}\), there exist positive \(\varepsilon_0\) and \(\zeta_0 \in (0, \pi/N)\) and continuous curves \(\lambda_\alpha : [-\zeta_0, \zeta_0] \to \mathbb{C}\), \(\alpha = 1, \ldots, d_1 + 1\), such that

\[
\forall \xi \in [-\zeta_0, \zeta_0], \quad \sigma(S_\xi(1/\omega \cdot \frac{k M}{\omega}, 0)) \cap B(1, \varepsilon_0) = \{ \lambda_\alpha(\xi), \ldots, \lambda_{d_1+1}(\xi) \}.
\]

Moreover, for \(\xi \in [-\zeta_0, \zeta_0]\) and \(\alpha = 1, \ldots, d_1 + 1\)

\[
\lambda_\alpha(\xi) \equiv \frac{\varepsilon_0}{1 + \frac{i k \xi}{\omega}} + O(|\xi|^2),
\]

where \(a_1, \ldots, a_{d_1+1}\) are the characteristic speeds of the Whitham system \((2.20)\) linearized about parameters \((k, M)\).

In contrast with what happens in the reaction-diffusion case, that is averaged to a scalar equation, the above first-order expansion already provides an instability criterion. If the Whitham system \((2.20)\) is not weakly hyperbolic at \((k, M)\), that is, if some of the \(a_\alpha\) are not real, then the corresponding wave is linearly exponentially unstable to side-band perturbations. In contrast, when weak hyperbolicity is met, then the above theorem proves that those \(a_\alpha\) do give the \(d_1 + 1\) linear group velocities, a non trivial fact.

**Proof.** Let us denote by \(e_1, \ldots, e_{d_1}\) both the \(d_1\) first members of the canonical basis of \(\mathbb{C}^d\) and the constant functions with corresponding values. As a consequence of Assumption A, there exists \(\eta^{\text{ad}}\) belonging to the generalized kernel of \(L^*\), orthogonal to \(\partial_{M_1} u, \ldots, \partial_{M_{d_1}} u\) and such that \(\langle \eta^{\text{ad}}, \partial_{\eta} u \rangle = 1\). Moreover, by appealing to Subsection 3.3 as in the reaction-diffusion case, one obtains that \((V^{\partial_{M_1} u}, V^{\partial_{M_{d_1}} u}, \ldots, V^{\partial_{M_{d_1}} u})\) and \((k V^{\text{ad}}, k V^{\epsilon_1}, \ldots, k V^{\epsilon_{d_1}})\) form dual bases of the generalized kernels of \(S_0(1/\omega \cdot \frac{k M}{\omega}, 0) - \text{Id}\) and \(S_0(1/\omega \cdot \frac{k M}{\omega}, 0)^* - \text{Id}\).

By Kato’s perturbation method [46, pp. 99-100] we may continue these bases as dual bases \((q_0(\xi), \ldots, q_{d_1}(\xi))\) and \((\tilde{q}_0(\xi), \ldots, \tilde{q}_{d_1}(\xi))\) of the generalized eigenspaces of \(S_\xi(1/\omega \cdot \frac{k M}{\omega}, 0)\) and \(S_\xi(1/\omega \cdot \frac{k M}{\omega}, 0)^*\) associated with their spectra in \(B(1, \varepsilon_0)\) as long as \(|\xi| \leq \zeta_0\) provided \(\xi_0\) and \(\varepsilon_0\) are small enough. Then, for \(|\xi| \leq \zeta_0\), the spectrum of \(S_\xi(1/\omega \cdot \frac{k M}{\omega}, 0) - \text{Id}\) in \(B(0, \varepsilon_0)\) is the spectrum of the matrix

\[
\Omega_\xi = \left[ \begin{array}{l}
\langle \tilde{q}_0(\xi), \left( S_\xi(1/\omega \cdot \frac{k M}{\omega}, 0) - \text{Id} \right) q_0(\xi) \rangle \\
\end{array} \right]_{0 \leq \alpha, \beta \leq d_1}.
\]

Observe that

\[
\Omega_0 = \begin{pmatrix}
0 & \frac{p \partial_{M_1} \omega}{2} & \cdots & \frac{p \partial_{M_{d_1}} \omega}{2} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0_{d_1 \times d_1}
\end{pmatrix},
\]

where \(p = 1/\omega \cdot \frac{k M}{\omega}\). Expanding

\[
\Omega_\xi = \Omega_0 + ik_\xi \Omega^{(1)} + (ik_\xi)^2 \Omega^{(2)} + O(|\xi|^3),
\]

we also obtain since

\[
\frac{1}{\xi} S^{(1)}(p, 0) V^{\partial_k \omega}(0) = -(S_0(p, 0) - \text{Id}) V^{\partial_k \omega}(0) + p \partial_k \omega \cdot V^{\partial_k \omega}(0)
\]

that

\[
\Omega^{(1)} = \begin{pmatrix}
* & \cdots & * \\
0 & \ddots & 0 \\
\vdots & \ddots & * \\
0 & \cdots & *
\end{pmatrix}.
\]

The upshot is that the matrix \(\hat{\Omega}_\xi\) defined by

\[
\hat{\Omega}_\xi := \frac{1}{ik_\xi} \Sigma_\xi^{-1} \Omega_\xi \Sigma_\xi
\]

with \(\Sigma_\xi = \begin{pmatrix}
(i k_\xi)^{-1} & 0_{1 \times d_1} \\
0_{d_1 \times 1} & I_{d_1 \times d_1}
\end{pmatrix}
\)

...
depends analytically on $\xi$. The heuristics behind this transformation is that the change of basis transforms a phase-like coordinate to a wavenumber-like coordinate as in the derivation of the Whitham system (2.20) while the division by $i \xi$ changes eigenvalues in velocities.

Now the point is to identify $\tilde{\Omega}_0$. We already know that

$$\tilde{\Omega}_0 = \left( \begin{array}{c|c} (\Omega^{(1)})_{\alpha,\beta} & (\Omega_0)_{\alpha,\beta} \\ \hline (\Omega^{(2)})_{\alpha,\beta} & (\Omega^{(1)})_{\alpha,\beta} \end{array} \right)_{0 \leq \alpha,\beta \leq d_1} .$$

and, for $\beta = 1, \ldots, d_1$, $(\Omega_0)_{1,\beta} = p^{\partial_{M(\beta)} \omega}$. First

$$(\Omega^{(1)})_{0,0} = \frac{1}{i \xi} \langle \tilde{q}_0(0), (S_0(p, 0) - \text{Id}) \partial_\xi q_0(0) \rangle + \frac{1}{i} \langle \tilde{q}_0(0), S^{(1)}(p, 0) q_0(0) \rangle = \frac{1}{i} \langle \tilde{q}_0(0), (S_0(p, 0) - \text{Id}) (\partial_\xi q_0(0) - i k V^{\partial_\xi u}(0)) \rangle .$$

Our claim is that the last term vanishes. Indeed since $(\text{Whitham system}) (2.20)$ while the division by $i \xi$ transforms a phase-like coordinate to a wavenumber-like coordinate as in the derivation of the

$$\frac{1}{i} \langle \tilde{q}_0(0), (S_0(p, 0) - \text{Id}) q_0(0) \in \text{Span}(\{q_0(\xi), \ldots, q_{d_1}(\xi)\})\rangle .$$

we conclude

$$\frac{1}{i} \langle (S_0(p, 0) - \text{Id}) \partial_\xi q_0(0) + \frac{1}{i} S^{(1)}(p, 0) q_0(0) \in \text{Span}(\{q_0(0), \ldots, q_{d_1}(0)\})\rangle .$$

hence

$$(S_0(p, 0) - \text{Id}) (\partial_\xi q_0(0) - i k V^{\partial_\xi u}(0)) \in \text{Span}(\{q_0(0), \ldots, q_{d_1}(0)\}) .$$

This implies

$$\partial_\xi q_0(0) - i k V^{\partial_\xi u}(0) \in \text{Span}(\{q_0(0), \ldots, q_{d_1}(0)\})$$

which in turn yields

$$(S_0(p, 0) - \text{Id}) (\partial_\xi q_0(0) - i k V^{\partial_\xi u}(0)) \in \text{Span}(\{q_1(0), \ldots, q_{d_1}(0)\}) ,$$

proving the cancellation. To make the remaining computations easier we pick $(z_1, \ldots, z_{d_1})$ such that

$$\partial_\xi q_0(0) - i k V^{\partial_\xi u}(0) = \sum_{1 \leq \alpha \leq d_1} z_\alpha q_\alpha(0)$$

and replace $(q_0(\xi), \tilde{q}_1(\xi), \ldots, \tilde{q}_{d_1}(\xi))$ with $(q_0(\xi) - \xi \sum_{1 \leq \alpha \leq d_1} z_\alpha q_\alpha(\xi), \tilde{q}_1(\xi) + \xi z_1 \tilde{q}_0(\xi), \ldots, \tilde{q}_{d_1}(\xi) + \xi z_{d_1} \tilde{q}_0(\xi))$. This ensures $\partial_\xi q_0(0) = i k V^{\partial_\xi u}(0)$.

With this in hands we may also compute, for $1 \leq \alpha, \beta \leq d_1$,

$$(\Omega^{(1)})_{\alpha,\beta} = \frac{1}{i} \langle \partial_\xi \tilde{q}_\alpha(0), (S_0(p, 0) - \text{Id}) q_\beta(0) \rangle + \frac{1}{i \xi} \langle \tilde{q}_\alpha(0), S^{(1)}(p, 0) q_\beta(0) \rangle = \frac{p^{\partial_{M(\beta)} \omega}}{i k} \langle \partial_\xi \tilde{q}_\alpha(0), q_\beta(0) \rangle + \frac{1}{i} \langle \tilde{q}_\alpha(0), S^{(1)}(p, 0) q_\beta(0) \rangle = - \frac{p^{\partial_{M(\beta)} \omega}}{i k} \langle \tilde{q}_\alpha(0), \partial_\xi q_0(0) \rangle + \frac{1}{i \xi} \langle \tilde{q}_\alpha(0), S^{(1)}(p, 0) q_\beta(0) \rangle = - \frac{p^{\partial_{M(\beta)} \omega}}{i k} \langle \tilde{q}_\alpha(0), V^{\partial_\xi u}(0) \rangle + \frac{1}{i \xi} \langle \tilde{q}_\alpha(0), S^{(1)}(p, 0) q_\beta(0) \rangle .$$

Now using that, for any $(s, t)$,

$$S_0(t, s) V^{\partial_{M(\beta)} \omega}(s) = V^{\partial_{M(\beta)} \omega}(t) + (t - s) \partial_{M(\beta)} \omega V^{\partial_\xi u}(t) ,$$

we go further to obtain

$$\frac{1}{i \xi} \langle \tilde{q}_\alpha(0), S^{(1)}(p, 0) q_\beta(0) \rangle = \int_0^P \langle V^{\omega_\alpha}(t), A^{(1)}(t) [V^{\partial_{M(\beta)} \omega}(t) + t \partial_{M(\beta)} \omega V^{\partial_\xi u}(t)] \rangle dt .$$
with
\[
\int_0^T (V^{e_\alpha}(t), A^{(1)}(t)V^{\partial M_\alpha, \omega}(t)) \, dt = p \langle e_\alpha, (\mathcal{L}^{(1)} - \zeta) \partial M_\alpha \xi \rangle \\
= p \int_0^1 \eta e_{\alpha} \cdot df(u(\zeta)) \partial M_\alpha u(\zeta) d\zeta \\
= -p \partial M_\alpha F_\alpha(k, M)
\]
and, by using \((\mathcal{L}^{(1)} - \zeta) \partial \xi u = \partial_k \omega \partial \xi u - \partial \partial_k \omega u\) and integrating by part,
\[
\int_0^T t (V^{e_\alpha}(t), A^{(1)}(t)V^{\partial k_\alpha, u}(t)) \, dt = -k \int_0^T t (V^{e_\alpha}(t), V^{\partial k_\xi, u}(t)) \, dt \\
= k \int_0^T t (V^{e_\alpha}(t), \left(\frac{d}{dt} - A_0(t)\right) V^{\partial k_\xi, u}(t)) \, dt \\
= k \int_0^T (V^{e_\alpha}(0), V^{\partial k_\xi, u}(0))
\]
Hence, for \(1 \leq \alpha, \beta \leq d_1\),
\[
(\Omega^{(1)})_{\alpha, \beta} = -p \partial M_\beta F_\alpha(k, M).
\]
Lastly we compute, for \(1 \leq \alpha \leq d_1\),
\[
(\Omega^{(2)})_{\alpha, 0} = \frac{1}{\xi^2} \langle \partial_k \tilde{q}_\alpha(0), (S_0(p_0) - \text{Id}) \partial_k q_0(0) \rangle + \frac{1}{\xi^2} \langle \tilde{q}_\alpha(0), S^{(1)}(p_0) \partial_k q_0(0) \rangle \\
+ \frac{1}{\xi^2} \langle \partial_k \tilde{q}_\alpha(0), S^{(1)}(p_0) q_0(0) \rangle + \frac{1}{\xi^2} \langle \tilde{q}_\alpha(0), S^{(2)}(p_0) q_0(0) \rangle.
\]
On one hand, integrating by parts,
\[
\int_0^T \langle \partial_k \tilde{q}_\alpha(0), S^{(1)}(p_0) q_0(0) \rangle = \frac{1}{\xi^2} \int_0^T \langle \partial_k \tilde{q}_\alpha(0), S_0(p_0, t) A^{(1)}(t)V^{\partial k_\xi, u}(t) \rangle dt \\
= \frac{1}{\xi^2} \int_0^T \langle \partial_k \tilde{q}_\alpha(0), S_0(p_0, t) \partial_k \omega V^{\partial k_\xi, u}(t) \rangle dt + \frac{1}{\xi^2} \int_0^T \langle \partial_k \tilde{q}_\alpha(0), S_0(p_0, t) \left(\frac{d}{dt} - A_0(t)\right) V^{\partial k_\xi, u}(t) \rangle dt \\
= \frac{1}{\xi^2} \left[ p \partial_k \omega \langle \partial_k \tilde{q}_\alpha(0), V^{\partial k_\xi, u}(0) \rangle - \frac{1}{\xi^2} \langle \partial_k \tilde{q}_\alpha(0), (S_0(p_0) - \text{Id}) \partial_k q_0(0) \rangle \right].
\]
On the other hand, using (3.14),
\[
\int_0^T \langle \tilde{q}_\alpha(0), [\frac{1}{\xi} S^{(1)}(p_0) \partial_k q_0(0) + S^{(2)}(p_0) q_0(0)] \rangle \\
= \int_0^T \langle V^{e_\alpha}(t), A^{(1)}(t) \left( V^{\partial k_\xi, u}(t) + t \partial_k \omega V^{\partial k_\xi, u}(t) \right) \rangle dt + \frac{1}{\xi} \int_0^T \langle V^{e_\alpha}(t), A^{(2)}(t) V^{\partial k_\xi, u}(t) \rangle dt \\
= p \langle e_\alpha, (\mathcal{L}^{(1)} - \zeta) \partial \xi u + \mathcal{L}^{(2)} \partial_k u \rangle + \frac{1}{\xi} \langle \tilde{q}_\alpha(0), \partial_k q_0(0) \rangle.
\]
Hence
\[
(\Omega^{(2)})_{\alpha, 0} = p \langle e_\alpha, (\mathcal{L}^{(1)} - \zeta) \partial \xi u + \mathcal{L}^{(2)} \partial_k u \rangle = -p \partial_k F_\alpha(k, M)
\]
so that as expected
\[
\hat{\Omega}_0 = p \begin{pmatrix}
\partial k \omega & \partial M_1 \omega & \cdots & \partial M_{d_1} \omega \\
-\partial_k F_\alpha(k, M) & -\partial M_1 F_\alpha(k, M) & \cdots & -\partial M_{d_1} F_\alpha(k, M)
\end{pmatrix}.
\]
\[
\square
\]
4.3. Hamiltonian case. Now we turn our attention to the role of (2.26) in the spectral analysis of the linearization of (2.21). Our analysis hereafter follows closely the proof of the foregoing subsection. The only difference stems from the presence of one extra "hidden" conservation law.
Theorem 4.3. Assuming that condition A holds in a neighborhood of $\frac{1}{k,M,E}$, there exist positive $\epsilon_0$ and $\xi_0 \in (0, \pi/N)$ and continuous curves $\lambda_\alpha : [-\xi_0, \xi_0] \to \mathbb{C}$, $\alpha = 1, \cdots, d+2$, such that
\[
\forall \xi \in [-\xi_0, \xi_0], \quad \sigma(S(1/\omega^{k,M,E}, 0)) \cap B(1, \epsilon_0) = \{\lambda_1(\xi), \cdots, \lambda_{d+2}(\xi)\}.
\]
Moreover, for $\xi \in [-\xi_0, \xi_0]$ and $\alpha = 1, \cdots, d+2$
\[
(4.5) \quad \lambda_\alpha(\xi) \equiv \frac{\epsilon_0}{e^{-\frac{\omega}{\omega^{k,M,E}} \frac{i k}{\xi} a_\alpha}} + \mathcal{O}(\|\xi\|^2),
\]
where $a_1, \cdots, a_{d+2}$ are the characteristic speeds of the Whitham system (2.26) linearized about parameters $(k,M,E)$.

Proof. As in the previous subsection, perturbatively we may obtain dual bases $(q_0(\xi), \cdots, q_{d+1}(\xi))$ and $(\tilde{q}_0(\xi), \cdots, \tilde{q}_{d+1}(\xi))$ of the generalized eigenspaces of $S(1/\omega^{k,M,E}, 0)$ and $S(1/\omega^{k,M,E}, 0)^*$ associated with their spectra in $B(1, \epsilon_0)$ as long as $|\xi| \leq \xi_0$ provided $\xi_0$ and $\epsilon_0$ are small enough. Here however we start from
\[
(q_0(0), \cdots, q_{d+1}(0)) = (V^{\partial_0, u}, V^{\partial M_1, u}, \cdots, V^{\partial M_d, u}, V^{\partial E, u})
\]
and
\[
(\tilde{q}_0(0), \cdots, \tilde{q}_{d+1}(0)) = (\tilde{V}^{\partial_0, u}, \tilde{V}^{\partial E_1, u}, \cdots, \tilde{V}^{\partial E_d, u}, \tilde{V}^{\partial \Omega, u}),
\]
where $u^{ad}$ belongs to the generalized kernel of $L^*$, is orthogonal to $\partial M_1, \cdots, \partial M_d, \partial E$ and satisfies $(u^{ad}, \partial \Omega u) = 1$. Then, for $|\xi| \leq \xi_0$, the spectrum of $S(1/\omega^{k,M,E}, 0) - \text{Id} \in B(0, \epsilon_0)$ is the spectrum of the matrix
\[
\Omega_{\xi} = \left[\left(\tilde{q}_{\alpha}(\xi), (S(1/\omega^{k,M,E}, 0) - \text{Id}) q_\beta(\xi)\right)\right]_{0 \leq \alpha, \beta \leq d+1}.
\]
The cancellation discussed in the previous subsection shows that the matrix $\tilde{\Omega}_{\xi}$ defined by
\[
\tilde{\Omega}_{\xi} = \left(\frac{1}{i k \xi} \Sigma_{\xi}^{-1} \Sigma_{\xi} \right) \Sigma_{\xi} = \left(\frac{(ik\xi)^{-1}}{0_{d+1 \times 1}} O_{1 \times d+1} \right)
\]
depends analytically on $\xi$. The point is again to connect $\tilde{\Omega}$ with our averaged system, here (2.26).

Manipulations as above already yield
\[
\tilde{\Omega}_0 = p \begin{pmatrix}
\partial_k \omega & \partial M_1 \omega & \cdots & \partial M_d \omega & \partial E \omega \\
\begin{pmatrix}
-B \partial_0 F & -B \partial M_1 F & \cdots & -B \partial M_d F & -B \partial E F \\
\frac{1}{i k} (\Omega^{(2)})_{d+1,0} & \frac{1}{i k} (\Omega^{(1)})_{d+1,1} & \cdots & \frac{1}{i k} (\Omega^{(1)})_{d+1,d} & \frac{1}{i k} (\Omega^{(1)})_{d+1,d+1}
\end{pmatrix}
\end{pmatrix},
\]
where $p = 1/\omega^{k,M,E}$, for $\alpha = 1, \cdots, d+1$,
\[
(\Omega^{(2)})_{d+1,0} = \frac{1}{(ik)^2} \left(\partial_0 \tilde{q}_{d+1}(0), (S(0,p, 0) - \text{Id}) \partial_0 q_0(0)\right) + \frac{1}{ik} \left(\tilde{q}_{d+1}(0), S^{(1)}(p, 0) \partial_0 q_0(0)\right)
\]
\[
+ \left(\partial_0 \tilde{q}_{d+1}(0), S^{(1)}(p, 0) q_0(0)\right) + \frac{1}{k^2} \left(\tilde{q}_{d+1}(0), S^{(2)}(p, 0) q_0(0)\right),
\]
and, for $\beta = 1, \cdots, d+1$,
\[
(\Omega^{(1)})_{d+1, \beta} = \left(\partial_0 \tilde{q}_{d+1}(0), (S(0,p, 0) - \text{Id}) q_\beta(0)\right) + \frac{1}{k} \left(\tilde{q}_{d+1}(0), S^{(1)}(p, 0) q_\beta(0)\right).
\]
Moreover we may enforce $\Delta_0 q_0(0) = i k \partial_k u$.

For $\beta = 1, \cdots, d+1$, setting
\[
a_\beta = \begin{cases}
M_\beta & \text{if } 1 \leq \beta \leq d \\
E & \text{if } \beta = d+1
\end{cases}
\]
and proceeding as in the previous subsection we derive
\[
(\Omega^{(1)})_{d+1,\beta} = \frac{p}{\xi^2} \partial_{\beta} \omega \langle \partial_{\xi} \tilde{q}_{d+1}(0), q_0(0) \rangle + \frac{p}{\xi^2} \langle \delta_k \mathcal{H}[u], (\mathcal{L}^{(1)} - \xi) \partial_{\beta} \omega \rangle \\
+ \frac{p}{\xi^2} \partial_{\beta} \omega \int_0^P t \langle V^{\delta_k \mathcal{H}[\tilde{u}]}(t), \left( \frac{d}{dt} - A_0(t) \right) V^{\omega} \rangle \, dt.
\]

Now using (2.24) and (2.25) we also obtain
\[
p \langle \delta_k \mathcal{H}[u], (\mathcal{L}^{(1)} - \xi) \partial_{\beta} u \rangle = p \partial_{\beta} S + \frac{p}{\xi^2} \partial_{\beta} \omega \int_0^P \langle V^{\delta_k \mathcal{H}[\tilde{u}]}(t), V^{\omega} \rangle \, dt.
\]

From this stems as expected
\[
(\Omega^{(1)})_{d+1,\beta} = \frac{p}{\xi^2} \partial_{\beta} \omega \left[ \langle \partial_{\xi} \tilde{q}_{d+1}(0), q_0(0) \rangle + \langle \tilde{q}_{d+1}(0), \partial_{\xi} q_0(0) \rangle \right] + \frac{p}{\xi^2} \partial_{\beta} S = \frac{p}{\xi^2} \partial_{\beta} S.
\]

Lastly, on one hand, we still have
\[
\frac{1}{\xi^2} \langle \partial_{\xi} \tilde{q}_{d+1}(0), S^{(1)}(\xi, 0) q_0(0) \rangle
\]
\[
= \frac{1}{\xi^2} \left[ p \partial_{\beta} \omega \langle \partial_{\xi} \tilde{q}_{d+1}(0), q_0(0) \rangle - \frac{1}{\xi^2} \langle \partial_{\xi} \tilde{q}_{d+1}(0), (S_0(p, 0) - \text{Id}) \partial_{\xi} q_0(0) \rangle \right].
\]

On the other hand,
\[
\frac{1}{\xi^2} \langle \tilde{q}_0(0), \left[ \frac{1}{\xi^2} S^{(1)}(\xi, 0) \partial_{\xi} q_0(0) + S^{(2)}(\xi, 0) q_0(0) \right] \rangle
\]
\[
= \int_0^P \langle V^{e_{\alpha}(t)}, A^{(1)}(t) \left( V^{\omega} \partial_k q(t) + t \partial_k \omega \right) V^{\omega} \partial_k q(t) \rangle \, dt + \frac{1}{\xi^2} \int_0^P \langle V^{e_{\alpha}(t)}, A^{(2)}(t) \left( V^{\omega} \partial_k q(t) \rangle \, dt
\]
\[
= p \langle e_{\alpha}, (\mathcal{L}^{(1)} - \xi) \partial_{\xi} u + \mathcal{L}^{(2)} \partial_{\xi} \omega \rangle + \frac{p}{\xi^2} \partial_{\beta} \omega \int_0^P \langle V^{\delta_k \mathcal{H}[\tilde{u}]}(t), \left( \frac{d}{dt} - A_0(t) \right) V^{\omega} \rangle \, dt
\]
\[
= \frac{p}{\xi^2} \partial_{\beta} S + \frac{p}{\xi^2} \partial_{\beta} \omega \left[ \frac{1}{\xi^2} \langle \tilde{q}_0(0), \partial_{\xi} q_0(0) \rangle \right].
\]

Hence as expected \((\Omega^{(2)})_{d+1,0} = \frac{p}{\xi^2} \partial_{\beta} S\).

This achieves the proof of
\[
\tilde{\Omega}_0 = \frac{p}{\xi^2} \begin{pmatrix}
\partial_k \omega & \partial_{M_1} \omega & \cdots & \partial_{M_d} \omega & \partial_E \omega \\
-B\partial_k F & -B\partial_{M_1} F & \cdots & -B\partial_{M_d} F & -B\partial_E F \\
\partial_k S & \partial_{M_1} S & \cdots & \partial_{M_d} S & \partial_E S
\end{pmatrix}
\]

that yields the theorem. \(\square\)

5. Conclusions and Remarks

We have proved that the slow modulation ansatz captures accurately the essential spectral features of the space-time low Floquet-multiplier evolution linearized about a periodic wave whose period belongs to the lattice. As already mentioned this opens at least three classes of questions.

In many cases one also expects that in the large-time the dynamics is effectively reduced to a slow modulation evolution. Our analysis provides the spectral background — including, as appears from our proofs, expansion of critical eigenfunctions — for a proof of such claims, either in the linear regime as, for continuous systems, in [61] for the Korteweg–de Vries equation, or in the complete nonlinear regime, as in [44] for general parabolic systems of partial differential equations.

With this in mind, one expects to be able to identify on averaged systems the key features of the discrete dynamics. It is then natural to ask if one may design discrete systems leading to desired modulation properties, either with applications to the analysis of numerical schemes

\(^{2}\text{In the sense of close to 1.}\)
where the goal is to preserve the slow modulation asymptotics at the discrete level, or in the effective conception of smart materials, a fast-growing field of investigation.

At last, even for the direct problem at the spectral level, remains the technical challenge of dealing with waves of general period, a seemingly quasi-periodic problem.
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**Appendix A. About Assumption A**

In the present Appendix we exhibit some explicit examples of systems possessing periodic traveling waves as studied in the core of the paper. Obviously this does not show that the presence of periodic traveling waves is an ubiquitous phenomenon. But a detailed treatment of the question — including discussions of the emergence of such waves through bifurcations and of their persistence in the continuous limit — would bring us too far from the main scope of the present study and we simply refer the reader to the bibliography of the introduction. Nevertheless we do hope that simple examples may at least convince the reader that Assumption A is indeed a natural assumption.

Note that in the continuous case corresponding assumptions may indeed be formulated as non degeneracy assumptions of suitable jump maps that are finite dimensional smooth mappings. See for instance [68] for a precise setting. It strongly relies on the spatial dynamical interpretation of eigenvalue problems associated with one-dimensional differential operators. For lattice dynamical systems with both advance and delay such an interpretation is not available. The following elementary examples are intended to restore part of the missing intuition.

We start with an example related to discrete complex Ginzburg–Landau equations. We choose some smooth increasing $F: \mathbb{R} \to \mathbb{R}$ and set

$$A = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}, \quad V_0 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ i \end{pmatrix}.$$

Now as a special case of (2.2) with $d = 2$ consider equation

$$\frac{d}{dt} U_j(t) = \mu [U_{j+1}(t) - 2U_j(t) + U_{j-1}(t)] + F(\|U_j(t)\|^2)AU_j(t), \quad j \in \mathbb{Z}, \ t > 0,$$

where $\mu \in \mathbb{R}_+$. Inserting the ansatz

$$U(j, t) = u(kj + \omega t), \quad u(\zeta) = \text{Re}(a e^{2i\pi \zeta} V_0)$$

for some positive real number $a$ reduces the equation to

$$2 \mu (1 - \cos(2\pi k)) = F(a^2) = 2\pi \omega.$$ 

On the open set of $k$s such that $2 \mu (1 - \cos(2\pi k)) \in F(\mathbb{R}_+)$ the latter relations define as expected a smooth one-dimensional family of solutions $u_h^k(\cdot, \omega(k)).$

We claim that near the continuous limit each member of this family of waves do satisfy Assumption A provided that the limiting profile does. We briefly sketch now the argument providing the claim. We refer the reader to [26] for a detailed treatment of a related — but deeper and more comprehensive — issue. First let us introduce a mesh parameter $h > 0$, fix some positive $\mu_0, k_0, a_0$ and $\omega_0$ such that $2\pi \omega_0 = F(a_0^2) = \mu_0 k_0^2$ and set $\mu = \mu_0 h^{-2}$, $k = k_0 h$. Then the above $u_h^{k_0 h}(\cdot)$ converges when $h$ goes to 0 to a traveling wave profile $u_0$

$$u_0(\zeta) = \text{Re}(a_0 e^{2i\pi \zeta} V_0)$$
defining a periodic traveling wave solution \( U(x, t) = u_0(k_0 x + \omega_0 t) \) to
\[
\partial_t U = \mu_0 \partial_x^2 U + F(\|U\|^2) A U .
\]
The claim follows by inspection of \( \mathcal{L}_h^h u = 0, \mathcal{L}_0^0 u = 0 \) the linearizations of respective profiles equations about respective profiles \( u_h^{k_0, h} \) and \( u_0 \). Observe first that for \( \lambda \in \mathbb{C}^+ \) such that \( |\text{Im}(\lambda)| < 2\pi\omega_0 \) and \( h \) small enough
\[
\lambda - \mathcal{L}_h^h = (\text{Id} + R^h(\lambda + \omega_h(k_0 h)\partial_x - \mu_0 h^{-2}(\mathbf{T}_{k_0 h} - 2\text{Id} + T_{-k_0, h}))^{-1})
\]
\[
\lambda - \mathcal{L}_0^0 = (\text{Id} + R^0(\lambda + \omega_h(k_0 h)\partial_x - \mu_0 \partial_x^2)\partial_x^{-1}) (\lambda + \omega_h \partial_x - \mu_0 \partial_x^2)
\]
where \( R^h \) and \( R^0 \) are 0th order operators and in \( \mathcal{B}(L^2_{\text{per}}([0, 1])) \)-operator norms
\[
R^0 = \lim_{h \to 0} R^h \quad \text{and} \quad (\lambda + \omega_0 \partial_x - \mu_0 \partial_x^2)\partial_x^{-1} = \lim_{h \to 0} (\lambda + \omega_h(k_0 h)\partial_x - \mu_0 \partial_x^2(T_{k_0, h} - 2\text{Id} + T_{-k_0, h}))^{-1}.
\]
From this simple observation a counting root argument shows that if 0 is a simple eigenvalue of \( \mathcal{L}_0^0 \) so it is for \( \mathcal{L}_h^h \) when \( h \) is small enough and the claim follows then from a suitable application of the Inverse Function Theorem.

Though the above system is relatively simple it already exhibits a lot of interesting phenomena — that we do not discuss in details here. In contrast, to keep the discussion short, we shall discuss now exclusively simple instances of systems (2.16) and (2.21).

Elaborating on the above example one may exhibit a special instance of system (2.16), with \( d_1 = 1 \) and \( d_2 = 2 \),
\[
\frac{d}{dt} R_j(t) + \eta (W_{j+1}(t) - W_j(t)) = 0
\]
\[
\frac{d}{dt} W_j(t) = \eta^2 [W_{j+1}(t) - 2W_j(t) + W_{j-1}(t)] + F(\|W_j(t)\|^2) AW_j(t),
\]
with explicit traveling wave profiles \( u = (x, w)^T \)
\[
\tilde{z}^{k, M}(\zeta) = M - \frac{\eta}{\omega(k)} [\partial_x^{-1}(\mathbf{T}_k - \text{Id})]u^k(\zeta) \quad w^k(\zeta) = \text{Re}(a_h^k e^{2i\pi\zeta} V_0)
\]
where \( a_h^0, \omega(k) \) are as above and \( \partial_x^{-1} \) denotes the inverse of \( \partial_x \) acting on mean-free functions and valued in mean-free functions. Note that as required indeed \( \int_0^1 \tilde{r}^{k, M} = M \).

Concerning (2.21) observe that for \( d = 1, B = (1) \) and \( \mathcal{H}[U] = \frac{1}{2} U^2 \), the equation reduces to
\[
\frac{d}{dt} U_j(t) = \frac{1}{2} \eta [U_{j+1}(t) - U_{j-1}(t)].
\]
For any \( E > \frac{1}{2} M^2 \) one finds corresponding periodic waves
\[
u^{k, M}(\zeta) = M + \sqrt{2(E - M^2)} \cos(2\pi\zeta)
\]
with time frequency \( \omega(k) = \eta \sin(2\pi k)/(2\pi) \) and as required
\[
\int_0^1 \nu^{k, M} = M \quad \text{and} \quad \int_0^1 \mathcal{H}(\nu^{k, M})e^{i\zeta} = E.
\]
Moreover restricting for instance to \( k > 1/12 \) in order to exclude possible resonances — \( \ell \sin(2\pi k) = 0 \) for some \( \ell \in \mathbb{Z} \setminus \{-1, 0, 1\} \) — one checks readily that the above waves satisfy Assumption A. Incidentally note that for conservative equations where periodic waves can not arise as a balance between dissipating and enhancing mechanisms — as in the first example of the present Appendix — the Hamiltonian structure plays a key-role in the existence of periodic waves. Observe for instance that the seemingly close equation
\[
\frac{d}{dt} U_j(t) = \eta [U_{j+1}(t) - U_j(t)]
\]
does not support any non trivial periodic wave.
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