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ABSTRACT. We study the null-controllability of parabolic equations associated with a general class of hypoelliptic quadratic differential operators. Quadratic differential operators are operators defined in the Weyl quantization by complex-valued quadratic symbols. We consider in this work the class of accretive quadratic operators with zero singular spaces. These possibly degenerate non-selfadjoint differential operators are known to be hypoelliptic and to generate contraction semigroups which are smoothing in specific Gelfand-Shilov spaces for any positive time. Thanks to this regularizing effect, we prove by adapting the Lebeau-Robbiano method that parabolic equations associated with these operators are null-controllable in any positive time from control regions, for which null-controllability is classically known to hold in the case of the heat equation on the whole space. Some applications of this result are then given to the study of parabolic equations associated with hypoelliptic Ornstein-Uhlenbeck operators acting on weighted $L^2$ spaces with respect to invariant measures. By using the same strategy, we also establish the null-controllability in any positive time from the same control regions for parabolic equations associated with any hypoelliptic Ornstein-Uhlenbeck operator acting on the flat $L^2$ space extending in particular the known results for the heat equation or the Kolmogorov equation on the whole space.

CONTENTS

1. Introduction 2
   1.1. Null-controllability of degenerate parabolic equations 2
   1.2. Miscellaneous facts about quadratic differential operators 5
   1.3. Statements of the main results 8
2. Adapted Lebeau-Robbiano method for observability 15
3. Proof of null-controllability and observability of hypoelliptic Ornstein-Uhlenbeck equations 15
   3.1. Dissipation estimate 16
   3.2. Spectral inequality for Fourier modes 20
   3.3. Proof of Theorem 1.3 20
4. Proof of null-controllability and observability of parabolic equations associated with accretive quadratic operators with zero singular spaces 21
   4.1. Gelfand-Shilov regularizing properties 21

2010 Mathematics Subject Classification. 93B05, 35H10.
Key words and phrases. Null-controllability, observability, quadratic differential operators, Ornstein-Uhlenbeck operators, Fokker-Planck operators, hypoellipticity.

The authors were partially supported by the “Agence Nationale de la Recherche” ANR EMAQS (Project: ANR-2011-BS01-017-01) and ANR NOSEVOL (Project: ANR 2011-BS01-019-01).
1. Introduction

1.1. Null-controllability of degenerate parabolic equations. We aim in this work at studying the null-controllability of parabolic equations controlled by a source term \( u \) locally distributed on an open subset \( \omega \subset \mathbb{R}^n \) of the whole space

\[
\begin{cases}
(\partial_t + P)f(t, x) = u(t, x)1_{\omega}(x), & x \in \mathbb{R}^n, t > 0, \\
f|_{t=0} = f_0 \in L^2(\mathbb{R}^n),
\end{cases}
\]

where \( P = q^u(x, D_x) \) is an accretive quadratic operator. Quadratic operators are pseudo-differential operators defined in the Weyl quantization

\[
q^u(x, D_x)f(x) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i(x-y)\cdot \xi} q\left(\frac{x+y}{2}, \xi\right)f(y) dy d\xi,
\]

by symbols \( q(x, \xi) \), with \((x, \xi) \in \mathbb{R}^n \times \mathbb{R}^n\), \( n \geq 1 \), which are complex-valued quadratic forms

\[
q : \mathbb{R}^n_x \times \mathbb{R}^n_\xi \to \mathbb{C} \\
(x, \xi) \mapsto q(x, \xi).
\]

These operators are non-selfadjoint differential operators in general, with simple and fully explicit expression since the Weyl quantization of the quadratic symbol \( x^\alpha \xi^\beta \), with \( (\alpha, \beta) \in \mathbb{N}^{2n}, |\alpha + \beta| = 2 \), is the differential operator

\[
\frac{x^\alpha D^\beta_x + D^\beta_x x^\alpha}{2}, \quad D_x = i^{-1}\partial_x.
\]

We study the null-controllability of the parabolic equations \((1.1)\) associated with a general class of hypoelliptic quadratic differential operators:

Definition 1.1 (Null-controllability). Let \( T > 0 \) and \( \omega \) be an open subset of \( \mathbb{R}^n \). Equation \((1.1)\) is said to be null-controllable from the set \( \omega \) in time \( T \) if, for any initial datum \( f_0 \in L^2(\mathbb{R}^n) \), there exists \( u \in L^2((0, T) \times \mathbb{R}^n) \), supported in \((0, T) \times \omega\), such that the mild solution of \((1.1)\) satisfies \( f(T, \cdot) = 0 \).
By the Hilbert Uniqueness Method, see [15, Theorem 2.44] or [40], the null-controllability of the equation (1.1) is equivalent to the observability of the adjoint system

\[
\begin{cases}
(\partial_t + P^*)g(t, x) = 0, & x \in \mathbb{R}^n, \\
g|_{t=0} = g_0 \in L^2(\mathbb{R}^n).
\end{cases}
\]

We recall that the notion of observability is defined as follows:

**Definition 1.2 (Observability).** Let \( T > 0 \) and \( \omega \) be an open subset of \( \mathbb{R}^n \). Equation (1.3) is said to be observable in the set \( \omega \) in time \( T \) if there exists a constant \( C_T > 0 \) such that, for any initial datum \( g_0 \in L^2(\mathbb{R}^n) \), the mild solution of (1.3) satisfies

\[
\int_{\mathbb{R}^n} |g(T, x)|^2 dx \leq C_T \int_0^T \left( \int_{\omega} |g(t, x)|^2 dx \right) dt.
\]

An important open problem at the core of current investigations is to understand to which extent the null-controllability (or observability) results known for uniformly parabolic equations still hold for degenerate parabolic equations of hypoelliptic type.

For equations posed on bounded domains, some progress have been made. In the case of the heat equation on a bounded domain \( \Omega \) with Dirichlet boundary conditions on \( \partial \Omega \), it is well-known that observability holds in arbitrary positive time \( T > 0 \), with any non-empty open set \( \omega \), see [23, Theorem 3.3], [24] and [39]. Degenerate parabolic equations exhibit a wider range of behaviours. Indeed, observability may hold true, or not, depending on the strength of the degeneracy. This feature is well understood for parabolic equations that degenerate on the domain boundary, see \([1, 9, 10, 11, 12, 42]\) in the one-dimensional case, and \([13]\) for the multi-dimensional one. Furthermore, a positive minimal time may be required to get observability, see the works \([5, 6]\) in the case of the Grushin equation, \([4]\) for the Heisenberg heat equation, and \([3]\) for the Kolmogorov equation. This minimal time is actually related to localization properties of eigenfunctions. Finally, a geometric control condition may also be required for the observability inequality to hold \([7]\).

On the other hand, the understanding of the null-controllability (or observability) for degenerate parabolic equations of hypoelliptic type posed on the whole space is still at an earlier stage. For the heat equation on the whole space

\[
(\partial_t - \Delta_x) f(t, x) = u(t, x) \mathbb{1}_\omega(x), \quad (t, x) \in (0, T) \times \mathbb{R}^n,
\]

no necessary and sufficient condition on the control region \( \omega \) is known for null-controllability to hold in any positive time. The condition

\[
\sup_{x \in \mathbb{R}^n} d(x, \omega) < +\infty,
\]

is shown in [44, Theorem 1.11] to be necessary for null-controllability to hold in any positive time. On the other hand, the following sufficient condition

\[
\exists \delta, r > 0, \forall y \in \mathbb{R}^n, \exists y' \in \omega, \quad B(y', r) \subset \omega \text{ and } |y - y'| < \delta,
\]

is given in [45] for null-controllability to hold from the open set \( \omega \subset \mathbb{R}^n \) in any positive time. The very same condition is shown in [63] to be sufficient for the null-controllability
of the Kolmogorov equation
\begin{equation}
\begin{cases}
(\partial_t + v \cdot \nabla_x - \Delta_v)f(t, x) = u(t, x)1_{\omega}(x), & x \in \mathbb{R}^n, \\
f|_{t=0} = f_0 \in L^2(\mathbb{R}^n),
\end{cases}
\end{equation}

to hold in any positive time, see also [38] for control sets with Cartesian product structures \(\omega = \omega_x \times \omega_v\). This result relies on a key spectral inequality proved in [38].

As a first result in this work (Theorem 1.3), we prove that condition (1.6) is actually sufficient for the null-controllability of all hypoelliptic Ornstein-Uhlenbeck equations
\begin{equation}
\begin{cases}
\partial_t f(t, x) - \frac{1}{2} \text{Tr}[Q \nabla^2_x f(t, x)] - \langle Bx, \nabla_x f(t, x) \rangle = u(t, x)1_{\omega}(x), & x \in \mathbb{R}^n, \\
f|_{t=0} = f_0 \in L^2(\mathbb{R}^n),
\end{cases}
\end{equation}

where \(Q\) and \(B\) are real \(n \times n\)-matrices satisfying the Kalman rank condition, with \(Q\) symmetric positive semidefinite. This general result allows one to recover in particular the results of null-controllability for the heat equation and the Kolmogorov equation. Our proof relies on an adaptation of the Lebeau-Robbiano strategy. Compared to the classical Lebeau-Robbiano method, the new difficulty in the present analysis is that the above Ornstein-Uhlenbeck semigroups do not commute with the Fourier frequency cutoff projections. In order to address this problem, we need to adapt the Lebeau-Robbiano strategy by taking advantage of some key Gevrey smoothing properties of the Ornstein-Uhlenbeck equations.

In the second part of this work, we prove that the parabolic equations (1.1) associated with a general class of hypoelliptic quadratic operators are null-controllable from open sets satisfying condition (1.6) in any positive time. More specifically, our main result (Theorem 1.4) establishes that null-controllability holds for the parabolic equation (1.1), as soon as the Weyl symbol \(q\) of the quadratic operator \(q^{w}(x, D_x)\) has a non-negative real part \(\text{Re } q \geq 0\) and a zero singular space \(S = \{0\}\). The notion of singular space was introduced in [29] by Hitrik and the second author by pointing out the existence of a particular vector subspace in the phase space \(S \subset \mathbb{R}^{2n}\), which is intrinsically associated with a quadratic symbol \(q\). As pointed out in [29, 30, 31, 59, 60], the notion of singular space plays a basic role in the understanding of the spectral and hypoelliptic properties of the (possibly) non-elliptic quadratic operator \(q^{w}(x, D_x)\), as well as the spectral and pseudospectral properties of certain classes of degenerate doubly characteristic pseudo-differential operators [30, 31, 59, 60]. In particular, the work [29, Theorem 1.2.2] gives a complete description for the spectrum of any non-elliptic quadratic operator \(q^{w}(x, D_x)\) whose Weyl symbol \(q\) has a non-negative real part \(\text{Re } q \geq 0\), and satisfies a condition of partial ellipticity along its singular space \(S\),
\begin{equation}
(x, \xi) \in S, \quad q(x, \xi) = 0 \Rightarrow (x, \xi) = 0.
\end{equation}

Under these assumptions, the spectrum of the quadratic operator \(q^{w}(x, D_x)\) is shown to be composed of a countable number of eigenvalues with finite algebraic multiplicities. The structure of this spectrum is similar to the one known for elliptic quadratic operators [56]. This condition of partial ellipticity is generally weaker than the condition of ellipticity, \(S \subset \mathbb{R}^{2n}\), and allows one to deal with more degenerate situations. An important class of quadratic operators satisfying condition (1.9) are those with zero singular spaces \(S = \{0\}\). In this case, the condition of partial ellipticity trivially holds. More specifically, these
quadratic operators have been shown in [53] Theorem 1.2.1] to be hypoelliptic and to enjoy global subelliptic estimates of the type

$$\exists C > 0, \forall u \in \mathcal{S}(\mathbb{R}^n), \quad \|(x, D_x)\|^2 u \|_{L^2} \leq C(\|q'u(x, D_x)u\|_{L^2} + \|u\|_{L^2}),$$

where $$\|(x, D_x)\|^2 = 1 + |x|^2 + |D_x|^2$$, with a sharp loss of derivatives $$0 \leq \delta < 1$$ with respect to the elliptic case (case $$\delta = 0$$), which can be explicitly derived from the structure of the singular space. Our proof of null-controllability for the parabolic equation (1.1) associated with a quadratic operator $$P = q''(x, D_x)$$, whose Weyl symbol $$q$$ has a non-negative real part $$\text{Re } q \geq 0$$ and a zero singular space $$S = \{0\}$$, relies on a similar adaptation of the Lebeau-Robbiano strategy as the one devised for Ornstein-Uhlenbeck equations (1.8).

Contrary to the case of Ornstein-Uhlenbeck equations, the analysis of this class of quadratic operators that are differential operators with variable coefficients, cannot rely on a sole frequency analysis on the Fourier side. We actually use some recent microlocal results on the Gelfand-Shilov regularizing properties of the semigroups generated by these quadratic operators together with a spectral inequality for Hermite functions (Proposition 1.2). As for Ornstein-Uhlenbeck equations, the main difficulty is that the above semigroups do not necessarily commute with the projections onto Hermite functions. In order to address this problem, we need to adapt the Lebeau-Robbiano strategy by taking advantage of some key Gelfand-Shilov smoothing properties of these semigroups.

1.2. Miscellaneous facts about quadratic differential operators. Let $$q''(x, D_x)$$ be a quadratic operator defined by the Weyl quantization (1.2) of a complex-valued quadratic form $$q$$ on the phase space $$\mathbb{R}^{2n}$$. The maximal closed realization of the quadratic operator $$q''(x, D_x)$$ on $$L^2(\mathbb{R}^n)$$, that is, the operator equipped with the domain

$$D(q'') = \{ g \in L^2(\mathbb{R}^n) : q''(x, D_x)g \in L^2(\mathbb{R}^n) \} ,$$

where $$q''(x, D_x)g$$ is defined in the distribution sense, is known to coincide with the graph closure of its restriction to the Schwartz space [35] (pp. 425-426),

$$q''(x, D_x) : \mathcal{S}(\mathbb{R}^n) \rightarrow \mathcal{S}(\mathbb{R}^n).$$

Classically, to any quadratic form defined on the phase space

$$q : \mathbb{R}_x^n \times \mathbb{R}_\xi^2 \rightarrow \mathbb{C},$$

is associated a matrix $$F \in M_{2n}(\mathbb{C})$$ called its Hamilton map, or its fundamental matrix, which is defined as the unique matrix satisfying the identity

$$\forall (x, \xi) \in \mathbb{R}^{2n}, \forall (y, \eta) \in \mathbb{R}^{2n}, \quad q((x, \xi), (y, \eta)) = \sigma((x, \xi), F(y, \eta)),$$

with $$q(\cdot, \cdot)$$ the polarized form associated with the quadratic form $$q$$, where $$\sigma$$ stands for the standard symplectic form

$$\sigma((x, \xi), (y, \eta)) = \langle \xi, y \rangle - \langle x, \eta \rangle = \sum_{j=1}^n (\xi_j y_j - x_j \eta_j),$$

with $$x = (x_1, \ldots, x_n)$$, $$y = (y_1, \ldots, y_n)$$, $$\xi = (\xi_1, \ldots, \xi_n)$$, $$\eta = (\eta_1, \ldots, \eta_n) \in \mathbb{C}^n$$. We observe from the definition that

$$F = \frac{1}{2} \begin{pmatrix} \nabla_x \nabla_x q & \nabla_x^2 q \\ -\nabla_x^2 q & -\nabla_x \nabla_\xi q \end{pmatrix},$$
where the matrices $\nabla^2_x q = (a_{i,j})_{1 \leq i,j \leq n}$, $\nabla^2_\xi q = (b_{i,j})_{1 \leq i,j \leq n}$, $\nabla_\xi \nabla_x q = (c_{i,j})_{1 \leq i,j \leq n}$, $\nabla_x \nabla_\xi q = (d_{i,j})_{1 \leq i,j \leq n}$ are defined by the entries

$$a_{i,j} = \partial^2_{x_i,x_j} q, \quad b_{i,j} = \partial^2_{\xi_i,\xi_j} q, \quad c_{i,j} = \partial^2_{\xi_i,x_j} q, \quad d_{i,j} = \partial^2_{x_i,\xi_j} q.$$  

The notion of singular space introduced in [29] by Hitrik and the second author is defined as the following finite intersection of kernels

$$S = \left( \bigcap_{j=0}^{2n-1} \text{Ker}[\text{Re} F(\text{Im} F)^j] \right) \cap \mathbb{R}^{2n},$$  

where $\text{Re} F$ and $\text{Im} F$ stand respectively for the real and imaginary parts of the Hamilton map $F$ associated with the quadratic symbol $q$,

$$\text{Re} F = \frac{1}{2}(F + F^*), \quad \text{Im} F = \frac{1}{2i}(F - F^*).$$

When the quadratic symbol $q$ has a non-negative real part $\text{Re} q \geq 0$, the singular space can be defined in an equivalent way as the subspace in the phase space where all the Poisson brackets

$$H^k_{\text{Im} q} \text{Re} q = \left( \frac{\partial \text{Im} q}{\partial \xi} \cdot \frac{\partial}{\partial x} - \frac{\partial \text{Im} q}{\partial x} \cdot \frac{\partial}{\partial \xi} \right)^k \text{Re} q, \quad k \geq 0,$$

are vanishing

$$S = \{ X = (x,\xi) \in \mathbb{R}^{2n} : (H^k_{\text{Im} q} \text{Re} q)(X) = 0, \quad k \geq 0 \}.$$  

This dynamical definition shows that the singular space corresponds exactly to the set of points $X \in \mathbb{R}^{2n}$, where the real part of the symbol $\text{Re} q$ under the flow of the Hamilton vector field $H^k_{\text{Im} q}$ associated with its imaginary part

(1.15) \hspace{1cm} t \mapsto \text{Re} q(e^{tH_{\text{Im} q}} X),

vanishes to infinite order at $t = 0$. This is also equivalent to the fact that the function (1.15) is identically zero on $\mathbb{R}$.

In this work, we study the class of quadratic operators whose Weyl symbols have non-negative real parts $\text{Re} q \geq 0$, and zero singular spaces $S = \{0\}$. According to the above description of the singular space, these quadratic operators are exactly those whose Weyl symbols have a non-negative real part $\text{Re} q \geq 0$, becoming positive definite

(1.16) \hspace{1cm} \forall T > 0, \quad \langle \text{Re} q \rangle_T(X) = \frac{1}{2T} \int_{-T}^{T} (\text{Re} q)(e^{tH_{\text{Im} q}} X) dt \gg 0,

after averaging by the linear flow of the Hamilton vector field associated with its imaginary part. These quadratic operators are also known [29, Theorem 1.2.1] to generate contraction semigroups $(e^{-tq^w})_{t \geq 0}$ on $L^2(\mathbb{R}^n)$, which are smoothing in the Schwartz space for any positive time

$$\forall t > 0, \forall g \in L^2(\mathbb{R}^n), \quad e^{-tq^w g} \in \mathcal{S}(\mathbb{R}^n).$$

In all the following, the terminology semigroup refers to strongly continuous one parameter semigroup. In the recent work [33, Theorem 1.2], these regularizing properties were sharpened and these contraction semigroups were shown to be actually smoothing for
any positive time in the Gelfand-Shilov space $S_{1/2}^{1/2}(\mathbb{R}^n)$: $\exists C > 0$, $\exists t_0 > 0$, $\forall g \in L^2(\mathbb{R}^n)$, $\forall \alpha, \beta \in \mathbb{N}^n$, $\forall 0 < t \leq t_0$,

$$\|x^\alpha \partial^\beta_x (e^{-tq^w} g)\|_{L^\infty(\mathbb{R}^n)} \leq \frac{C^{1+|\alpha|+|\beta|}}{t^{2k_0+1/2}} (\alpha!)^{1/2} (\beta!)^{1/2} \|g\|_{L^2(\mathbb{R}^n)},$$

where $s$ is a fixed integer verifying $s > n/2$, and where $0 \leq k_0 \leq 2n - 1$ is the smallest integer satisfying

$$\operatorname{Ker} \left[ \operatorname{Re} F(\operatorname{Im} F)^j \right] \cap \mathbb{R}^{2n} = \{0\}.$$  

As mentioned above, this Gelfand-Shilov regularizing property will be a key ingredient for deriving observability estimates in Section 4.

A first interesting example of an accretive quadratic operator with a zero singular space $S = \{0\}$ is given by the Kramers-Fokker-Planck operator acting on $L^2(\mathbb{R}^{2x,v})$,

$$K = -\Delta_v + \frac{v^2}{4} + v \partial_x - \nabla_x V(x) \partial_v, \quad (x,v) \in \mathbb{R}^2,$$

with a quadratic potential

$$V(x) = \frac{1}{2} ax^2, \quad a \in \mathbb{R}^*.$$ 

Indeed, this operator writes as $K = q^w(x,v,D_x,D_v)$, where

$$q(x,v,\xi,\eta) = \eta^2 + \frac{1}{4} v^2 + i(v\xi - ax\eta),$$

is a non-elliptic complex-valued quadratic form with a non-negative real part, whose Hamilton map is given by

$$F = \begin{pmatrix} 0 & \frac{1}{2} i & 0 & 0 \\ -\frac{1}{2} ai & 0 & 0 & 1 \\ 0 & 0 & 0 & \frac{1}{2} ai \\ 0 & -\frac{1}{4} & -\frac{1}{2} i & 0 \end{pmatrix}.$$  

A simple algebraic computation shows that

$$\operatorname{Ker}(\operatorname{Re} F) \cap \operatorname{Ker}(\operatorname{Re} F \operatorname{Im} F) \cap \mathbb{R}^4 = \{0\}.$$  

The singular space of $q$ is therefore equal to zero $S = \{0\}$. For the Kramers-Fokker-Planck operator, the integer $0 \leq k_0 \leq 2n - 1$ defined in (1.18) with here $n = 2$, is equal to 1.

According to [53, Theorem 1.2.1], this integer $0 \leq k_0 \leq 2n - 1$ is directly related to the loss of derivatives $0 \leq \delta = 2k_0/(2k_0 + 1) < 1$ in the global subelliptic estimate (1.10) satisfied by any quadratic operator whose Weyl symbol has a non-negative real part and a zero singular space. The following examples show that this integer can actually take any value in the set $\{0, ..., 2n - 1\}$, when $n \geq 1$:

- Case $k_0 = 0$: Any quadratic symbol $q$ with $\operatorname{Re} q \gg 0$ a positive definite real part
- Case $k_0 = 1$:

$$q(x,\xi) = \xi_2^2 + x_2^2 + i(x_2 \xi_1 - x_1 \xi_2) + \sum_{j=3}^n (\xi_j^2 + x_j^2)$$

\[null\]
- Case $k_0 = 2p$, with $1 \leq p \leq n - 1$:

$$q(x, \xi) = \xi_1^2 + x_1^2 + i(\xi_1^2 + 2x_2\xi_1 + \xi_2^2 + 2x_3\xi_2 + \ldots + \xi_p^2 + 2x_{p+1}\xi_p + \xi_{p+1}^2) + \sum_{j=p+2}^{n} (\xi_j^2 + x_j^2)$$

- Case $k_0 = 2p + 1$, with $1 \leq p \leq n - 1$:

$$q(x, \xi) = x_1^2 + i(\xi_1^2 + 2x_2\xi_1 + \xi_2^2 + 2x_3\xi_2 + \ldots + \xi_p^2 + 2x_{p+1}\xi_p + \xi_{p+1}^2) + \sum_{j=p+2}^{n} (\xi_j^2 + x_j^2)$$

### 1.3. Statements of the main results.

#### 1.3.1. Null-controllability of hypoelliptic Ornstein-Uhlenbeck equations.

We consider Ornstein-Uhlenbeck operators

$$P = \frac{1}{2} \sum_{i,j=1}^{n} q_{i,j} \partial_{x_i}^2 x_j + \sum_{i,j=1}^{n} b_{i,j} x_j \partial_{x_i} x_1 = \frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle Bx, \nabla_x \rangle, \quad x \in \mathbb{R}^n,$$

where $Q = (q_{i,j})_{1 \leq i,j \leq n}$ and $B = (b_{i,j})_{1 \leq i,j \leq n}$ are real $n \times n$-matrices, with $Q$ symmetric positive semidefinite. We denote $\langle A, B \rangle$ and $|A|^2$ the scalar operators

$$\langle A, B \rangle = \sum_{j=1}^{n} A_j B_j, \quad |A|^2 = \langle A, A \rangle = \sum_{j=1}^{n} A_j^2,$$

when $A = (A_1, \ldots, A_n)$ and $B = (B_1, \ldots, B_n)$ are vector-valued operators. Notice that $\langle A, B \rangle \neq \langle B, A \rangle$ in general, since e.g., $\langle \nabla_x, Bx \rangle = \langle Bx, \nabla_x \rangle + \text{Tr}(B)$.

We study degenerate hypoelliptic Ornstein-Uhlenbeck operators when the symmetric matrix $Q$ is possibly not positive definite. These degenerate operators have been studied in the recent works [8, 21, 22, 37, 41, 43, 51]. We recall from these works that the assumption of hypoellipticity is classically characterized by the following equivalent assertions:

(i) The Ornstein-Uhlenbeck operator $P$ is hypoelliptic

(ii) The symmetric positive semidefinite matrices

$$Q_t = \int_{0}^{t} e^{sB} Q e^{sB^T} ds,$$

with $B^T$ the transpose matrix of $B$, are nonsingular for some (equivalently, for all) $t > 0$, i.e. $\det Q_t > 0$

(iii) The Kalman rank condition holds:

$$\text{Rank}(B|Q^{1/2}) = n,$$

where

$$[B|Q^{1/2}] = [Q^{1/2}, BQ^{1/2}, \ldots, B^{n-1}Q^{1/2}],$$

is the $n \times n^2$ matrix obtained by writing consecutively the columns of the matrices $B^iQ^{1/2}$, with $Q^{1/2}$ the symmetric positive semidefinite matrix given by the square root of $Q$. 

(iv) The Hörmander condition holds:

\[ \forall x \in \mathbb{R}^n, \ \text{Rank } L(X_1, X_2, ..., X_n, Y_0)(x) = n, \]

with

\[ Y_0 = \langle Bx, \nabla_x \rangle, \quad X_i = \sum_{j=1}^{n} q_{i,j} \partial_{x_j}, \quad i = 1, ..., n, \]

where \( L(X_1, X_2, ..., X_n, Y_0)(x) \) denotes the Lie algebra generated by the vector fields \( X_1, X_2, ..., X_n, Y_0 \), at point \( x \in \mathbb{R}^n \).

When the Ornstein-Uhlenbeck operator is hypoelliptic, that is, when one (equivalently, all) of the above conditions holds, the associated Markov semigroup \( (T(t))_{t \geq 0} \) has the following explicit representation due to Kolmogorov [36]:

\[
(e^{tP} f)(x) = \frac{1}{(2\pi)^\frac{n}{2} \sqrt{\det Q_t}} \int_{\mathbb{R}^n} e^{-\frac{1}{2} \langle Q_t^{-1}y, y \rangle} f(e^{tB}x - y) dy, \quad t > 0.
\]

The first result contained in this work establishes the null-controllability of any hypoelliptic Ornstein-Uhlenbeck equation from any open control region satisfying condition (1.6) in any positive time:

**Theorem 1.3.** Let \( T > 0 \) and \( \omega \) be an open subset of \( \mathbb{R}^n \) satisfying (1.6). When the Kalman rank condition (1.24) holds, the Ornstein-Uhlenbeck equation posed in the \( L^2(\mathbb{R}^n) \) space

\[
\left\{ \begin{array}{l}
\partial_t f(t, x) - \frac{1}{2} \text{Tr}(Q \nabla_x^2 f(t, x)) = \langle Bx, \nabla_x f(t, x) \rangle = u(t, x) \mathbb{1}_\omega(x), \\
f|_{t=0} = f_0 \in L^2(\mathbb{R}^n),
\end{array} \right.
\]

is null-controllable from the set \( \omega \) in any positive time \( T > 0 \).

This theorem allows one in particular while taking \( Q = 2I_n \) and \( B = 0 \), to recover the result of null-controllability of the heat equation (1.5) proved in [45], and by taking

\[
Q = \begin{pmatrix} 0 & 0 \\ 0 & 2I_d \end{pmatrix}, \quad B = \begin{pmatrix} 0 & -I_d \\ 0 & 0 \end{pmatrix}, \quad n = 2d,
\]

to also recover the result of null-controllability of the Kolmogorov equation (1.7) proved in [63]. The proof of Theorem 1.3 is given in Section 3.

1.3.2. Null-controllability and observability of parabolic equations associated with accretive quadratic operators with zero singular spaces. The main result contained in this article is the following:

**Theorem 1.4.** Let \( q : \mathbb{R}^n_x \times \mathbb{R}^n_x \to \mathbb{C} \) be a complex-valued quadratic form with a non negative real part \( \text{Re } q \geq 0 \), and a zero singular space \( S = \{0\} \). If \( \omega \) is an open subset of \( \mathbb{R}^n \) satisfying condition (1.6), then the parabolic equation

\[
\left\{ \begin{array}{l}
\partial_t f(t, x) + q^w(x, D_x)f(t, x) = u(t, x) \mathbb{1}_\omega(x), \\
f|_{t=0} = f_0 \in L^2(\mathbb{R}^n),
\end{array} \right.
\]

with \( q^w(x, D_x) \) being the quadratic differential operator defined by the Weyl quantization of the symbol \( q \), is null-controllable from the set \( \omega \) in any positive time \( T > 0 \).
As first examples of applications, we notice that Theorem 1.4 allows us to establish the null-controllability of the harmonic heat equation
\[
(\partial_t - \Delta + |x|^2) f(t, x) = u(t, x) \mathbb{1}_\omega(x), \quad (t, x) \in (0, T) \times \mathbb{R}^n,
\]
from any open control set satisfying condition (1.6) in any positive time. However, notice that in the one-dimensional case, this harmonic heat equation (1.27) is shown to be not null-controllable from the half line \(\omega = (a, +\infty)\) in any positive time \[17\] (Proposition 5.1).

The result of Theorem 1.4 also applies to the Kramers-Fokker-Planck equation (1.19):
\[
(\partial_t - \Delta v + v^2/4 + v\partial_x - ax\partial_v) f(t, v, x) = u(t, v, x) \mathbb{1}_\omega(v, x), \quad (t, v, x) \in (0, T) \times \mathbb{R}^2,
\]
when \(a \in \mathbb{R}^*\).

Since the \(L^2(\mathbb{R}^n)\)-adjoint of a quadratic operator \((q^w, D(q^w))\) is given by the quadratic operator \((q^w, D(q^w)),\) whose Weyl symbol is the complex conjugate of the symbol \(q,\) we notice that the assumptions of Theorem 1.4 hold for the operator \(P = q^w(x, D_x)\) if and only if they hold for its \(L^2(\mathbb{R}^n)\)-adjoint operator \(P^* = \bar{q}^w(x, D_x).\) By using the Hilbert Uniqueness Method \[15\] (Theorem 2.44), the result of null-controllability given by Theorem 1.4 is therefore equivalent to the following observability estimate:

**Theorem 1.5.** Let \(q : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{C}\) be a complex-valued quadratic form with a non-negative real part \(\text{Re} q \geq 0,\) and a zero singular space \(S = \{0\}.\) If \(\omega\) is an open subset of \(\mathbb{R}^n\) satisfying condition (1.6), then for all \(T > 0,\) there exists a positive constant \(C_T > 0\) such that
\[
\forall g \in L^2(\mathbb{R}^n), \quad \|e^{-Tq^w} g\|_{L^2(\mathbb{R}^n)}^2 \leq C_T \int_0^T \|e^{-tq^w} g\|_{L^2(\omega)}^2 dt,
\]
where \((e^{-tq^w})_{t\geq 0}\) denotes the contraction semigroup on \(L^2(\mathbb{R}^n)\) generated by the quadratic operator \(q^w(x, D_x).\)

The proof of Theorem 1.5 is given in Section 4. It points out in particular that the control cost in the above observability estimate satisfies
\[
\exists C > 1, \forall T > 0, \quad C_T = C \exp \left( \frac{C}{T^{2k_0 + 1}} \right),
\]
where \(0 \leq k_0 \leq 2n - 1\) is the smallest integer verifying (1.18).

We close this paragraph with a few comments on how relate the two key assumptions ensuring null-controllability in Theorems 1.3 and 1.4 that are respectively the Kalman rank condition (1.24) and the condition of zero singular space \(S = \{0\}.\) Indeed, we notice that up to a constant the opposite of the hypoelliptic Ornstein-Uhlenbeck operator
\[
-P = -\frac{1}{2} \text{Tr}(Q\nabla_x^2) - \langle Bx, \nabla_x \rangle = q^w(x, D_x) + \frac{1}{2} \text{Tr}(B),
\]
is a quadratic operator \(q^w(x, D_x),\) whose Weyl symbol
\[
q(x, \xi) = \frac{1}{2} \langle Q\xi, \xi \rangle - i \langle Bx, \xi \rangle,
\]
has a non-negative real part \( \Re q \geq 0 \). A direct computation shows that the Kalman rank condition (1.24) actually implies that the singular space of the quadratic form \( q \) is equal to

\[
S = \mathbb{R}_x^n \times \{0\} \subset \mathbb{R}_x^n \times \mathbb{R}_\xi^n.
\]

The result of Theorem 1.3 is therefore not a byproduct of Theorem 1.4. More specifically, the condition of zero singular space \( S = \{0\} \) accounts for the smoothing properties of the semigroup \( (e^{-tq}w)_{t \geq 0} \) both on the direct and Fourier sides, that is, for both smoothing and decaying properties of the semigroup solution \( e^{-tq}w g \) for any positive time \( t > 0 \). On the other hand, the condition that the singular space is equal to \( S = \mathbb{R}_x^n \times \{0\} \) only accounts for the smoothing properties of the semigroup solution \( e^{-tq}w g \) for any positive time \( t > 0 \), but not for any decaying property. It explains why the proofs of Theorems 1.3 and 1.4 rely on different smoothing properties of semigroups, namely Gevrey smoothing properties for the proof of Theorem 1.3 and Gelfand-Shilov smoothing properties for the one of Theorem 1.4. It also accounts for the fact that the orthogonal projections used in the first case are frequency cutoff projections, whereas the ones used in the second case are Hermite projections.

As highlighted in [55], the notion of singular space actually allows one to sharply understand the propagation of Gabor singularities (characterizing the lack of Schwartz regularity) of the semigroup solution \( e^{-tq}w g \) associated with any accretive quadratic operator. The lack of Schwartz regularity of a tempered distribution is characterized by its Gabor wave front set whose definition and basic properties are recalled in [55]. The Gabor wave front set (or Gabor singularities) was introduced by Hörmander [34] and measures the directions in the phase space in which a tempered distribution does not behave like a Schwartz function. It is hence empty if and only if a distribution that is a priori tempered is in fact a Schwartz function. The Gabor wave front set thus measures global regularity in the sense of both smoothness and decay at infinity. More specifically, it is pointed out in [55] that only Gabor singularities of the initial datum \( g \in L^2(\mathbb{R}_x^n) \) contained in the singular space \( S \) of the quadratic symbol \( q \), can propagate for positive times along the curves given by the flow \( (e^{tH_{\text{Im}q})}_{t \in \mathbb{R}} \) of the Hamilton vector field

\[
H_{\text{Im}q} = \frac{\partial}{\partial \xi} \cdot \frac{\partial \text{Im} q}{\partial x} - \frac{\partial}{\partial x} \cdot \frac{\partial \text{Im} q}{\partial \xi},
\]

associated with the imaginary part of the symbol. On the other hand, the Gabor singularities of the initial datum outside the singular space are all smoothed out for any positive time. More specifically, the following microlocal inclusion of Gabor wave front sets is established in [55] (Theorem 6.2),

\[
(1.28) \quad \forall g \in L^2(\mathbb{R}_x^n), \forall t > 0, \quad WF(e^{-tq}w g) \subset e^{tH_{\text{Im}q}}(WF(g) \cap S) \subset S.
\]

The microlocal inclusion (1.28) was shown to hold as well for other types of wave front sets, as Gelfand-Shilov wave front sets [14], or polynomial phase space wave front sets [62], see also [54] for a generalization of the microlocal inclusion (1.28) of Gabor wave front sets in the non-autonomous case.
1.3.3. Null-controllability and observability of hypoelliptic Ornstein-Uhlenbeck equations posed in weighted $L^2$-spaces with respect to invariant measures. Let

\[(1.29)\quad P = \frac{1}{2} \text{Tr}(Q \nabla^2_x) + \langle Bx, \nabla_x \rangle, \quad x \in \mathbb{R}^n,\]

where $Q$ and $B$ are real $n \times n$-matrices, with $Q$ symmetric positive semidefinite, be a Ornstein-Uhlenbeck operator satisfying the Kalman rank condition \[(1.24)\].

The existence of an invariant measure $\mu$ for the Markov semigroup $(e^{tP})_{t \geq 0}$ defined in \[(1.25)\], that is, a probability measure on $\mathbb{R}^n$ verifying

\[\forall t \geq 0, \forall f \in C^b(\mathbb{R}^n), \quad \int_{\mathbb{R}^n} (e^{tP}f)(x)d\mu(x) = \int_{\mathbb{R}^n} f(x)d\mu(x),\]

where $C^b(\mathbb{R}^n)$ stands for the space of continuous and bounded functions on $\mathbb{R}^n$, is known to be equivalent \[16\] (Section 11.2.3) to the following localization of the spectrum of $B$,

\[(1.30)\quad \sigma(B) \subset \mathbb{C}_- = \{ z \in \mathbb{C} : \text{Re } z < 0 \}.\]

When this condition holds, the invariant measure is unique and is given by $d\mu(x) = \rho(x)dx$, where the density with respect to the Lebesgue measure is

\[(1.31)\quad \rho(x) = \frac{1}{(2\pi)^{\frac{n}{2}} \sqrt{\det Q_\infty}} e^{-\frac{1}{2} \langle Q_\infty^{-1}x, x \rangle}, \quad x \in \mathbb{R}^n,\]

with

\[(1.32)\quad Q_\infty = \int_0^{+\infty} e^{sB}Qe^{sB^T} ds.\]

We consider the Ornstein-Uhlenbeck operator acting on the space $L^2_\rho = L^2(\mathbb{R}^n, \rho(x)dx)$, equipped with the domain

\[(1.33)\quad D(P) = \{ g \in L^2_\rho : Pg \in L^2_\rho \}.\]

On the one hand, the following result of null-controllability is an application of Theorem \[1.4\].

**Corollary 1.6.** Let $T > 0$ and $\omega$ be an open subset of $\mathbb{R}^n$ satisfying \[(1.6)\]. When the Kalman rank condition \[(1.24)\] and the localization of the spectrum $\sigma(B) \subset \mathbb{C}_-$ hold, the Ornstein-Uhlenbeck equation posed in the $L^2_\rho$ space weighted by the invariant measure

\[(1.34)\quad \begin{cases} \partial_t f(t, x) - \frac{1}{2} \text{Tr}(Q \nabla^2_x f(t, x)) - \langle Bx, \nabla_x f(t, x) \rangle = u(t, x) \mathbb{1}_\omega(x), \quad x \in \mathbb{R}^n, \\ f|_{t=0} = f_0 \in L^2_\rho, \end{cases}\]

is null-controllable from the set $\omega$ in time $T > 0$, with a control function $u \in L^2((0, T) \times \mathbb{R}^n, dt \otimes \rho(x)dx)$ supported in $[0, T] \times \omega$.

On the other hand, the following result of observability is an application of Theorem \[1.5\].

**Corollary 1.7.** Let $P$ be the Ornstein-Uhlenbeck operator defined in \[(1.29)\], $T > 0$ and $\omega$ be an open subset of $\mathbb{R}^n$ satisfying \[(1.6)\]. When the Kalman rank condition \[(1.24)\] and
the localization of the spectrum \( \sigma(B) \subset \mathbb{C}_- \) hold, then the Ornstein-Uhlenbeck operator satisfies the following observability estimate:

\[
\exists C_T > 0, \forall g \in L^2(\mathbb{R}^n, \rho(x)dx), \quad \|e^{TP}g\|_{L^2(\mathbb{R}^n, \rho(x)dx)}^2 \leq C_T \int_0^T \|e^{tP}g\|^2_{L^2(\omega, \rho(x)dx)} dt,
\]

where \((e^{tP})_{t \geq 0}\) denotes the semigroup on \(L^2(\mathbb{R}^n, \rho(x)dx)\) generated by \(-P\).

The proofs of Corollary 1.6 and Corollary 1.7 are given in Section 5. As an application, let us mention that the results of Corollary 1.6 and Corollary 1.7 apply for instance to the system of linear stochastic differential equations given in [50, Section 4.2] that is obtained as a finite-dimensional Markovian approximation of the non-Markovian generalized Langevin equation in \(\mathbb{R}^n\),

\[
\ddot{x} = -\nabla_x V(x) - \int_0^t \gamma(t - s) \dot{x}(s) ds + F(t),
\]

where \(V(x) = \frac{1}{2} \omega^2 x^2\) is a non-degenerate quadratic potential and \(F(t)\) a mean zero stationary Gaussian process with autocorrelation function

\[
\gamma(t) = \sum_{j=1}^m \lambda_j^2 e^{-\alpha_j |t|}, \quad \alpha_j > 0, \lambda_j > 0,
\]

in accordance to the fluctuation-dissipation theorem

\[
\langle F(t) \otimes F(s) \rangle = \beta^{-1} \gamma(t - s) I_n, \quad \beta > 0,
\]

with \(I_n\) being the identity matrix. We refer the readers to the work [50] for further details about this model.

1.3.4. Null-controllability and observability of hypoelliptic Fokker-Planck equations posed in weighted \(L^2\)-spaces with respect to invariant measures. We consider the Fokker-Planck operator

\[
\mathcal{P} = \frac{1}{2} \text{Tr}(Q \nabla^2_x) - \langle Bx, \nabla_x \rangle - \text{Tr}(B), \quad x \in \mathbb{R}^n,
\]

where \(Q\) and \(B\) are real \(n \times n\)-matrices, with \(Q\) symmetric positive semidefinite. We assume that the Kalman rank condition and the localization of the spectrum of \(B\),

\[
\text{Rank}[Q^{\frac{1}{2}}, BQ^{\frac{1}{2}}, \ldots, B^{n-1}Q^{\frac{1}{2}}] = n, \quad \sigma(B) \subset \mathbb{C}_-,
\]

hold. As before, we set

\[
\rho(x) = \frac{1}{(2\pi)^{\frac{n}{2}} \sqrt{\det Q_{\infty}}} e^{-\frac{1}{2} \langle Q_{\infty}^{\frac{1}{2}} x, x \rangle},
\]

with

\[
Q_{\infty} = \int_0^{+\infty} e^{sB} Q e^{sB^T} ds.
\]

We consider the operator \(\mathcal{P}\) acting on the space \(L^2_{1/\rho} = L^2(\mathbb{R}^n, \rho(x)^{-1}dx)\), equipped with the domain

\[
D(\mathcal{P}) = \{g \in L^2_{1/\rho} : \mathcal{P}g \in L^2_{1/\rho}\}.
\]
On the one hand, the following result of null-controllability is an application of Theorem 1.4:

**Corollary 1.8.** Let \( T > 0 \) and \( \omega \) be an open subset of \( \mathbb{R}^n \) satisfying (1.6). When the Kalman rank condition (1.24) and the localization of the spectrum \( \sigma(B) \subset \mathbb{C}_{-} \) hold, the Fokker-Planck equation posed in the \( L^2_{1/\rho} \) space weighted by the invariant measure

\[
\begin{aligned}
\frac{\partial}{\partial t} f(t,x) - \frac{1}{2} \text{Tr}[Q \nabla^2_x f(t,x)] + \langle Bx, \nabla_x f(t,x) \rangle + \text{Tr}(B)f(t,x) = u(t,x) \mathbb{1}_\omega(x), \\
| f |_{t=0} = f_0 \in L^2_{1/\rho},
\end{aligned}
\]

is null-controllable from the set \( \omega \) in time \( T > 0 \), with a control function \( u \in L^2((0,T) \times \mathbb{R}^n, dt \otimes \rho(x)^{-1} dx) \) supported in \([0,T] \times \omega\).

On the other hand, the following result of observability is an application of Theorem 1.5:

**Corollary 1.9.** Let \( \mathcal{P} \) be the Fokker-Planck operator defined in (1.36), \( T > 0 \) and \( \omega \) be an open subset of \( \mathbb{R}^n \) satisfying (1.6). When the Kalman rank condition (1.24) and the localization of the spectrum \( \sigma(B) \subset \mathbb{C}_{-} \) hold, then the Fokker-Planck operator satisfies the following observability estimate:

\[
\exists C_T > 0, \forall g \in L^2_{1/\rho}, \quad \|e^{T \mathcal{P}}g\|^2_{L^2_{1}(\mathbb{R}^n, \rho^{-1}(x) dx)} \leq C_T \int_0^T \|e^{t \mathcal{P}}g\|^2_{L^2_{1}(\omega, \rho^{-1}(x) dx)} dt,
\]

where \((e^{t \mathcal{P}})_{t \geq 0}\) denotes the semigroup on \( L^2_{1}(\mathbb{R}^n, \rho^{-1}(x) dx) \) generated by \(-\mathcal{P}\).

The proofs of Corollaries 1.8 and 1.9 are given in Section 6.

1.3.5. **Outline of the work.** In Section 2 we state a general observability estimate whose proof is given in Appendix (Section 8.3). This proof relies on an adapted Lebeau-Robbiano method in which projection operators do not necessarily commute with semigroups. Thanks to this general result (Theorem 2.1), Theorems 1.3, 1.4 and 1.5 are then derived in an unified way. Section 3 is devoted to the proof of null-controllability for hypoelliptic Ornstein-Uhlenbeck equations posed in the \( L^2_{-} \) space, whereas the proof of observability for parabolic equations associated with accretive quadratic operators with zero singular spaces is given in Section 4. Sections 5 and 6 are then devoted to the proofs of null-controllability and observability for respectively hypoelliptic Ornstein-Uhlenbeck and Fokker-Planck equations posed in \( L^2 \)-spaces weighted by invariant measures. Section 7 provides an application of Theorems 1.4 and 1.5 for the study of a model of a two oscillators chain coupled with two heat baths at each side. Section 8 is an appendix giving the proof of a spectral inequality for Hermite functions used in Section 4, a reminder about the Gelfand-Shilov regularity and the proof of the general observability estimate (Theorem 2.1) written in collaboration with Luc Miller.
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2. ADAPTED LEBAU-ROBBIANO METHOD FOR OBSERVABILITY

This section is devoted to the statement of the following general observability estimate, that will allow to prove Theorems 1.3, 1.4 and 1.5 in a unified way.

**Theorem 2.1.** Let $\Omega$ be an open subset of $\mathbb{R}^n$, $\omega$ be an open subset of $\Omega$, $(\pi_k)_{k \in \mathbb{N}}$ be a family of orthogonal projections defined on $L^2(\Omega)$, $(e^{tA})_{t \geq 0}$ be a contraction semigroup on $L^2(\Omega)$; $c_1, c_2, a, b, t_0, m > 0$ be positive constants with $a < b$. If the following spectral inequality

\begin{equation}
\forall g \in L^2(\Omega), \forall k \geq 1, \quad \|\pi_k g\|_{L^2(\Omega)} \leq e^{c_1 k a} \|\pi_k g\|_{L^2(\omega)},
\end{equation}

and the following dissipation estimate

\begin{equation}
\forall g \in L^2(\Omega), \forall k \geq 1, \forall 0 < t < t_0, \quad \|(1 - \pi_k)(e^{tA} g)\|_{L^2(\Omega)} \leq \frac{1}{c_2} e^{-c_2 t m k b} \|g\|_{L^2(\Omega)},
\end{equation}

hold, then there exists a positive constant $C > 1$ such that the following observability estimate holds

\begin{equation}
\forall T > 0, \forall g \in L^2(\Omega), \quad \|e^{tA} g\|_{L^2(\Omega)}^2 \leq C \exp\left(\frac{C}{T^{a m}}\right) \int_0^T \|e^{tA} g\|_{L^2(\omega)}^2 dt.
\end{equation}

We stress the fact that the assumptions in the above statement do not require that the orthogonal projections $(\pi_k)_{k \geq 1}$ are spectral projections onto the eigenspaces of the operator $A$, which is allowed to be non-selfadjoint. We shall see in the proof that the possible lack of commutation between the contraction semigroup $(e^{tA})_{t \geq 0}$ and the orthogonal projections $(\pi_k)_{k \geq 1}$ can be compensated by the dissipation estimate (2.2).

The first version of the present work (arXiv:1603.05367) did not contain Theorem 2.1, which is an abstract observability result of independent interest, nor the estimate on the control cost in (2.3) as $T$ tends to zero. The proof of Theorem 2.1 is written in Appendix (Section 8.3) in collaboration with Luc Miller. It is inspired from the works [47, 48] with a modification suggested to us by the author. This strategy is simpler and more elegant than the one developed in the initial version of this article. Notice that the constant $C > 1$ appearing in the control cost in (2.3) can be expressed in terms of other rates $c_1, c_2$ and the exponents $a, b$ and $m$ following the same optimization procedure as the one used in [47].

3. PROOF OF NULL-CONTROLLABILITY AND OBSERVABILITY OF HYPOELLIPTIC ORNSTEIN-UHLENBECK EQUATIONS

This section is devoted to the proof of Theorem 1.3. By using the changes of unknowns $f = e^{-\frac{1}{2} \text{Tr}(B) t} \tilde{f}$ and $u = e^{-\frac{1}{2} \text{Tr}(B) t} \tilde{u}$, where $f$ is a solution to (1.26) with control $u$, we begin by noticing that the result of Theorem 1.3 is equivalent to the null-controllability of the equation

\begin{equation}
\begin{cases}
\partial_t \tilde{f} - \frac{1}{2} \text{Tr}[Q \nabla_x^2 \tilde{f}] - \langle Bx, \nabla_x \tilde{f} \rangle - \frac{1}{2} \text{Tr}(B) \tilde{f} = \tilde{u}(t, x) 1_{\omega}(x), \\
\tilde{f}|_{t=0} = f_0 \in L^2(\mathbb{R}^n),
\end{cases}
\end{equation}
from the set $\omega$ in time $T > 0$, where $\omega$ is an open subset of $\mathbb{R}^n$ satisfying (1.6). We observe that the $L^2(\mathbb{R}^n)$-adjoint of the operator
\[
\frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle Bx, \nabla_x \rangle + \frac{1}{2} \text{Tr}(B),
\]
is given by
\[
\left( \frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle Bx, \nabla_x \rangle + \frac{1}{2} \text{Tr}(B) \right)^* = \frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle (-B)x, \nabla_x \rangle + \frac{1}{2} \text{Tr}(-B).
\]
By using the Hilbert Uniqueness Method [15] (Theorem 2.44), the result of null-controllability of the equation (3.1) is equivalent to the following observability estimate
\[
\forall T > 0, \exists C_T > 0, \forall g \in L^2(\mathbb{R}^n), \quad \| e^{t\hat{P}} g \|_{L^2(\mathbb{R}^n)}^2 \leq C_T \int_0^T \| e^{t\hat{P}} g \|_{L^2(\omega)}^2 \, dt,
\]
with
\[
\hat{P} = \frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle (-B)x, \nabla_x \rangle + \frac{1}{2} \text{Tr}(-B).
\]
As the assumptions of Theorem [1.3] are fulfilled when interchanging $B$ and $-B$, it is therefore equivalent to prove the observability estimate (3.2) for the operator
\[
\tilde{P} = \frac{1}{2} \text{Tr}(Q \nabla_x^2) + \langle Bx, \nabla_x \rangle + \frac{1}{2} \text{Tr}(B),
\]
with $Q$ and $B$ real $n \times n$ matrices satisfying the assumptions of Theorem [1.3]. On the other hand, we notice that the operator $\tilde{P} = -q^n(x, D_x)$ writes as the Weyl quantization of the quadratic symbol
\[
q(x, \xi) = \frac{1}{2} \langle Q^{1/2} \xi, Q^{1/2} \xi \rangle - i \langle Bx, \xi \rangle,
\]
with $\langle \cdot, \cdot \rangle$ being the Euclidean scalar product on $\mathbb{R}^n$, whose real part is non-negative. As recalled above (see also e.g. [35]), the operator $-\tilde{P}$ generates a contraction semigroup on $L^2(\mathbb{R}^n)$.

We establish the observability inequality (3.2) for the operator $\tilde{P}$ defined in (3.3) by applying Theorem [2.1]. To that end, we introduce $\pi_j : L^2(\mathbb{R}^n) \to E_j$ the orthogonal frequency cutoff projection onto the closed subspace
\[
E_j = \{ f \in L^2(\mathbb{R}^n) : \text{supp}(\hat{f}) \subset \{ \xi \in \mathbb{R}^n : |\xi| \leq j \} \}, \quad j \geq 1,
\]
$|\cdot|$ being the Euclidian norm on $\mathbb{R}^n$. The following two subsections are devoted to the proofs of a spectral inequality of type (2.1) and a dissipation estimate of type (2.2).

3.1. Dissipation estimate. In order to derive an explicit decay rate for the Fourier transform of the contraction semigroup $(e^{t\hat{P}} g)_{t \geq 0}$, we need the following algebraic result:

**Lemma 3.1.** Let $Q$ and $B$ be real $n \times n$-matrices, with $Q$ symmetric positive semidefinite. When the Kalman rank condition holds
\[
\text{Rank}[Q^{1/2}, BQ^{1/2}, \ldots, B^{n-1}Q^{1/2}] = n,
\]
then there exist positive constants $c > 0$ and $0 < t_0 \leq 1$ such that
\[ \forall 0 \leq t \leq t_0, \forall X \in \mathbb{R}^n, \quad \int_0^t |Q^\frac{1}{2} e^{sB^T} X|^2 ds \geq ct^{2k_0+1} |X|^2, \]
with $| \cdot |$ being the Euclidean norm on $\mathbb{R}^n$, where $0 \leq k_0 \leq n - 1$ denotes the smallest integer satisfying
\[ \text{Rank}[Q^\frac{1}{2}, BQ^\frac{1}{2}, \ldots, B^{k_0}Q^\frac{1}{2}] = n. \]

**Proof.** We consider the function
\[ f_X(t) = \int_0^t |Q^\frac{1}{2} e^{sB^T} X|^2 ds, \quad t \in \mathbb{R}, \]
depending on the parameter $X \in \mathbb{R}^n$. We easily check by the Leibniz formula that
\[ (3.5) \quad \forall n \geq 0, \forall t \in \mathbb{R}, \quad f_X^{(n+1)}(t) = \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \end{array} \right) \langle Q^\frac{1}{2} (B^T)^{n-k} e^{tB^T} X, Q^\frac{1}{2} (B^T)^k e^{tB^T} X \rangle, \]
where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product on $\mathbb{R}^n$. According to the Kalman rank condition, we can consider $0 \leq k_0 \leq n - 1$ the smallest integer satisfying
\[ \text{Rank}[Q^\frac{1}{2}, BQ^\frac{1}{2}, \ldots, B^{k_0}Q^\frac{1}{2}] = n. \]

We therefore have
\[ \text{Ran}(Q^\frac{1}{2}) + \text{Ran}(BQ^\frac{1}{2}) + \ldots + \text{Ran}(B^{k_0}Q^\frac{1}{2}) = \mathbb{R}^n. \]

This implies that
\[ (3.6) \quad \bigcap_{j=0}^{k_0} \text{Ker}(Q^\frac{1}{2}(B^T)^j) \cap \mathbb{R}^n = \{0\}. \]

By induction, we easily check from (3.5) that for all $k \geq 0$,
\[ (3.7) \quad \forall 0 \leq l \leq 2k + 1, \quad f_X^{(l)}(0) = 0 \iff X \in \bigcap_{j=0}^{k} \text{Ker}(Q^\frac{1}{2}(B^T)^j) \cap \mathbb{R}^n. \]

According to (3.5), (3.6) and (3.7), it follows that for all $X \in \mathbb{R}^n \setminus \{0\}$, there exists $0 \leq \tilde{k}_X \leq k_0$ such that
\[ (3.8) \quad \forall 0 \leq j \leq 2\tilde{k}_X, \quad f_X^{(j)}(0) = 0, \quad f_X^{(2\tilde{k}_X+1)}(0) = \left( \begin{array}{c} 2\tilde{k}_X \\ \tilde{k}_X \end{array} \right) |Q^\frac{1}{2}(B^T)^{\tilde{k}_X} X|^2 > 0. \]

We aim at proving that for all $X \in \mathbb{S}^{n-1}$ in the unit sphere, there exist some positive constants $c_X > 0$, $0 < t_X \leq 1$ and an open neighborhood $V_X$ of $X$ in $\mathbb{S}^{n-1}$ such that
\[ (3.9) \quad \forall Y \in V_X, \forall 0 \leq t \leq t_X, \quad \int_0^t |Q^\frac{1}{2} e^{sB^T} Y|^2 ds \geq c_X t^{2\tilde{k}_X+1}. \]
By analogy with [57, Proposition 3.2], we proceed by contradiction. If the assertion (3.9) does not hold, there exist a sequence of positive real numbers \((t_l)_{l \geq 0}\) and a sequence \((Y_l)_{l \geq 0}\) of elements in \(S^{n-1}\) so that

\begin{align}
&\lim_{l \to +\infty} t_l = 0, \quad \lim_{l \to +\infty} Y_l = X, \quad \text{and} \quad \lim_{l \to +\infty} \frac{1}{t_l^{2k_X+1}} \int_0^{t_l} |Q_1^2 e^{sB^T} Y_l|^2 ds = 0.
\end{align}

(3.10)

We deduce from (3.10) that

\begin{align}
&\lim_{l \to +\infty} \frac{1}{t_l^{2k_X+1}} \sup_{0 \leq t \leq t_l} \int_0^t |Q_1^2 e^{sB^T} Y_l|^2 ds = 0.
\end{align}

(3.11)

Setting

\begin{align}
u_l(x) = \frac{1}{t_l^{2k_X+1}} \int_0^{x t_l} |Q_1^2 e^{sB^T} Y_l|^2 ds \geq 0, \quad 0 \leq x \leq 1,
\end{align}

(3.12)

we can reformulate (3.11) as

\begin{align}
&\lim_{l \to +\infty} \sup_{0 \leq x \leq 1} u_l(x) = 0.
\end{align}

(3.13)

By writing that

\begin{align}
f_{Y_l}(t) &= \int_0^t |Q_1^2 e^{sB^T} Y_l|^2 ds = \sum_{j=0}^{2k_X+1} a_l^{(j)} t^j + O(t^{2k_X+2}),
\end{align}

when \(t \to 0\), with \(a_l^{(j)} = f_{Y_l}^{(j)}(0)(j!)^{-1}\), where the term \(O(t^{2k_X+2})\) appearing in the right-hand-side of the above formula can be assumed to be independent on the integer \(l\) thanks to Taylor formula with integral remainder and the fact that \((Y_l)_{l \geq 0}\) are elements of the unit sphere \(S^{n-1}\), we notice that

\begin{align}
u_l(x) = \sum_{j=0}^{2k_X+1} a_l^{(j)} t_l^{2k_X+1-j} x^j + O(t_l x^{2k_X+2}).
\end{align}

(3.14)

It follows from (3.10), (3.13) and (3.14) that

\begin{align}
&\lim_{l \to +\infty} \sup_{0 \leq x \leq 1} |p_l(x)| = 0,
\end{align}

(3.15)

with

\begin{align}
p_l(x) = \sum_{j=0}^{2k_X+1} a_l^{(j)} t_l^{2k_X+1-j} x^j.
\end{align}

(3.16)

By using the equivalence of norms in finite-dimensional vector space, we deduce from (3.15) that

\begin{align}
&\forall 0 \leq j \leq 2k_X + 1, \quad \lim_{l \to +\infty} \frac{a_l^{(j)}}{t_l^{2k_X+1-j}} = 0.
\end{align}

(3.17)
We obtain in particular that
\begin{equation}
\lim_{l \to +\infty} a_l^{(2k_X+1)} = 0.
\end{equation}

According to (3.8), this is in contradiction with the fact that
\begin{equation}
\lim_{l \to +\infty} a_l^{(2k_X+1)} = \lim_{l \to +\infty} \frac{f_{Y_l}^{(2k_X+1)}(0)}{(2k_X+1)!} > 0.
\end{equation}

By covering the compact set \( S^{n-1} \) by finitely many open neighborhoods of the form \((V_X)_j\), and letting \( c = \inf_{1 \leq j \leq N} c_X_j > 0, 0 < t_0 = \inf_{1 \leq j \leq N} t_X_j \leq 1 \), we conclude that
\[ \forall X \in \mathbb{R}^n, 0 \leq t \leq t_0, \quad \int_{t_0}^t |Q^{1/2}e^{sB^T}X|^2 ds \geq ct^{2k_0+1}|X|^2, \]
since \( 0 \leq \tilde{k}_X \leq k_0 \). This ends the proof of Lemma 3.1. \( \square \)

We prove the following dissipation estimate:

**Proposition 3.2.** When the Kalman rank condition (1.24) holds, then we have
\begin{equation}
\forall T > 0, \exists C_T > 1, \forall 0 \leq t \leq T, \forall k \geq 0, \forall g_0 \in L^2(\mathbb{R}^n),
\end{equation}
\[ \| (1 - \pi_k)(e^{tP}g_0) \|_{L^2(\mathbb{R}^n)} \leq e^{-\delta(t)k^2} \| g_0 \|_{L^2(\mathbb{R}^n)}, \]
with \( 0 \leq k_0 \leq n - 1 \) being the smallest integer satisfying
\[ \text{Rank}[Q^{1/2}, BQ^{1/2}, \ldots, B^{k_0}Q^{1/2}] = n \]
and
\begin{equation}
\delta(t) = \frac{1}{C_T} \inf(t, t_0)^{2k_0+1} \geq 0, \quad t \geq 0,
\end{equation}
with \( 0 < t_0 \leq 1 \) being defined in Lemma 3.1.

**Proof.** Let \( g_0 \in L^2(\mathbb{R}^n) \) and \( g(t) = e^{tP}g_0 \) be the solution of
\[ \begin{cases}
\partial_t g(t, x) - \frac{1}{2} \text{Tr}[Q\nabla^2 g(t, x)] - \langle Bx, \nabla_x g(t, x) \rangle - \frac{1}{2} \text{Tr}(B)g(t, x) = 0, \\
g(0, x) = g_0(x).
\end{cases} \]

Then, the function \( h \) uniquely defined by \( g(t, x) = h(t, x) e^{tB^T}x \) solves
\[ \begin{cases}
\partial_t h(t, y) - \frac{1}{2} \text{Tr}[e^{tB}Qe^{tB^T} \nabla_y^2 h(t, y)] = 0, \quad (t, y) \in (0, +\infty) \times \mathbb{R}^n, \\
h(0, y) = g_0(y),
\end{cases} \]

Thus, we obtain that for all \( (t, \xi) \in [0, +\infty) \times \mathbb{R}^n \),
\[ \hat{h}(t, \xi) = \hat{g}_0(\xi) e^{-\frac{1}{2} \int_0^t |Q^{1/2}e^{sB^T}\xi|^2 ds}, \]
implying that the Fourier transform of the semigroup \( g(t) = e^{t\hat{P}}g_0 \) is given by

\[
\hat{g}(t, \xi) = \left| \text{det}(e^{-tB}) \right| \hat{h}(t, e^{-tB^T} \xi) e^{\frac{1}{2} \text{Tr}(B)t} = e^{-\frac{1}{2} \text{Tr}(B) t} \hat{g}_0(e^{-tB^T} \xi) e^{-\frac{1}{2} \int_0^t |Q^{1/2} e^{(s-t)B^T} \xi|^2 ds}.
\]

We deduce from (3.22) and Lemma 3.1 that for all \( 0 \leq t \leq T, \ k \geq 0, \ g_0 \in L^2(\mathbb{R}^n) \),

\[
(3.23) \quad \| (1 - \pi_k)(e^{t\hat{P}}g_0) \|_{L^2(\mathbb{R}^n)}^2 = \frac{e^{-\text{Tr}(B)}}{(2\pi)^n} \int |\hat{g}_0(e^{-tB^T} \xi)|^2 e^{-\int_0^t |Q^{1/2} e^{(s-t)B^T} \xi|^2 ds} d\xi \leq \frac{1}{(2\pi)^n} \int |\hat{g}_0(\xi)|^2 e^{-\delta(t)|\xi|^2} d\xi,
\]

with \( \delta(t) = c\inf(t, t_0)^{2k_0+1} \). It follows from (3.23) that for all \( 0 \leq t \leq T, \ k \geq 0, \ g_0 \in L^2(\mathbb{R}^n) \),

\[
(3.24) \quad \| (1 - \pi_k)(e^{t\hat{P}}g_0) \|_{L^2(\mathbb{R}^n)}^2 \leq \frac{1}{(2\pi)^n} \int_{|\xi| \geq k e^{-\frac{1}{2} \|B\|}} |\hat{g}_0(\xi)|^2 e^{-\delta(t)|\xi|^2} d\xi \leq e^{-\delta(t)k^2 e^{-2t\|B\|}} \|g_0\|_{L^2(\mathbb{R}^n)}^2 \leq e^{-\delta(t)k^2 e^{-2t\|B\|}} \|g_0\|_{L^2(\mathbb{R}^n)}^2.
\]

We deduce from (3.24) that there exists \( C_T > 1 \) such that for all \( 0 \leq t \leq T, \ k \geq 0, \ g_0 \in L^2(\mathbb{R}^n) \),

\[
(3.25) \quad \| (1 - \pi_k)(e^{t\hat{P}}g_0) \|_{L^2(\mathbb{R}^n)}^2 \leq e^{-\delta(t)k^2} \|g_0\|_{L^2(\mathbb{R}^n)}^2,
\]

with

\[
\delta(t) = \frac{1}{C_T} \inf(t, t_0)^{2k_0+1} \geq 0, \quad t \geq 0.
\]

It proves the estimate (3.20) and ends the proof of Proposition 3.2.\hfill \Box

3.2. Spectral inequality for Fourier modes. The following spectral inequality is proved by Le Rousseau and Moyano in [38, Theorem 3.1]:

**Theorem 3.3.** If \( \omega \) is an open subset of \( \mathbb{R}^n \) satisfying condition (1.6), then there exists a positive constant \( c_1 > 1 \) such that

\[
\| \pi_k g \|_{L^2(\mathbb{R}^n)} \leq e^{c_1k} \| \pi_k g \|_{L^2(\omega)},
\]

for all \( k \in \mathbb{N}^n \) and \( g \in L^2(\mathbb{R}^n) \).

3.3. Proof of Theorem 1.3 We deduce from Theorem 2.1 with the following choices of parameters:

- (i) \( \Omega = \mathbb{R}^n \),
- (ii) \( A = \hat{P} \),
- (iii) \( a = 1, b = 2, \)
- (iv) \( m = 2k_0 + 1 \), where \( k_0 \) is defined in Proposition 3.2
- (v) \( t_0 > 0 \) as in Proposition 3.2
- (vi) \( 0 < c_2 = 1/C_{t_0} < 1 \), where \( C_{t_0} > 1 \) is the constant defined in Proposition 3.2
- (vii) \( c_1 > 0 \) as in Theorem 3.3
that
\[ \exists C > 1, \forall T > 0, \forall g \in L^2(\mathbb{R}^n), \| e^{T\tilde{P}} g \|^2_{L^2(\mathbb{R}^n)} \leq C \exp \left( \frac{C}{T^{2k_0+1}} \right) \int_0^T \| e^{t\tilde{P}} g \|^2_{L^2(\mathbb{R}^n)} dt. \]

It proves the observability estimate (3.2) and ends the proof of Theorem 1.3.

4. Proof of null-controllability and observability of parabolic equations associated with accretive quadratic operators with zero singular spaces

This section is devoted to the proof of Theorem 1.5. As in the previous section, we use the general observability estimate established in Theorem 2.1. Indeed, the classical Lebeau-Robbiano method cannot be directly applied in its usual form as the (generalized) eigenfunctions of accretive quadratic operators with zero singular spaces do not constitute in general a \( L^2 \)-Hilbert basis. Contrary to the usual Lebeau-Robbiano strategy, the solutions are therefore not expanded on the (generalized) eigenfunctions of the operator defining the parabolic equation, but in the \( L^2 \)-Hermite basis that does not diagonalize the operator. With this choice, the difficulty is that the semigroup is not diagonal anymore in the \( L^2 \)-Hermite basis, and even if a finite number of modes could be steered to zero at some time, any passive control phase in the Lebeau-Robbiano method makes them all revive again. To overcome this lack of commutation between semigroups and Hermite projection operators, we take a key advantage of the Gelfand-Shilov regularizing properties of semigroups generated by accretive quadratic operators with zero singular spaces, and the fact that Gelfand-Shilov regularity is characterized by a certain exponential decay of the Hermite coefficients.

4.1. Gelfand-Shilov regularizing properties. In the following, we denote
\[
P_k g = \sum_{\alpha \in \mathbb{N}^n, |\alpha| = k} (g, \psi_\alpha)_{L^2(\mathbb{R}^n)} \psi_\alpha, \quad k \geq 0,
\]
the orthogonal projection onto the \( k \)th energy level associated with the harmonic oscillator
\[ \mathcal{H} = -\Delta_x + |x|^2 = \sum_{k=0}^{+\infty} (2k + n)P_k, \]
where \( (\psi_\alpha)_{\alpha \in \mathbb{N}^n} \) stands for the \( L^2 \)-Hermite basis. We also consider the orthogonal projection
\[
\pi_k = \sum_{j=0}^k P_j, \quad k \geq 0,
\]
on to energy levels less than or equal to \( k \). The exponential decay results given by the following proposition are key byproducts of the Gelfand-Shilov regularizing properties of semigroups generated by accretive quadratic operators with zero singular spaces:
Proposition 4.1. Let \( q : \mathbb{R}_{x,ξ}^{2n} \rightarrow \mathbb{C} \) be a quadratic form with a non-negative real part \( \text{Re} \ q \geq 0 \) and a zero singular space \( S = \{0\} \). There exist some positive constants \( C_0 > 1 \) and \( t_0 > 0 \) such that for all \( t \geq 0, k \geq 0, g \in L^2(\mathbb{R}^n) \),

\[
\|(1 - \pi_k)(e^{-tq}g)\|_{L^2(\mathbb{R}^n)} \leq C_0 e^{-\delta(t)k}\|g\|_{L^2(\mathbb{R}^n)},
\]

with \( 0 \leq k_0 \leq 2n - 1 \) being the smallest integer satisfying \( (1.18) \) and

\[
\delta(t) = \frac{\inf(t, t_0)^{2k_0+1}}{C_0} \geq 0, \quad t \geq 0.
\]

Proof. Let \( q : \mathbb{R}_{x,ξ}^{2n} \rightarrow \mathbb{C} \) be a quadratic form with a non-negative real part \( \text{Re} \ q \geq 0 \) and a zero singular space \( S = \{0\} \). We recall from [35, p. 426] that the quadratic operator \( q^w(x, D_x) \) obtained by the Weyl quantization of the symbol \( q \) is accretive and generates a contraction semigroup on \( L^2(\mathbb{R}^n) \). We denote \( 0 \leq k_0 \leq 2n - 1 \) the smallest integer satisfying \( (1.18) \). In the work [33, Theorem 1.2], Hitrik, Viola and the second author have shown that the contraction semigroup \( (e^{-tq^w})_{t \geq 0} \) is smoothing for any positive time in the Gelfand-Shilov space \( S_{1/2}^1(\mathbb{R}^n) \),

\[
\forall g \in L^2(\mathbb{R}^n), \forall t > 0, \quad e^{-tq^w}g \in S_{1/2}^1(\mathbb{R}^n).
\]

We refer the reader to the appendix (Section 8.2) for the definition and some characterizations of the Gelfand-Shilov regularity. More specifically, we deduce from [33, Proposition 4.1] that there exist some positive constants \( C_0 > 1 \) and \( t_0 > 0 \) such that

\[
\forall 0 \leq t \leq t_0, \quad \left\| e^{-tq^w}g \right\|_{L^2(\mathbb{R}^n)} \leq C_0,
\]

with \( L(L^2(\mathbb{R}^n)) \) the space of bounded operators on \( L^2(\mathbb{R}^n) \), that is,

\[
\forall 0 \leq t \leq t_0, \forall g \in L^2(\mathbb{R}^n), \quad \sum_{\alpha \in \mathbb{N}^n} \left| (e^{-tq^w}g, \psi_{\alpha})_{L^2(\mathbb{R}^n)} \right|^2 e^{-\frac{t^{2k_0+1}}{C_0}(4|\alpha|+2n)} \leq C_0^2 \|g\|_{L^2(\mathbb{R}^n)}^2.
\]

We obtain from (4.5) and the contraction semigroup property satisfied by \( (e^{-tq^w})_{t \geq 0} \) that

\[
\forall t \geq 0, \quad \left\| e^{\delta(t)(-\Delta_x+|x|^2)}e^{-tq^w} \right\|_{L(L^2(\mathbb{R}^n))} \leq C_0.
\]

It follows from (4.7) that for all \( t \geq 0, k \geq 0, g \in L^2(\mathbb{R}^n) \),

\[
\|(1 - \pi_k)(e^{-tq}g)\|_{L^2(\mathbb{R}^n)} = \|(1 - \pi_k)(e^{-\delta(t)(-\Delta_x+|x|^2)}e^{\delta(t)(-\Delta_x+|x|^2)}e^{-tq^w}g)\|_{L^2(\mathbb{R}^n)}
\]

\[
\leq e^{-\delta(t)(2(k+1)+n)}\|(1 - \pi_k)(e^{\delta(t)(-\Delta_x+|x|^2)}e^{-tq^w}g)\|_{L^2(\mathbb{R}^n)}
\]

\[
\leq e^{-\delta(t)k}\|e^{\delta(t)(-\Delta_x+|x|^2)}e^{-tq^w}g\|_{L^2(\mathbb{R}^n)} \leq C_0 e^{-\delta(t)k}\|g\|_{L^2(\mathbb{R}^n)}.
\]

It ends the proof of Proposition 4.1. \( \Box \)
4.2. Spectral inequality for Hermite functions. The following spectral inequality for Hermite functions is proved in Appendix (Section 8.1):

**Proposition 4.2.** Let \( \omega \) be an open subset of \( \mathbb{R}^n \) satisfying (1.6) and \( (\psi_\alpha)_{\alpha \in \mathbb{N}^n} \) the Hermite basis of \( L^2(\mathbb{R}^n) \) diagonalizing the harmonic oscillator \( \mathcal{H} = -\Delta_x + |x|^2 \). There exists a positive constant \( C_1 > 1 \) such that for all \( k \geq 0 \) and \( (b_\alpha)_{\alpha \in \mathbb{N}^n} \in \mathbb{C}^N \),

\[
\left( \sum_{|\alpha| \leq k} |b_\alpha|^2 \right)^{1/2} = \left( \int_{\mathbb{R}^n} \left| \sum_{|\alpha| \leq k} b_\alpha \psi_\alpha(x) \right|^2 dx \right)^{1/2} \leq C_1 \sqrt{k} \left( \int_{\omega} \left| \sum_{|\alpha| \leq k} b_\alpha \psi_\alpha(x) \right|^2 dx \right)^{1/2}.
\]

In particular, the following estimate holds

\[
\forall k \geq 0, \forall g \in L^2(\mathbb{R}^n), \quad \|\pi_k g\|_{L^2(\mathbb{R}^n)} \leq C_1 e^{C_1 \sqrt{k}} \|\pi_k g\|_{L^2(\omega)}.
\]

Notice that when \( \omega \) is a bounded set (hence does not satisfy (1.6)), then the weaker spectral inequality obtained from (4.8) while replacing \( \sqrt{k} \) by \( k \) fails even for single Hermite functions instead of sums, by at least an extra logarithmic factor in the exponentials when \( n \geq 2 \). This fact is proved in [46] (Section 4.2). Whether the spectral inequality (4.8) holds with \( \sqrt{k} \) replaced by \( k \ln k \) in the exponential term when \( \omega \) is a bounded set is still open. In the one-dimensional case, when \( \omega \) is an open half line and \( 0 < s < 1 \), the weaker spectral inequality obtained from (4.8) with \( \sqrt{k} \) replaced by \( k^s \) also fails. Indeed, the Lebeau-Robbiano strategy would otherwise allow to establish a null-controllability result that is disproved in [46] (Section 4.3.1), see also [17]. Similarly, Remark 1.9 in [46] points out that if \( n \geq 3 \), \( \omega \) is a non-empty open cone \( \Gamma = \{ x \in \mathbb{R}^n : |x| > r_0, \frac{x}{|x|} \in \Omega_0 \} \) \( r_0 \geq 0 \) and \( \Omega_0 \) is an open subset of the unit sphere, and if there exists a vector space of dimension 2 in \( \mathbb{R}^n \) not intersecting the closure of \( \Omega_0 \), then the weaker spectral inequality obtained from (4.8) while replacing \( \sqrt{k} \) by \( k^s \) fails for all \( 1/2 < s < 1 \).

4.3. Proof of Theorem 1.5. We deduce from Theorem 2.1 with the following choices of parameters:

(i) \( \Omega = \mathbb{R}^n \),
(ii) \( A = -q^w(x, D_x) \),
(iii) \( a = \frac{1}{2}, b = 1 \),
(iv) \( t_0 > 0 \) as in Proposition 4.1
(v) \( m = 2k_0 + 1 \), where \( k_0 \) is defined in Proposition 4.1
(vi) any constant \( c_1 > 0 \) satisfying for all \( k \geq 1 \), \( C_1 e^{C_1 \sqrt{k}} \leq e^{c_1 \sqrt{k}} \), where the constant \( C_1 > 1 \) is defined in Proposition 4.2
(vii) \( c_2 = \frac{1}{c_0} > 0 \), where \( C_0 > 1 \) is defined in Proposition 4.1

that

\[
\exists C > 1, \forall T > 0, \forall g \in L^2(\mathbb{R}^n), \quad \|e^{-Tq^w} g\|_{L^2(\mathbb{R}^n)}^2 \leq C \exp \left( \frac{C}{T^{2k_0+1}} \right) \int_0^T \|e^{-tq^w} g\|_{L^2(\omega)}^2 dt.
\]

It ends the proof of Theorem 1.5.
5. Proofs of null-controllability and observability of hypoelliptic Ornstein-Uhlenbeck equations posed in weighted $L^2$-spaces

Let $P$ be a hypoelliptic Ornstein-Uhlenbeck operator (1.29) such that the Kalman rank condition (1.24) and the localization of the spectrum $\sigma(B) \subset \mathbb{C}_-$ hold. We consider the operator $P$ acting on the space $L^2(\mathbb{R}^n, \rho(x)dx)$, with $\rho$ being the density function defined in (1.31). The Kalman rank condition

$$\text{Rank}[Q^\frac{1}{2}, BQ^\frac{1}{2}, \ldots, B^{n-1}Q^\frac{1}{2}] = n,$$

allows one to consider $0 \leq k_0 \leq n - 1$ the smallest integer satisfying

$$\text{Rank}[Q^\frac{1}{2}, BQ^\frac{1}{2}, \ldots, B^{k_0}Q^\frac{1}{2}] = n.$$

We associate to the operator $P$ acting on $L^2 = L^2(\mathbb{R}^n, \rho dx)$, the quadratic operator $L$ acting on $L^2 = L^2(\mathbb{R}^n, dx)$,

$$(5.1) \quad Lh = -\sqrt{\rho}P((\sqrt{\rho})^{-1}h) - \frac{1}{2}\text{Tr}(B)h.$$

Recalling the notation (1.22), a direct computation led in the work [51] (see (3.7) in Section 3.1) shows that

$$(5.2) \quad L = \frac{1}{2}|Q^\frac{1}{2}D_x|^2 + \frac{1}{8}|Q^\frac{1}{2}Q^{-1}_\infty x|^2 - i\left(\frac{1}{2}QQ^{-1}_\infty + B\right)x, D_x,$$

with $D_x = i^{-1}\nabla_x$, where $Q_\infty$ is the symmetric positive definite matrix (1.32). The operator $\mathcal{L} = q^w(x, D_x)$ is a quadratic operator whose Weyl symbol

$$(5.3) \quad q(x, \xi) = \frac{1}{2}|Q^\frac{1}{2}\xi|^2 + \frac{1}{8}|Q^\frac{1}{2}Q^{-1}_\infty x|^2 - i\left(\frac{1}{2}QQ^{-1}_\infty + B\right)x, \xi), \quad (x, \xi) \in \mathbb{R}^{2n},$$

has a non-negative real part $\text{Re} \ q \geq 0$. On the other hand, we prove in [51], see formulas (3.22), (3.23) and (3.24), that the singular space of the quadratic operator $\mathcal{L}$ is zero $S = \{0\}$. More precisely, we show in [51] that the smallest integer $0 \leq k_0 \leq 2n - 1$ satisfying

$$(5.4) \quad \left(\bigcap_{j=0}^{k_0} \ker[\text{Re} \ F(\text{Im} \ F)^j]\right) \cap \mathbb{R}^{2n} = \{0\},$$

with $F$ being the Hamilton map of $q$, corresponds exactly to the smallest integer $0 \leq k_0 \leq n - 1$ satisfying

$$(5.5) \quad \text{Rank}[Q^\frac{1}{2}, BQ^\frac{1}{2}, \ldots, B^{k_0}Q^\frac{1}{2}] = n.$$

Let $\omega$ be an open subset of $\mathbb{R}^n$ satisfying condition (1.6). We can therefore deduce from Theorem 1.4 applied to the quadratic operator $\mathcal{L}$ that the parabolic equation

$$(5.6) \quad \left\{ \begin{array}{ll}
\partial_t h(t, x) + \mathcal{L} h(t, x) = u(t, x)1\omega(x), \\
h|_{t=0} = h_0 \in L^2(\mathbb{R}^n, dx),
\end{array} \right.$$ 

is null-controllable from the set $\omega$ in any positive time $T > 0$. Let $f_0 \in L^2_{\rho}$. By using that the mappings

$$(5.7) \quad \mathcal{T} : L^2_{\rho} \rightarrow L^2, \quad \mathcal{T}^{-1} : L^2 \rightarrow L^2_{\rho}, \quad \mathcal{T} : v \mapsto \sqrt{\rho}v, \quad \mathcal{T}^{-1} : v \mapsto \sqrt{\rho}^{-1}v,$$
are isometric, we consider a control function \( u \in L^2((0, T) \times \mathbb{R}^n, dt \otimes dx) \) supported in \([0, T] \times \omega\) such that the mild solution \( h \) to the equation (5.6) with initial datum \( h_0 = \mathcal{T}f_0 \) satisfies \( h(T, \cdot) = 0 \). We deduce from (1.29), (5.1) and (5.7) that the mild solution
\[
f = e^{-\frac{T}{2}Tr(B)\mathcal{T}^{-1}}h \in L^2_{\rho},
\]
to the equation
\[
\begin{aligned}
    &\partial_t f(t, x) - \frac{1}{2}Tr(Q\nabla_x^2 f(t, x)) - \langle Bx, \nabla_x f(t, x) \rangle = \tilde{u}(t, x) \mathbb{1}_\omega(x), \quad x \in \mathbb{R}^n, \\
    &f|_{t=0} = f_0 \in L^2_{\rho},
\end{aligned}
\]
with the control function supported in \([0, T] \times \omega\),
\[
\tilde{u}(t, x) = e^{-\frac{T}{2}Tr(B)\mathcal{T}^{-1}}u(t, x) \in L^2((0, T) \times \mathbb{R}^n, dt \otimes \rho(x)dx),
\]
satisfies \( f(T, \cdot) = 0 \). This proves that the hypoelliptic Ornstein-Uhlenbeck equation (1.34) is null-controllable from the set \( \omega \) in any positive time \( T > 0 \). This ends the proof of Corollary 1.6.

On the other hand, we deduce from Theorem 1.5 applied to the quadratic operator \( \mathcal{L} \) that for all \( T > 0 \), there exists a positive constant \( C_T > 0 \) such that
\[
(5.8) \quad \forall h_0 \in L^2(\mathbb{R}^n), \quad \|e^{-Tt\mathcal{L}}h_0\|^2_{L^2(\mathbb{R}^n, dx)} \leq C_T \int_0^T \|e^{-t\mathcal{L}}h_0\|^2_{L^2(\omega, dx)}dt.
\]
According to (5.1), the semigroup \((e^{tP})_{t \geq 0}\) on \( L^2_{\rho} \) is given by
\[
(5.9) \quad \forall f_0 \in L^2_{\rho} \forall t \geq 0, \quad e^{tP}f_0 = e^{-\frac{T}{2}Tr(B)\mathcal{T}^{-1}}e^{-t\mathcal{L}}\mathcal{T}f_0,
\]
where \((e^{-t\mathcal{L}})_{t \geq 0}\) denotes the \( L^2(\mathbb{R}^n, dx) \) contraction semigroup generated by \( \mathcal{L} \). Notice from the localization of the spectrum \( \sigma(B) \subset \mathbb{C}_- \) of \( B \in M_n(\mathbb{R}) \) that \( Tr(B) < 0 \). By observing that
\[
\|e^{tP}f_0\|_{L^2(\mathbb{R}^n, \rho(x)dx)} = e^{-\frac{T}{2}Tr(B)}\|e^{-t\mathcal{L}}\mathcal{T}f_0\|_{L^2(\mathbb{R}^n, dx)}
\]
and
\[
\|e^{tP}f_0\|_{L^2(\omega, \rho(x)dx)} = e^{-\frac{T}{2}Tr(B)}\|e^{-t\mathcal{L}}\mathcal{T}f_0\|_{L^2(\omega, dx)},
\]
we deduce from (5.8) and (5.9) that the hypoelliptic Ornstein-Uhlenbeck operator \( P \) satisfies the observability estimate
\[
\forall g \in L^2(\mathbb{R}^n, \rho(x)dx), \quad \|e^{TP}g\|^2_{L^2(\mathbb{R}^n, \rho(x)dx)} \leq \tilde{C}_T \int_0^T \|e^{tP}g\|^2_{L^2(\omega, \rho(x)dx)}dt,
\]
with \( \tilde{C}_T = e^{-TTr(B)}C_T > 0 \). This ends the proof of Corollary 1.7.

6. PROOFS OF NULL-CONTROLLABILITY AND OBSERVABILITY OF HYPOELLIPTIC FOKKER-PLANCK EQUATIONSPOSED IN WEIGHTED \( L^2 \)-SPACES

Let \( \mathcal{P} \) be a Fokker-Planck operator (1.36) satisfying conditions (1.37). We consider the operator \( \mathcal{P} \) acting on the space \( L^2(\mathbb{R}^n, \rho(x)\rho(dx)) \). The Kalman rank condition
\[
\text{Rank}[Q_1^1, BQ_1^1, \ldots, B^{n-1}Q_1^1] = n,
\]
allows one to consider \( 0 \leq k_0 \leq n - 1 \) the smallest integer satisfying
\[
\text{Rank}[Q_1^1, BQ_1^1, \ldots, B^{k_0}Q_1^1] = n.
\]
We associate to the operator $\mathcal{P}$ acting on $L^2_{1/\rho} = L^2(\mathbb{R}^n, \rho(x)^{-1} dx)$, the quadratic operator $\mathcal{L}$ acting on $L^2 = L^2(\mathbb{R}^n, dx)$,

$$\mathcal{L}h = -\sqrt{\rho}^{-1} \mathcal{P}(\sqrt{\rho} h) - \frac{1}{2} \text{Tr}(B) h. \tag{6.1}$$

Recalling the notation (1.22), a direct computation led in the work [51] (see (2.54) in Section 2.6) shows that

$$\mathcal{L} = \frac{1}{2} |Q^{\frac{1}{2}} D_x|^2 + \frac{1}{8} |Q^{\frac{3}{2}} Q^{-1}_\infty x|^2 + i \langle \left( \frac{1}{2} QQ^{-1}_\infty + B \right) x, D_x \rangle, \tag{6.2}$$

with $D_x = i^{-1} \nabla_x$, where $Q_\infty$ is the symmetric positive definite matrix (1.32). The operator $\mathcal{L} = q^w(x, D_x)$ is a quadratic operator whose Weyl symbol

$$q(x, \xi) = \frac{1}{2} |Q^{\frac{1}{2}} \xi|^2 + \frac{1}{8} |Q^{\frac{3}{2}} Q^{-1}_\infty x|^2 + i \langle \left( \frac{1}{2} QQ^{-1}_\infty + B \right) x, \xi \rangle, \quad (x, \xi) \in \mathbb{R}^n, \tag{6.3}$$

has a non-negative real part $\text{Re } q \geq 0$. This Weyl symbol is the complex conjugate of the Weyl symbol of the operator (5.3). It follows that the singular space of the quadratic operator $\mathcal{L}$ is zero $S = \{0\}$. As in the previous section, the smallest integer $0 \leq k_0 \leq 2n - 1$ satisfying

$$\left( \bigcap_{j=0}^{k_0} \text{Ker}[\text{Re } F(\text{Im } F)^j] \right) \cap \mathbb{R}^{2n} = \{0\}, \tag{6.4}$$

with $F$ being the Hamilton map of $q$, corresponds exactly to the smallest integer $0 \leq k_0 \leq n - 1$ satisfying

$$\text{Rank}[Q^{\frac{1}{2}}, BQ^{\frac{1}{2}}, \ldots, B^{k_0}Q^{\frac{1}{2}}] = n. \tag{6.5}$$

Let $\omega$ be an open subset of $\mathbb{R}^n$ satisfying condition (1.6). We can therefore deduce from Theorem 1.4 applied to the quadratic operator $\mathcal{L}$ that the parabolic equation

$$\begin{cases}
\frac{\partial}{\partial t} h(t, x) + \mathcal{L} h(t, x) = u(t, x) \mathbb{1}_\omega(x), \\
h|_{t=0} = h_0 \in L^2(\mathbb{R}^n, dx),
\end{cases} \tag{6.6}$$

is null-controllable from the set $\omega$ in any positive time $T > 0$. Let $f_0 \in L^2_{1/\rho}$. By using that the mappings

$$\begin{align*}
\mathcal{I} : L^2 &\to L^2_{1/\rho} \\
 v &\mapsto \sqrt{\rho} v,
\end{align*} \quad \begin{align*}
\mathcal{I}^{-1} : L^2_{1/\rho} &\to L^2 \\
 v &\mapsto \sqrt{\rho}^{-1} v,
\end{align*} \tag{6.7}
$$

are isometric, we consider a control function $u \in L^2((0, T) \times \mathbb{R}^n, dt \otimes dx)$ supported in $[0, T] \times \omega$ such that the mild solution $h$ to the equation (6.6) with initial datum $h_0 = \mathcal{I}^{-1} f_0$ satisfies $h(T, \cdot) = 0$. We deduce from (1.36), (6.1) and (6.7) that the mild solution

$$f = e^{-\frac{T}{2} \text{Tr}(B)} \mathcal{I} h \in L^2_{1/\rho},$$

to the equation

$$\begin{cases}
\frac{\partial}{\partial t} f(t, x) - \frac{1}{2} \text{Tr}[Q \nabla_x^2 f(t, x)] + \langle Bx, \nabla_x f(t, x) \rangle + \text{Tr}(B) f(t, x) = \bar{u}(t, x) \mathbb{1}_\omega(x), \\
f|_{t=0} = f_0 \in L^2_{1/\rho},
\end{cases} \tag{6.8}$$

with the control function supported in \([0, T] \times \omega\),

\[
\hat{u}(t, x) = e^{-\frac{t}{2}\text{Tr}(B)}\tilde{\mathcal{S}} u(t, x) \in L^2((0, T) \times \mathbb{R}^n, dt \otimes \rho(x)^{-1}dx),
\]
satisfies \(f(T, \cdot) = 0\). This proves that the hypoelliptic Fokker-Planck equation (1.41) is null-controllable from the set \(\omega\) in any positive time \(T > 0\). This ends the proof of Corollary 1.8.

On the other hand, we deduce from Theorem 1.5 applied to the quadratic operator \(\mathcal{L}\) that for all \(T > 0\), there exists a positive constant \(C_T > 0\) such that

\[
\forall h_0 \in L^2(\mathbb{R}^n), \quad \|e^{-T\mathcal{L}}h_0\|_{L^2(\mathbb{R}^n, dx)}^2 \leq C_T \int_0^T \|e^{-t\mathcal{L}}h_0\|_{L^2(\omega, dx)}^2 dt.
\]

According to (6.1), the semigroup \((e^{t\mathcal{P}})_{t \geq 0}\) on \(L^2_{1/\rho}\) is given by

\[
\forall f_0 \in L^2_{1/\rho}, \forall t \geq 0, \quad e^{t\mathcal{P}} f_0 = e^{-\frac{t}{2}\text{Tr}(B)}\tilde{\mathcal{S}}e^{-t\mathcal{L}\tilde{\mathcal{S}}^{-1}} f_0,
\]

where \((e^{-t\mathcal{L}})_{t \geq 0}\) denotes the \(L^2(\mathbb{R}^n, dx)\) contraction semigroup generated by \(\mathcal{L}\). By observing that

\[
\|e^{t\mathcal{P}} f_0\|_{L^2(\mathbb{R}^n, \rho(x)^{-1}dx)} = e^{-\frac{t}{2}\text{Tr}(B)}\|e^{-t\mathcal{L}\tilde{\mathcal{S}}^{-1}} f_0\|_{L^2(\mathbb{R}^n, dx)}
\]

and

\[
\|e^{t\mathcal{P}} f_0\|_{L^2(\omega, \rho(x)^{-1}dx)} = e^{-\frac{t}{2}\text{Tr}(B)}\|e^{-t\mathcal{L}\tilde{\mathcal{S}}^{-1}} f_0\|_{L^2(\omega, dx)},
\]

we deduce from (6.8) and (6.9) that the hypoelliptic Fokker-Planck operator \(\mathcal{P}\) satisfies the observability estimate

\[
\forall g \in L^2(\mathbb{R}^n, \rho(x)^{-1}dx), \quad \|e^{t\mathcal{P}} g\|_{L^2(\mathbb{R}^n, \rho(x)^{-1}dx)}^2 \leq \tilde{C}_T \int_0^T \|e^{t\mathcal{P}} g\|_{L^2(\omega, \rho(x)^{-1}dx)}^2 dt,
\]

with \(\tilde{C}_T = e^{-T\text{Tr}(B)}C_T > 0\). This ends the proof of Corollary 1.9.

7. Application: Null-controllability and observability of a chain of two oscillators coupled to two heat baths at each side

This section is devoted to provide an application of the general results of null controllability and observability for accretive quadratic operators with zero singular spaces. This example given in [50], Section 4.3 comes from the series of works [18, 19, 20, 27, 28]. It is a model describing a chain of two oscillators coupled with two heat baths at each side. The particles are described by their respective positions and velocities \((x_j, y_j) \in \mathbb{R}^d\). For each oscillator, the particles are submitted to an external force derived from a real-valued potential \(V_j(x_j)\) and a coupling between the two oscillators derived from a real-valued potential \(V_c(x_2 - x_1)\). We denote the full potential

\[
V(x) = V_1(x_1) + V_2(x_2) + V_c(x_2 - x_1), \quad x = (x_1, x_2) \in \mathbb{R}^{2d},
\]

\(y = (y_1, y_2) \in \mathbb{R}^{2d}\) the velocities and \(z = (z_1, z_2) \in \mathbb{R}^{2d}\) the variables describing the state of the particles in each of the heat baths. In each bath, the particles are submitted to a coupling with the nearest oscillator, a force given by the friction coefficient \(\gamma\) and a thermal diffusion at the temperature \(T_j\). We denote \(w_1, w_2\) two standard \(d\)-dimensional
Brownian motions and \( w = (w_1, w_2) \). The system of equations describing this model is given by

\[
\begin{align*}
\frac{dx_1}{dt} &= y_1 dt \\
\frac{dx_2}{dt} &= y_2 dt \\
\frac{dy_1}{dt} &= -\alpha_1(x_1 - z_1) dt + z_1 dt \\
\frac{dy_2}{dt} &= -\alpha_2(x_2 - z_2) dt + z_2 dt \\
\frac{dz_1}{dt} &= -\gamma z_1 dt + \gamma x_1 dt - \sqrt{2\gamma T_1} dw_1 \\
\frac{dz_2}{dt} &= -\gamma z_2 dt + \gamma x_2 dt - \sqrt{2\gamma T_2} dw_2.
\end{align*}
\]  
(7.1)

Setting \( T_1 = \frac{\alpha_1 h}{2} \) and \( T_2 = \frac{\alpha_2 h}{2} \), the corresponding equation for the density \( g \) of particles is

\[
\begin{align*}
\frac{\partial g}{\partial t} + \frac{\gamma}{2} \alpha_1 (-h \partial_{z_1} \left( \frac{2}{\alpha_1} (z_1 - x_1) \right)) g + \frac{\gamma}{2} \alpha_2 (-h \partial_{z_2} \left( \frac{2}{\alpha_2} (z_2 - x_2) \right)) g + (y \cdot \partial_x - \nabla_x V(x) - z) \cdot \partial_y g = 0.
\end{align*}
\]  
(7.2)

For simplicity, we consider the case when \( h = 1 \), \( \gamma = 2 \) and \( d = 1 \). Furthermore, we consider the case when the external potentials are quadratic

\[
\begin{align*}
V_1(x_1) &= \frac{1}{2} ax_1^2, \\
V_2(x_2) &= \frac{1}{2} bx_2^2, \\
V_c(x_1 - x_2) &= \frac{1}{2} c(x_1 - x_2)^2,
\end{align*}
\]  
(7.3)

with \( a, b, c \in \mathbb{R} \). Let \( \alpha > 0 \) be a positive constant. We assume that the parameters satisfy the following conditions

\[
\begin{align*}
\alpha > \frac{1}{2} \max(\alpha_1, \alpha_2), \quad \alpha_1 > 0, \quad \alpha_2 > 0, \quad (a + c - 1)(b + c - 1) - c^2 \neq 0.
\end{align*}
\]  
(7.4)

When these conditions hold, we can deduce from Theorems 1.4 and 1.5 the following results:

**Proposition 7.1.** Let \( \omega \) be an open subset of \( \mathbb{R}^{6}_{x,y,z} \) satisfying (1.6). Setting

\[
\Phi(x, y, z) = V(x) + \frac{|y|^2}{2} + \frac{|z|^2}{2} - z \cdot x, \quad M_\alpha = e^{-\frac{2\Phi}{\alpha}}
\]

when the conditions (7.4) hold, the evolution equation

\[
\begin{align*}
\partial_t g(t, x, y, z) + \alpha_1 (-\partial_{z_1} \left( \frac{2}{\alpha_1} (z_1 - x_1) \right)) g(t, x, y, z) \\
+ \alpha_2 (-\partial_{z_2} \left( \frac{2}{\alpha_2} (z_2 - x_2) \right)) g(t, x, y, z) + (y \cdot \partial_x - \nabla_x V(x) - z) \cdot \partial_y g(t, x, y, z) = u(t, x, y, z) 1_\omega(x, y, z), \\
g|_{t=0} = g_0 \in L^2(\mathbb{R}^6, M_\alpha^{-1} dx dy dz),
\end{align*}
\]

posed in the space \( L^2(\mathbb{R}^6, M_\alpha^{-1} dx dy dz) \) is null-controllable from the set \( \omega \) in any positive time \( T > 0 \), with a control function \( u \in L^2((0, T) \times \mathbb{R}^6, dt \otimes M_\alpha^{-1} dx dy dz) \) supported in \([0, T] \times \omega\). On the other hand, the mild solution to the evolution equation

\[
\begin{align*}
\partial_t g(t, x, y, z) + \alpha_1 (-\partial_{z_1} \left( \frac{2}{\alpha_1} (z_1 - x_1) \right)) g(t, x, y, z) \\
+ \alpha_2 (-\partial_{z_2} \left( \frac{2}{\alpha_2} (z_2 - x_2) \right)) g(t, x, y, z) + (y \cdot \partial_x - \nabla_x V(x) - z) \cdot \partial_y g(t, x, y, z) = 0, \\
g|_{t=0} = g_0 \in L^2(\mathbb{R}^6, M_\alpha^{-1} dx dy dz),
\end{align*}
\]
satisfies the following observability estimate:
\[
\forall T > 0, \exists C_T > 0, \forall g_0 \in L^2(\mathbb{R}^6, \mathcal{M}_a^{-1}dx dy dz),
\]
\[
\|g(T)\|_{L^2(\mathbb{R}^6, \mathcal{M}_a^{-1}dx dy dz)}^2 \leq C_T \int_0^T \|g(t)\|_{L^2(\mathbb{R}^6, \mathcal{M}_a^{-1}dx dy dz)}^2 dt.
\]

**Proof.** We consider the operator
\[
P = \alpha_1(-\partial_{z_1})\left(\partial_{z_1} + \frac{2}{\alpha_1}(z_1 - x_1)\right) + \alpha_2(-\partial_{z_2})\left(\partial_{z_2} + \frac{2}{\alpha_2}(z_2 - x_2)\right)
\]
\[
+ (y \cdot \partial_x - (\nabla_x V(x) - z) \cdot \partial_y).
\]

We associate to the operator \( P \) acting on \( L^2(\mathbb{R}^6, \mathcal{M}_a^{-1}dx dy dz) \) the quadratic operator \( q^w(X, D_X) \) acting on \( L^2(\mathbb{R}^6, dx dy dz) \) defined as
\[
(7.5) \quad \mathcal{M}_a^{-1}P \mathcal{M}_a^1 = q^w(X, D_X) - 2,
\]
with \( X = (x, y, z) \in \mathbb{R}^6 \). The explicit computation of the quadratic operator
\[
(7.6) \quad q^w(X, D_X) = \alpha_1 \left( -\partial_{z_1} + \frac{1}{\alpha_1}(z_1 - x_1) \right)\left(\partial_{z_1} + \left(\frac{2}{\alpha_1} - \frac{1}{\alpha}\right)(z_1 - x_1)\right)
\]
\[
+ \alpha_2 \left( -\partial_{z_2} + \frac{1}{\alpha_2}(z_2 - x_2) \right)\left(\partial_{z_2} + \left(\frac{2}{\alpha_2} - \frac{1}{\alpha}\right)(z_2 - x_2)\right)
\]
\[
+ (y \cdot \partial_x - (\nabla_x V(x) - z) \cdot \partial_y) + 2,
\]
is led in [50] Section 4.3]. Its Weyl symbol is given by
\[
q = \alpha_1 \zeta_1^2 + \alpha_2 \zeta_2^2 + \beta_1(z_1 - x_1)^2 + \beta_2(z_2 - x_2)^2 + i \left[ 2\delta_1 \zeta_1(z_1 - x_1) + 2\delta_2 \zeta_2(z_2 - x_2)
\right.
\]
\[
+ y_1 \xi_1 + y_2 \xi_2 - \eta_1 ((a + c)x_1 - cx_2 - z_1) - \eta_2 (-cx_1 + (b + c)x_2 - z_2) \biggr],
\]
with
\[
\beta_1 = \frac{\alpha_1}{\alpha} \left(\frac{2}{\alpha_1} - \frac{1}{\alpha}\right), \quad \beta_2 = \frac{\alpha_2}{\alpha} \left(\frac{2}{\alpha_2} - \frac{1}{\alpha}\right), \quad \delta_1 = \frac{\alpha_1}{\alpha} - 1, \quad \delta_2 = \frac{\alpha_2}{\alpha} - 1,
\]
where the notations \( \xi, \eta, \zeta \) stand respectively for the dual variables of \( x, y, z \). The condition
\[
\alpha > \frac{1}{2} \max(\alpha_1, \alpha_2),
\]
ensures that this quadratic symbol has a non-negative real part \( \text{Re} \ q \geq 0 \). On the other hand, some algebraic computations led in [50] Section 4.3 show that the Hamilton map \( F \) of the quadratic symbol \( q \) satisfies to
\[
\text{Ker}(\text{Re} \ F) \cap \mathbb{R}^{12} = \{(x, y, z, \xi, \eta, \zeta) \in \mathbb{R}^{12} : \ z = 0 \}
\]
\[
\text{Ker}(\text{Re} \ F) \cap \text{Ker}(\text{Re} \ F \text{Im} \ F) \cap \mathbb{R}^{12} = \{(x, y, z, \xi, \eta, \zeta) \in \mathbb{R}^{12} : \ y = \eta = \zeta = 0 \}
\]
\[
\text{Ker}(\text{Re} \ F) \cap \text{Ker}(\text{Re} \ F \text{Im} \ F) \cap \text{Ker}(\text{Re} \ F \text{Im} \ F)^2 \cap \mathbb{R}^{12}
\]
\[
= \{y = \xi = \eta = \zeta = 0, \quad x = z, \quad (a + c - 1)x_1 - cx_2 = 0, \quad -cx_1 + (b + c - 1)x_2 = 0 \}.
\]
According to (7.4), the singular space is therefore equal to zero \( S = \{0\} \).
Let $\omega$ be an open subset of $\mathbb{R}^6$ satisfying condition (1.6). We can therefore deduce from Theorem 1.4 applied to the quadratic operator $q^w(X,D_X)$ that the parabolic equation

$$\begin{aligned}
\partial_t h(t,X) + q^w(X,D_X) h(t,X) &= u(t,X) \mathbb{1}_\omega(X), \\
h|_{t=0} &= h_0 \in L^2(\mathbb{R}^6,dX),
\end{aligned}
$$

is null-controllable from the set $\omega$ in any positive time $T > 0$. Let $g_0 \in L^2(\mathbb{R}^6, M^{-1}_\alpha dX)$. By using that the mappings

$$\begin{aligned}
\mathfrak{K} : L^2(\mathbb{R}^6,dX) &\rightarrow L^2(\mathbb{R}^6, M^{-1}_\alpha dX) , \\
\mathfrak{K}^{-1} : L^2(\mathbb{R}^6, M^{-1}_\alpha dX) &\rightarrow L^2(\mathbb{R}^6,dX)
\end{aligned}
$$

are isometric, we consider a control function $u$ $\in L^2((0,T) \times \mathbb{R}^6, dt \otimes dX)$ supported in $[0,T] \times \omega$ such that the mild solution $h$ to the equation (7.7) with initial datum $h_0 = \mathfrak{K}^{-1} g_0$ satisfies $h(T,\cdot) = 0$. We deduce from (7.5) and (7.8) that the mild solution

$$g = e^{2t} \mathfrak{K} h \in L^2(\mathbb{R}^6, M^{-1}_\alpha dX),$$

to the equation

$$\begin{aligned}
\partial_t g(t,X) + \alpha_1 (-\partial_{z_1})(\partial_{z_1} + \frac{\alpha_1}{\alpha_3} (z_1 - x_1)) g(t,X) \\
+ \alpha_2 (-\partial_{z_2})(\partial_{z_2} + \frac{\alpha_2}{\alpha_3} (z_2 - x_2)) g(t,X) + (y \cdot \partial_x - (\nabla_x V(x) - \mathfrak{R}) \cdot \partial_y) g(t,X)
\end{aligned}
$$

with the control function supported in $[0,T] \times \omega$,

$$\hat{u}(t,X) = e^{2t} \mathfrak{K} u(t,X) \in L^2((0,T) \times \mathbb{R}^6, dt \otimes M^{-1}_\alpha dX),$$

satisfies $g(T,\cdot) = 0$. It proves that this equation is null-controllable from the set $\omega$ in any positive time $T > 0$.

On the other hand, we deduce from Theorem 1.5 applied to the quadratic operator $q^w(X,D_X)$ that for all $T > 0$, there exists a positive constant $C_T > 0$ such that

$$\begin{aligned}
\forall h_0 \in L^2(\mathbb{R}^6,dX), \quad \| e^{-Tq^w(X,D_X)} h_0 \|^2_{L^2(\mathbb{R}^6,dX)} \leq C_T \int_0^T \| e^{-tq^w(X,D_X)} h_0 \|^2_{L^2(\partial \omega,dX)} dt.
\end{aligned}
$$

According to (7.5), the semigroup $(e^{-tP})_{t \geq 0}$ on $L^2(\mathbb{R}^6, M^{-1}_\alpha dX)$ is given by

$$\begin{aligned}
\forall g_0 \in L^2(\mathbb{R}^6, M^{-1}_\alpha dX), \forall t \geq 0, \\
e^{-tP} g_0 = e^{2t} \mathfrak{K} e^{-tq^w(X,D_X)} \mathfrak{K}^{-1} g_0,
\end{aligned}
$$

where $(e^{-tq^w(X,D_X)})_{t \geq 0}$ denotes the $L^2(\mathbb{R}^6, dx)$ contraction semigroup generated by $q^w(X,D_X)$. By observing that

$$\begin{aligned}
\| e^{-tP} g_0 \|^2_{L^2(\mathbb{R}^6, M^{-1}_\alpha dX)} = e^{2t} \| e^{-tq^w(X,D_X)} \mathfrak{K}^{-1} g_0 \|^2_{L^2(\mathbb{R}^6,dX)}
\end{aligned}
$$

and

$$\begin{aligned}
\| e^{-tP} g_0 \|^2_{L^2(\partial \omega, M^{-1}_\alpha dX)} = e^{2t} \| e^{-tq^w(X,D_X)} \mathfrak{K}^{-1} g_0 \|^2_{L^2(\partial \omega,dX)},
\end{aligned}
$$

we deduce from (7.9) and (7.10) that the operator $P$ satisfies the observability estimate

$$\begin{aligned}
\forall g \in L^2(\mathbb{R}^6, M^{-1}_\alpha dX), \\
\| e^{-TP} g \|^2_{L^2(\mathbb{R}^6, M^{-1}_\alpha dX)} \leq \tilde{C}_T \int_0^T \| e^{-tP} g \|^2_{L^2(\partial \omega, M^{-1}_\alpha dX)} dt,
\end{aligned}
$$

with $\tilde{C}_T = e^{4T} C_T > 0$. This ends the proof of Proposition 7.1. \[\Box\]
8. Appendix

8.1. Spectral inequality for Hermite functions. This section is devoted to the proof of a spectral inequality for Hermite functions. To that end, we use the following result proved by Le Rousseau and Moyano in [38, Proposition 3.2]:

Proposition 8.1. (Weight function for elliptic Carleman estimate). Let \( S > 0, Q = (0, S) \times \mathbb{R}^n \) and \( \omega \) be an open subset of \( \mathbb{R}^n \) satisfying \([1.6]\). There exists a function \( \psi \in C^3([0, S] \times \mathbb{R}^n; \mathbb{R}_+) \) such that

\[
\psi \in W^{3, \infty}([0, S] \times \mathbb{R}^n),
\]

\[
\forall (s, x) \in Q, \quad |(\nabla_{s,x} \psi)(s, x)| \geq C, \tag{8.1}
\]

\[
\forall x \in \mathbb{R}^n \setminus \omega, \quad (\partial_s \psi)|_{s=0} \geq C, \tag{8.2}
\]

\[
(\partial_s \psi)|_{s=S} \leq -C < 0, \quad \psi|_{s=S} = 0, \tag{8.3}
\]

with \( C > 0 \) being a positive constant.

In order to establish the spectral inequality for Hermite functions, we need to derive a global Carleman estimate for the augmented elliptic operator

\[
\tilde{P} = -\Delta_{s,x} + |x|^2 = -\partial_s^2 - \Delta_x + |x|^2,
\]
on the set \( Q = (0, S) \times \mathbb{R}^n \).

Proposition 8.2. (Global elliptic Carleman estimate). Let \( \omega \) be an open subset of \( \mathbb{R}^n \) satisfying \([1.6]\) and \( \psi \) the weight function given by Proposition 8.1. With

\[
\varphi(s, x) = \exp(\lambda \psi(s, x)), \quad \lambda \geq 1,
\]

there exist some positive constants \( C > 0, \tau_0 \geq 1 \) and \( \lambda_0 \geq 1 \) such that

\[
\tau^3 \| e^{\tau \varphi} g \|_{L^2(Q)}^2 + \tau \| e^{\tau \varphi} xg \|_{L^2(Q)}^2 + \tau \| e^{\tau \varphi} \nabla_{s,x} g \|_{L^2(Q)}^2
\]

\[
+ \tau \| e^{\tau \varphi(0, \cdot)} (\partial_s g) \|_{s=0}^2 + \tau e^{2\tau} \| \partial_s g \|_{s=S}^2 + \tau^3 e^{2\tau} \| g \|_{s=S}^2 \leq C (\| e^{\tau \varphi} \tilde{P} g \|_{L^2(Q)}^2 + \tau e^{2\tau} \| (\nabla_x g) \|_{s=S}^2 + \tau^3 e^{2\tau} \| g \|_{s=S}^2\|_{L^2(Q)}^2)
\]

\[
\leq C (\| e^{\tau \varphi} \tilde{P} g \|_{L^2(Q)}^2 + \tau e^{2\tau} \| (\nabla_x g) \|_{s=S}^2 + \tau^3 e^{2\tau} \| g \|_{s=S}^2) + \tau \| e^{\tau \varphi(0, \cdot)} (\partial_s g) \|_{s=0}^2 + \tau e^{2\tau} \| (xg) \|_{s=S}^2 + \tau^3 e^{2\tau} \| g \|_{s=S}^2).
\]

with \( \lambda = \lambda_0 \), for all \( \tau \geq \tau_0 \) and \( g \in C^2([0, S]; \mathcal{S}(\mathbb{R}^n, \mathbb{C})) \) verifying \( g|_{s=0} = 0 \).

Proof. The proof of this result is a slight adaptation of the proof of Proposition 3.3 given in [38]. Compared to the estimate appearing in [38] (Proposition 3.3), there are two additional terms in the estimate \([8.5]\) coming from the quadratic potential \(|x|^2\) in the operator \( \tilde{P} \). More specifically, there is the extra term

\[
\tau \| e^{\tau \varphi} xg \|_{L^2(Q)}^2,
\]

appearing in the left-hand-side of the estimate \([8.5]\) and the extra term

\[
\tau e^{2\tau} \| (xg) \|_{s=S}^2 + \tau^3 e^{2\tau} \| g \|_{s=S}^2,
\]
appearing in its right-hand-side. In the following proof, we only emphasize the differences with the one given in [38 Proposition 3.3].

We observe that $\tilde{P} = P + |x|^2$, where $P$ denotes the operator appearing in the proof given in [38 Proposition 3.3]. Keeping the very same notations as in [38], the conjugated operator

$$\tilde{P}_\varphi = e^{\tau \varphi} P e^{-\tau \varphi}, \quad \tau \geq 1,$$

can be written as

$$\tilde{P}_\varphi = A + i\tilde{B},$$

with $A = A_1 + A_2 + A_3$, $\tilde{B} = B_1 + \tilde{B}_2$, where the operators $A_1, A_2, B_1, \tilde{B}_2$ are the same as the ones defined in [38 p. 3205], whereas the additional operator $A_3$ is given by $A_3 = |x|^2$.

Let $0 < \mu < 2$ be positive parameter. Following [38 p. 3206], we next write

$$\tilde{P}_\varphi + \tau \mu \Delta \varphi = A + iB,$$

with $B = B_1 + B_2$ and $B_2 = -i\tau(1+\mu)\Delta \varphi$. For $v \in C^2([0,S] ; \mathcal{S}(\mathbb{R}, \mathbb{C}))$ verifying $v|_{s=0} = 0$, by expanding the square of the norm

$$\|\tilde{P}_\varphi v + \tau \mu \Delta \varphi v\|_{L^2(Q)}^2 = \|Av + iBv\|_{L^2(Q)}^2,$$

we obtain from Proposition 8.1 that

$$\text{Re}(Av, iBv)_{L^2(Q)} = \sum_{1 \leq j \leq 3} \sum_{1 \leq k \leq 2} I_{j,k} \lesssim \|\tilde{P}_\varphi v\|^2_{L^2(Q)} + O(\tau^2)\|v\|^2_{L^2(Q)},$$

where the terms $I_{j,k}$ are explicitly computed in [38 formulas (3.13) to (3.16)] for any $1 \leq j, k \leq 2$. On the other hand, the new terms

$$I_{3,k} = \text{Re}(A_3v, iB_k v)_{L^2(Q)}, \quad 1 \leq k \leq 2,$$

are given by

$$I_{3,2} = \tau(1+\mu) \int_Q |x|^2 \Delta_s x \varphi \, dx \, ds,$$

$$I_{3,1} = 2\tau \text{Re} \left( \int_Q |x|^2 \varphi (\partial_s \varphi \partial_s \bar{v} + \nabla_x \varphi \cdot \nabla_x \bar{v}) \, dx \, ds \right) = J_{3,1} + BT_{3,1},$$

with

$$J_{3,1} = -\tau \int_Q |x|^2 \partial_s^2 \varphi \, dx \, ds - \tau \int_Q |v|^2 \text{div}(|x|^2 \nabla_x \varphi) \, dx \, ds$$

$$= -\tau \int_Q |x|^2 \Delta_s x \varphi \, dx \, ds - 2\tau \int_Q |x|^2 x \cdot \nabla_x \varphi \, dx \, ds,$$

$$BT_{3,1} = \tau \int_{\mathbb{R}^n} |x|^2 \partial_s \varphi |_{s=0} \, dx,$$

since $v|_{s=0} = 0$. Following [38], we deduce from (8.6) that

$$\text{Re}(Av, iBv)_{L^2(Q)} = \tilde{J} + \tilde{B}T \lesssim \|\tilde{P}_\varphi v\|^2_{L^2(Q)} + O(\tau^2)\|v\|^2_{L^2(Q)},$$

with $\tilde{J} = J_{3,1} + I_{3,2}$, $\tilde{B}T = BT + BT_{3,1}$, where the terms $J$ and $BT$ are defined in [38 p. 3207]. We first study the interior terms:
Interior terms. Following [38], we have

\[
\tilde{J} = \int_Q \left( \tau^3 \gamma_0 |v|^2 + \tau \gamma_1 |\nabla_{s,x} v|^2 + \tau \gamma_2 |xv|^2 \right) dx ds + \tilde{X},
\]

with

\[
\tilde{X} = X - 2\tau \int_Q |v|^2 x \cdot \nabla_x \varphi dx ds, \quad \gamma_2 = \mu \Delta_{s,x} \varphi,
\]

where the terms \(\gamma_0, \gamma_1\) and \(X\) are defined in [38, p. 3208]. It is established in [38, formula (3.18)] that

\[
\gamma_0 \gtrsim \lambda^4 \varphi^3, \quad \gamma_1 \gtrsim \lambda^2 \varphi,
\]

when \(\lambda \geq 1\) is sufficiently large. On the other hand, we deduce from (8.1) and (8.2) that

\[
\gamma_2 = \mu \Delta_{s,x} \varphi = \mu \lambda (\Delta_{s,x} \psi) \varphi + \mu \lambda^2 |\nabla_{s,x} \psi|^2 \varphi \gtrsim \lambda^2 \varphi,
\]

when \(\lambda \geq 1\) is sufficiently large. It provides a new positive term in the left-hand side of the estimate of the type

\[
\tau \lambda^2 \int_Q |xv|^2 \varphi dx ds \geq \tau \lambda^2 \int_Q |v|^2 dx ds,
\]

since \(\varphi \geq 1\), \(\psi \geq 0\). We observe from Proposition 8.1, (8.9), (8.10) and (8.11) that the additional term in \(\tilde{X}\) given by

\[
-2\tau \int_Q |v|^2 x \cdot \nabla_x \varphi dx ds = -2\tau \lambda \int_Q |v|^2 x \cdot (\nabla_x \psi) \varphi dx ds,
\]

can be absorbed

\[
\left| 2\tau \int_Q |v|^2 x \cdot \nabla_x \varphi dx ds \right| \lesssim \tau^{1/2} \lambda \int_Q |xv|^2 \varphi dx ds + \tau^{3/2} \lambda \int_Q |v|^2 \varphi dx ds,
\]

when the parameters \(\lambda\) and \(\tau\) are sufficiently large by the following positive term

\[
\int_Q (\tau \lambda^2 |xv|^2 \varphi + \tau \lambda^4 \varphi^3 |v|^2) dx ds,
\]

since \(\varphi \geq 1\), appearing in the estimate from below of the term \(\tilde{J}\). By taking advantage of the estimate from below of the term \(J\) in [38, formula (3.19)] and by choosing the parameter \(\lambda\) sufficiently large (fixed) and the parameter \(\tau\) sufficiently large (arbitrary), we obtain that

\[
\tilde{J} \gtrsim \tau^3 \|v\|_{L^2(Q)}^2 + \tau \|\nabla_{s,x} v\|_{L^2(Q)}^2 + \tau \|xv\|_{L^2(Q)}^2.
\]

We next study the boundary terms:

Boundary terms. It follows from Proposition 8.1 and (8.7) that

\[
BT_{3,1} = \tau \lambda \int_{\mathbb{R}^n} |xv|^2 \partial_s \psi |s=S dx \gtrsim -\tau \lambda \int_{\mathbb{R}^n} |(xv)|_{s=S}^2 dx,
\]
since $\varphi|_{s = S} = 1$. Putting together this estimate and the lower bound on the term $BT$ given in [8], formula (3.23), we obtain that there exist some positive constants $C_0, C_1 > 0$ such that for sufficiently large values of the parameters $\lambda \geq 1$ and $\tau \geq 1 $,

\begin{equation}
(8.13) \quad BT \geq C_0 \tau^3 \lambda^3 \|v|_{s = S}\|_{L^2(\mathbb{R}^n)} + \tau \lambda \|\partial_s v|_{s = S}\|_{L^2(\mathbb{R}^n)} + \tau \lambda \|\varphi v^{1/2} \partial_s v|_{s = 0}\|_{L^2(\mathbb{R}^n)}
\end{equation}

\begin{equation}
- C_1 (\tau \lambda \|\nabla x v|_{s = S}\|_{L^2(\mathbb{R}^n)} + \tau \lambda \|x v|_{s = S}\|_{L^2(\mathbb{R}^n)} + \tau \lambda \|\varphi v^{1/2} \partial_s v|_{s = 0}\|_{L^2(\mathbb{R}^n)}).
\end{equation}

By collecting the estimates (8.8), (8.12) and (8.13) obtained for the interior and boundary terms, we deduce that

\begin{equation}
\tau^3 \|v\|^2_{L^2(Q)} + \tau \|\nabla_s v\|^2_{L^2(Q)} + \tau \|x v\|^2_{L^2(Q)} + \tau^3 \|v|_{s = S}\|_{L^2(R^n)} + \tau \|\partial_s v|_{s = S}\|_{L^2(R^n)} + \tau \|\partial_s v|_{s = 0}\|_{L^2(R^n)}
\end{equation}

\begin{equation}
\lesssim \|Pv\|^2_{L^2(Q)} + \|\nabla x\|^2_{L^2(R^n)} + \|x v\|^2_{L^2(R^n)} + \|\nabla_s v\|^2_{L^2(R^n)} + \|\partial_s v|_{s = 0}\|_{L^2(R^n)} + \|\partial_s v|_{s = S}\|_{L^2(R^n)} + \|\partial_s v|_{s = 0}\|_{L^2(R^n)},
\end{equation}

when the parameters $\lambda \geq 1$ (fixed) and $\tau \geq 1$ (arbitrary) are sufficiently large. For sufficiently large values of the parameter $\tau \geq 1$, it follows that

\begin{equation}
\tau^3 \|v\|^2_{L^2(Q)} + \tau \|\nabla_s v\|^2_{L^2(Q)} + \tau \|x v\|^2_{L^2(Q)} + \tau^3 \|v|_{s = S}\|_{L^2(R^n)} + \tau \|\partial_s v|_{s = S}\|_{L^2(R^n)} + \tau \|\partial_s v|_{s = 0}\|_{L^2(R^n)}
\end{equation}

\begin{equation}
\lesssim \|Pv\|^2_{L^2(Q)} + \|\nabla x\|^2_{L^2(R^n)} + \|x v\|^2_{L^2(R^n)} + \|\nabla_s v\|^2_{L^2(R^n)} + \|\partial_s v|_{s = 0}\|_{L^2(R^n)} + \|\partial_s v|_{s = S}\|_{L^2(R^n)} + \|\partial_s v|_{s = 0}\|_{L^2(R^n)}.
\end{equation}

We observe that all the above calculations still make sense when taking $v = e^{\tau \varphi} g$, with $g \in C^2([0, S]; \mathcal{H}(\mathbb{R}^n, C))$ verifying $g|_{s = 0} \equiv 0$. By using classical arguments, we finally obtain the estimate (8.5). This ends the proof of Proposition 8.2 \hfill \Box

We deduce from the global Carleman estimate derived in Proposition 8.2 the proof of the spectral inequality for Hermite functions:

**Proof of Proposition 4.2.** Let $N \geq 1$ and $(b_\alpha)_{\alpha \in \mathbb{N}^n} \in \mathbb{C}^{\mathbb{N}^n}$. We consider the function

\begin{equation}
u (s, x) = \sum_{|\alpha| \leq N} b_\alpha \psi_\alpha (x) \frac{\sinh (s \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}}.
\end{equation}

This function belongs to the space $C^2([0, S]; \mathcal{H}(\mathbb{R}^n, C))$. It satisfies the conditions $\nu|_{s = 0} \equiv 0$ and $P \nu = (-\Delta_s - \Delta_x + |x|^2) \nu = 0$, since

\begin{equation}\forall \alpha \in \mathbb{N}^n, \quad (-\Delta_x + |x|^2) \psi_\alpha = (2|\alpha| + n) \psi_\alpha.
\end{equation}

Applying the global Carleman estimate given in Proposition 8.2 provides that for all $\tau \geq \tau_0$,

\begin{equation}
(8.15) \quad \tau^2 \|v|_{s = S}\|_{L^2(R^n)}^2 \leq C \left(\|\nabla x \nu|_{s = S}\|_{L^2(R^n)} + \| (x \nu)|_{s = S}\|_{L^2(R^n)}^2 + e^{\tau M} \|\partial_t \nu|_{s = 0}\|_{L^2(R^n)}\right),
\end{equation}

with $0 \leq M = 2 \exp(\lambda_0 \sup_{x \in \omega \psi (0, x)} -2 \leq +\infty$, where $\psi \in W^{3, \infty}([0, S] \times \mathbb{R}^n)$ is the non-negative weight function given in Proposition 8.1. We observe that

\begin{equation}
(8.16) \quad \|v|_{s = S}\|_{L^2(R^n)}^2 = \sum_{|\alpha| \leq N} |b_\alpha|^2 \left(\frac{\sinh (S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}}\right)^2.
\end{equation}
On the other hand, by using the classical formula
\[ \sqrt{2} \frac{\partial \psi_\alpha}{\partial x_j} = \sqrt{\alpha_j} \psi_{\alpha-e_j} - \sqrt{\alpha_j} + \psi_{\alpha+e_j}, \]
we deduce that for all \( 1 \leq j \leq n, \)
\[ \| (\partial_{x_j} u) \|_{S}^2 = \left\| \sum_{|\alpha| \leq N} b_\alpha (\partial_{x_j} \psi_\alpha) \frac{\sinh(S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}} \right\|_{L^2(\mathbb{R}^n)}^2 \]
\[ \leq \left\| \sum_{|\alpha| \leq N} b_\alpha \frac{\alpha_j \psi_{\alpha-e_j}}{\sqrt{2|\alpha| + n}} \right\|_{L^2(\mathbb{R}^n)}^2 + \left\| \sum_{|\alpha| \leq N} b_\alpha \sqrt{\alpha_j + 1} \psi_{\alpha+e_j} \frac{\sinh(S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}} \right\|_{L^2(\mathbb{R}^n)}^2 \]
\[ \leq (2N + 1) \sum_{|\alpha| \leq N} |b_\alpha|^2 \left( \frac{\sinh(S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}} \right)^2. \]
It follows that
\[ (8.17) \quad \| (\nabla_x u) \|_{S}^2 \leq n(2N + 1) \sum_{|\alpha| \leq N} |b_\alpha|^2 \left( \frac{\sinh(S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}} \right)^2. \]
By using the other classical formula
\[ \sqrt{2} x_j \psi_\alpha = \sqrt{\alpha_j + 1} \psi_{\alpha+e_j} + \sqrt{\alpha_j} \psi_{\alpha-e_j}, \]
we obtain by using the very same lines that
\[ (8.18) \quad \| (x u) \|_{S}^2 \leq n(2N + 1) \sum_{|\alpha| \leq N} |b_\alpha|^2 \left( \frac{\sinh(S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}} \right)^2. \]
We deduce from (8.14), (8.15), (8.16), (8.17) and (8.18) that for all \( N \geq 1, \tau \geq \tau_0, \)
\((b_\alpha)_{\alpha \in \mathbb{N}^n} \subseteq \mathbb{C}^n, \)
\[ (\tau^2 - 2nC(2N + 1)) \sum_{|\alpha| \leq N} |b_\alpha|^2 \left( \frac{\sinh(S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}} \right)^2 \leq C e^{\tau M} \left\| \sum_{|\alpha| \leq N} b_\alpha \psi_\alpha \right\|_{L^2(\omega)}^2. \]
By taking \( \tau_N = \max\{ \tau_0, \sqrt{2nC(2N + 1) + 1} \}, \) we obtain that for all \( N \geq 1, \)
\[ \sum_{|\alpha| \leq N} |b_\alpha|^2 \leq \frac{1}{S^2} \sum_{|\alpha| \leq N} |b_\alpha|^2 \left( \frac{\sinh(S \sqrt{2|\alpha| + n})}{\sqrt{2|\alpha| + n}} \right)^2 \leq \frac{C e^{\tau_N M}}{S^2} \left\| \sum_{|\alpha| \leq N} b_\alpha \psi_\alpha \right\|_{L^2(\omega)}^2. \]
This ends the proof of Proposition 4.2.

8.2. Gelfand-Shilov regularity. We refer the reader to the works [25, 26, 49, 58] and the references herein for extensive expositions of the Gelfand-Shilov regularity theory. The Gelfand-Shilov spaces \( S^\mu_\nu(\mathbb{R}^n), \) with \( \mu, \nu > 0, \mu + \nu \geq 1, \) are defined as the spaces of smooth functions \( f \in C^\infty(\mathbb{R}^n) \) satisfying the estimates
\[ \exists A, C > 0, \quad |\partial_x^\mu f(x)| \leq CA^{\alpha} (|x| \mu e^{-\frac{1}{2}})^{1/\nu}, \quad x \in \mathbb{R}^n, \alpha \in \mathbb{N}^n, \]
or, equivalently
\[ \exists A, C > 0, \quad \sup_{x \in \mathbb{R}^n} |x^\beta \partial_x^\mu f(x)| \leq CA^{\alpha+|\beta|} (|x| \mu (|\beta|)^\nu), \quad \alpha, \beta \in \mathbb{N}^n. \]
These Gelfand-Shilov spaces $S^0_\mu(\mathbb{R}^n)$ may also be characterized as the spaces of Schwartz functions $f \in \mathcal{S}(\mathbb{R}^n)$ satisfying the estimates
\[
\exists C > 0, \varepsilon > 0, \quad |f(x)| \leq Ce^{-\varepsilon|x|^{1/\mu}}, \quad x \in \mathbb{R}^n, \quad |\hat{f}(\xi)| \leq Ce^{-\varepsilon|\xi|^{1/\mu}}, \quad \xi \in \mathbb{R}^n.
\]
In particular, we notice that Hermite functions belong to the symmetric Gelfand-Shilov space $S_{1/2}^1(\mathbb{R}^n)$. More generally, the symmetric Gelfand-Shilov spaces $S_\mu^\nu(\mathbb{R}^n)$, with $\mu \geq 1/2$, can be nicely characterized through the decomposition into the Hermite basis $(\Psi_{q,\tau})_{q \in \mathbb{N}^n}$, see e.g. [58] (Proposition 1.2),
\[
f \in S_\mu^\nu(\mathbb{R}^n) \iff f \in L^2(\mathbb{R}^n), \exists t_0 > 0, \|((f, \Psi_\alpha)_{L^2} \exp(t_0|\alpha|^{1/\mu}))_{\alpha \in \mathbb{N}^n}\|_{L^2(\mathbb{R}^n)} < +\infty
\]
\[
\iff f \in L^2(\mathbb{R}^n), \exists t_0 > 0, \|e^{t_0\mathcal{H}}f\|_{L^2(\mathbb{R}^n)} < +\infty,
\]
where $\mathcal{H} = -\Delta_x + |x|^2$ stands for the harmonic oscillator.

8.3. **Adapted Lebeau-Robbiano method for observability.** This appendix is written in collaboration with Luc Miller\(^2\) and provides a proof of Theorem 2.1.

**Proof.** For simplicity, the notation $\| \cdot \|$ refers in all the following to the norm $\| \cdot \|_{L^2(\Omega)}$.

**Step 1:** We begin by establishing the following estimate: \( \forall q > 0, \exists 0 < \tau_0(q) \leq t_0, \exists M(q) > 0, \)
\[
\forall 0 < \tau < \tau_0(q), \forall g \in L^2(\Omega), \quad f_q(\tau)\|e^{\tau A}g\|^2 - f_q(q \tau)\|g\|^2 \leq \int_\tau^q \|e^{tA}g\|^2_{L^2(\Omega)} dt,
\]
where
\[
f_q(s) = \exp \left( -\frac{M(q)}{s^{\alpha m}} \right), \quad s > 0.
\]
To that end, we consider
\[
\forall q > 0, \quad \gamma(q) = \left( \frac{3c_12^{a+m}}{c_2q^{\frac{1}{b-a}}} \right)^{\frac{1}{b-a}}.
\]
We observe that
\[
\forall q > 0, \quad c_2\gamma(q)^b2^{-m} = 3c_1(2\gamma(q))^a q^{-\frac{am}{b-a}}.
\]
For all $q > 0$, we can find $0 < \tau_0(q) < t_0$ such that for all $0 < \tau < \tau_0(q)$,
\[
\frac{\gamma(q)}{\tau^{\frac{a}{b-a}}} > 1, \quad \frac{\tau}{4} \geq \exp \left( -\frac{c_1(2\gamma(q))^a}{\tau^{\frac{am}{b-a}}} \right), \quad \frac{\tau}{c_2} \leq \exp \left( \frac{c_2\gamma(q)^b}{2^{a+m}\tau^{\frac{am}{b-a}}} \right).
\]
Let $q > 0$, $0 < \tau < \tau_0(q)$ and $g \in L^2(\Omega)$. There exists a positive integer $k(q, \tau) \geq 1$ verifying
\[
1 < \frac{\gamma(q)}{\tau^{\frac{a}{b-a}}} \leq k(q, \tau) \leq \frac{2\gamma(q)}{\tau^{\frac{a}{b-a}}},
\]
\(^2\)Université Paris-Ouest, Nanterre La Défense, UFR SEGMI, Bâtiment G, 200 Av. de la République, 92001 Nanterre Cedex, France (luc.miller@math.cnrs.fr)
since according to (8.22), the interval $\left( \gamma(q)\tau^{-\frac{m}{\delta-a}}, 2\gamma(q)\tau^{-\frac{m}{\delta-a}} \right)$ is of length $> 1$, and is contained in $(1, +\infty)$. We deduce from the Pythagorean identity, the triangular inequality and (2.1) that for all $t > 0$, $k \geq 1$ and $g \in L^2(\Omega)$,

$$e^{-2c_1k^{a}}\|e^{tA}g\|^{2} \leq \int_{\tau}^{\tau} \frac{1}{2} e^{-2c_1k^{a}} \|e^{tA}g\|^{2} dt$$

$$\leq \int_{\tau}^{\tau} \left( \|e^{tA}g\|^{2}_{L^2(\omega)} + 2\| (1 - \pi_k)e^{tA}g \|^{2} \right) dt$$

$$\leq \int_{\tau}^{\tau} \left( \|e^{tA}g\|^{2}_{L^2(\omega)} + \frac{2}{c_2} e^{-2c_2m^{b}k} \|g\|^{2} \right) dt$$

$$\leq \int_{\tau}^{\tau} \|e^{tA}g\|^{2}_{L^2(\omega)} dt + \frac{\tau}{c_2} e^{-2c_2(\tau)^{m^{b}k}} \|g\|^{2}.$$

Setting $M(q) = 3c_1(2\gamma(q))^{a}$, we deduce from (8.20), (8.21), (8.22) and (8.23) that for all $q > 0$, $0 < \tau < \tau_{0}(q)$,

$$\frac{\tau}{4} e^{-2c_1k^{a}} \|e^{tA}g\|^{2} \geq \frac{\tau}{4} \exp \left( - \frac{2c_1(2\gamma(q))^{a}}{\tau^{\frac{m}{\delta-a}}} \right)$$

$$\geq \exp \left( - \frac{3c_1(2\gamma(q))^{a}}{\tau^{\frac{m}{\delta-a}}} \right) = \exp \left( - \frac{M(q)}{\tau^{\frac{m}{\delta-a}}} \right) = f_q(\tau)$$

and

$$\frac{\tau}{c_2} e^{-2c_2(\tau)^{m^{b}k}(q,\tau)^{b}} \leq \frac{\tau}{c_2} \exp \left( - \frac{2c_2\gamma(q)^{b}}{2m\tau^{\frac{m}{\delta-a}}} \right) \leq \exp \left( - \frac{c_2\gamma(q)^{b}}{2m\tau^{\frac{m}{\delta-a}}} \right)$$

$$= \exp \left( - \frac{3c_1(2\gamma(q))^{a}}{(q\tau)^{\frac{m}{\delta-a}}} \right) = \exp \left( - \frac{M(q)}{(q\tau)^{\frac{m}{\delta-a}}} \right) = f_q(q\tau).$$

Then, the estimate (8.19) readily follows from the estimates (8.24), (8.25) and (8.26).

**Step 2:** We can now derive the observability estimate (2.3) from a telescopic serie argument due to [17] (see also [48]) and already exploited in [2] [52] [63].

We consider the parameters $\tau_{0}' = \tau_{0}'(\frac{1}{2})$, $M = M(\frac{1}{2})$ and the function $f = f_{\frac{1}{2}}$ defined in Step 1 for the choice of parameter $q = \frac{1}{2}$. We set

$$C_1 = M2^{\frac{am}{\delta-a}} > 0, \quad \tilde{T}_0 = 2\tau_{0}'.$$
For $0 < T < \tilde{T}_0$, we define for all $k \geq 0$,
\begin{equation}
\tau_k = \frac{T}{2^{k+1}}, \quad T_0 = T, \quad T_{k+1} = T - \tau_k.
\end{equation}

By applying the estimate (8.19) to the function $e^{T_{k+1}A}g$ with the parameter $\tau_k$, we obtain that for all $k \geq 0$ and $g \in L^2(\Omega)$,
\begin{equation}
f(\tau_k)\|e^{T_kA}g\|^2 - f(\tau_{k+1})\|e^{T_{k+1}A}g\|^2 \leq \int_{T_{k+1}}^{T_k} \|e^{tA}g\|^2_{L^2(\omega)} dt.
\end{equation}

Summing up the previous estimates for all $k \geq 0$ provides that
\begin{equation}
f(\tau_0)\|e^{T_0A}g\|^2 = f(\tau_0)\|e^{T_0A}g\|^2 \leq \int_0^{T_0} \|e^{tA}g\|^2_{L^2(\omega)} dt = \int_0^{T} \|e^{tA}g\|^2_{L^2(\omega)} dt,
\end{equation}

since $T_k \xrightarrow{k \to +\infty} 0$ and by the contractivity property of the semigroup
\begin{equation}
f(\tau_k)\|e^{T_kA}g\|^2 \leq \exp \left(-\frac{M}{T_k}\right)\|g\|^2 \xrightarrow{k \to +\infty} 0.
\end{equation}

We deduce from (8.27), (8.28) and (8.29) that
\begin{equation}
\forall 0 < T < \tilde{T}_0, \forall g \in L^2(\Omega), \quad \|e^{T_0A}g\|^2 \leq \exp \left(\frac{C_1}{T^{\frac{a}{b-a}}}\right) \int_0^{T} \|e^{tA}g\|^2_{L^2(\omega)} dt.
\end{equation}

Setting
\begin{equation}
C_2 = \exp \left(\frac{2^{\frac{a}{b-a}}C_1}{T_0^{\frac{a}{b-a}}}\right) > 1,
\end{equation}

and by using anew the contractivity property of the semigroup, it follows from (8.30) that for all $T \geq \tilde{T}_0$, $g \in L^2(\Omega)$,
\begin{equation}
\|e^{T_0A}g\|^2 \leq \exp \left(\frac{C_1}{T^{\frac{a}{b-a}}}\right) \int_0^{T} \|e^{tA}g\|^2_{L^2(\omega)} dt.
\end{equation}

With $C = \sup(C_1, C_2) > 1$, we deduce from (8.30) and (8.31) that
\begin{equation}
\forall T > 0, \forall g \in L^2(\Omega), \quad \|e^{T_0A}g\|^2 \leq C \exp \left(\frac{C_1}{T^{\frac{a}{b-a}}}\right) \int_0^{T} \|e^{tA}g\|^2_{L^2(\omega)} dt.
\end{equation}

This ends the proof of Theorem 2.1. \hfill \Box
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