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#### Abstract

We consider the spatially inhomogeneous non-cutoff Kac's model of the Boltzmann equation. We prove that the Cauchy problem for the fluctuation around the Maxwellian distribution enjoys Gelfand-Shilov regularizing properties with respect to the velocity variable and Gevrey regularizing properties with respect to the position variable.


## 1. Introduction

Kinetic equations with long range interactions, such as the Boltzmann equation without angular cutoff, are known to enjoy smoothing effects for the solutions of the associated Cauchy problems. There have been recently a series of works studying the $C^{\infty}$ smoothing properties of the spatially inhomogeneous non-cutoff Boltzmann equation (see the articles by Alexandre, Morimoto, Ukai, Xu \&Yang $[3,4,5])$. These studies were inspired by a pioneer work by Desvillettes \& Wennberg [15], together with previous results $[1,2,6,26,33]$ for the spatially homogeneous Boltzmann equation and an earlier work in the mid-nineties for a model equation of the radially symmetric spatially homogeneous Boltzmann equation given by the Kac equation [11] (see also [9, 12, 14, 21]).

Regarding the Gevrey smoothing features and following the work [28], we studied in the recent article [32] the Gelfand-Shilov regularizing properties of the radially symmetric spatially homogeneous non-cutoff Boltzmann equation and we established that the Cauchy problem for small fluctuations around the Maxwellian distribution enjoys the very same smoothing properties as the linear evolution equation associated to a fractional power of the harmonic oscillator

$$
\left\{\begin{array}{l}
\partial_{t} g+\mathcal{H}^{s} g=0  \tag{1.1}\\
\left.g\right|_{t=0}=g_{0} \in L^{2}\left(\mathbb{R}_{v}^{d}\right)
\end{array}\right.
$$

with $0<s<1, \mathcal{H}=-\triangle_{v}+\frac{|v|^{2}}{4}$ and $d=3$. This result shows that the radially symmetric spatially homogeneous Boltzmann equation, which reduces to the spatially homogeneous Kac equation, enjoys a Gelfand-Shilov smoothing effect in the space $S_{1 / 2 s}^{1 / 2 s}\left(\mathbb{R}_{v}^{d}\right)$ for all positive time $t>0$, where the Gelfand-Shilov spaces $S_{\nu}^{\mu}\left(\mathbb{R}_{v}^{d}\right)$, with $\mu, \nu>0, \mu+\nu \geq 1$, are defined as the spaces of smooth functions $f \in C^{\infty}\left(\mathbb{R}_{v}^{d}\right)$ satisfying

$$
\exists C \geq 1, \forall \alpha, \beta \in \mathbb{N}^{d}, \quad \sup _{v \in \mathbb{R}^{d}}\left|v^{\alpha} \partial_{v}^{\beta} f(v)\right| \leq C^{|\alpha|+|\beta|+1}(\alpha!)^{\nu}(\beta!)^{\mu} .
$$

The Gelfand-Shilov spaces $S_{\nu}^{\mu}\left(\mathbb{R}^{d}\right)$ may also be characterized as the spaces of Schwartz functions belonging to the Gevrey space $G^{\mu}\left(\mathbb{R}^{d}\right)$, whose Fourier transforms belong to the Gevrey space $G^{\nu}\left(\mathbb{R}^{d}\right)$.

The analysis of the Gevrey regularizing properties of spatially inhomogeneous kinetic equations with respect to both position and velocity variables is more intricated. There are up to now only very few results except for a very simplified model of the linearized spatially inhomogeneous non-cutoff Boltzmann equation given by the generalized Kolmogorov equation

$$
\left\{\begin{array}{l}
\partial_{t} g+v \cdot \nabla_{x} g+\left(-\triangle_{v}\right)^{s} g=0,  \tag{1.2}\\
\left.g\right|_{t=0}=g_{0} \in L^{2}\left(\mathbb{R}_{x, v}^{2 d}\right)
\end{array}\right.
$$

[^0]with $0<s<1$, for which the second and the last authors established in [34] that the solution to the Cauchy problem (1.2) satisfies
\[

$$
\begin{equation*}
\exists c>0, \forall t>0, \quad e^{c\left(t^{2 s+1}\left(-\triangle_{x}\right)^{s}+t\left(-\triangle_{v}\right)^{s}\right)} g(t) \in L^{2}\left(\mathbb{R}_{x, v}^{2 d}\right) \tag{1.3}
\end{equation*}
$$

\]

This result indicates that the generalized Kolmogorov equation enjoys a $G^{\frac{1}{2 s}}\left(\mathbb{R}_{x, v}^{2 d}\right)$ Gevrey smoothing effect with respect to both position and velocity variables, despite the fact that diffusion only occurs in the velocity variables. This phenomenon of hypoellipticity is due to non-commutation and non-trivial interactions between the transport part $v \cdot \nabla_{x}$ and the diffusion part $\left(-\triangle_{v}\right)^{s}$ in this evolution equation. The occurrence of hypoelliptic properties for kinetic equations was used and pointed out in many recent works, such as the paper by Arsénio \& Saint-Raymond [8], as well as Golse's survey [20]. The work by Alexandre, Morimoto, Ukai, Xu \& Yang [4] highlighted the importance of regularization effects for Boltzmann equation (see also [3, 7, 13, 16]). It served as a motivation for us to explore more completely the behaviour of solutions of Kac's equation, a somewhat simplified model of Boltzmann equation but still keeping some of the main features of Boltzmann's. Studying whether this type of Gevrey smoothing features does hold, or not, for the spatially inhomogeneous non-cutoff Boltzmann equation is a challenging problem in mathematical physics. The models (1.1) and (1.2) are linear equations hopefully capturing some of the features of the Boltzmann equation regularizing properties. We aim here at studying these regularizing properties for a non-linear model close to the Boltzmann equation. As an attempt for further understanding of the Gevrey smoothing features of the Boltzmann equation, we study in this article the Gevrey regularizing properties of the spatially inhomogeneous Kac's model of the non-cutoff Boltzmann equation.

The spatially inhomogeneous Kac equation reads as the kinetic equation

$$
\left\{\begin{array}{l}
\partial_{t} f+v \partial_{x} f=K(f, f)  \tag{1.4}\\
\left.f\right|_{t=0}=f_{0}
\end{array}\right.
$$

for the density distribution of particles $f=f(t, x, v)$ at time $t$, having position $x \in \mathbb{R}$ and velocity $v \in \mathbb{R}$. The Kac collision operator is defined as

$$
K(g, f)=\int_{|\theta| \leq \frac{\pi}{4}} \beta(\theta)\left(\int_{\mathbb{R}}\left(g_{*}^{\prime} f^{\prime}-g_{*} f\right) d v_{*}\right) d \theta
$$

with the standard shorthand $f_{*}^{\prime}=f\left(t, x, v_{*}^{\prime}\right), f^{\prime}=f\left(t, x, v^{\prime}\right), f_{*}=f\left(t, x, v_{*}\right), f=f(t, x, v)$, where the relations between pre and post collisional velocities

$$
v^{\prime}+i v_{*}^{\prime}=e^{i \theta}\left(v+i v_{*}\right), \text { i.e., } \quad v^{\prime}=v \cos \theta-v_{*} \sin \theta, \quad v_{*}^{\prime}=v \sin \theta+v_{*} \cos \theta, \quad v, v_{*} \in \mathbb{R}
$$

follow from the conservation of the kinetic energy in the binary collisions

$$
v^{2}+v_{*}^{2}=v^{\prime 2}+v_{*}^{\prime 2}
$$

In this definition, the cross section is assumed to be an even non-negative function satisfying

$$
\beta \geq 0, \quad \beta \in L_{\mathrm{loc}}^{1}(] 0,1[), \quad \beta(-\theta)=\beta(\theta)
$$

with a non-integrable singularity for grazing collisions

$$
\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta) d \theta=+\infty
$$

This non-integrability plays a major role regarding the qualitative behaviour of the solutions of the Kac equation and this feature is essential for the smoothing effect to be present. Indeed, as first observed by Desvillettes [11], the grazing collisions accounting for the non-integrability of the cross section near $\theta=0$ do induce smoothing effects for the solutions of the non-cutoff Kac equation, or more generally for the solutions of the non-cutoff Boltzmann equation. On the other hand, these solutions are at most as regular as the initial data, see e.g. [38], when the cross section is assumed to be integrable, or after removing the singularity by using a cutoff function (Grad's angular cutoff assumption).

We consider a cross section with a non-integrable singularity of the type

$$
\begin{equation*}
\beta(\theta) \underset{\theta \rightarrow 0}{\approx}|\theta|^{-1-2 s}, \tag{1.5}
\end{equation*}
$$

for ${ }^{1}$ some given parameter $0<s<1$. Under this assumption, the Kac collision operator may be defined as a finite part integral. We refer the reader to the appendix (Section 6.3) for details about this definition as a finite part integral. Details on the physics background may be found in the extensive expositions [10, 37] and the references therein.

We study the Kac equation in a close to equilibrium framework and consider the fluctuation

$$
f=\mu+\sqrt{\mu} g
$$

around the normalized Maxwellian distribution

$$
\begin{equation*}
\mu(v)=(2 \pi)^{-\frac{1}{2}} e^{-\frac{v^{2}}{2}}, \quad v \in \mathbb{R} \tag{1.6}
\end{equation*}
$$

Since $K(\mu, \mu)=0$ by conservation of the kinetic energy, the Kac equation (1.4) for the fluctuation reads as

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(g, g)  \tag{1.7}\\
\left.g\right|_{t=0}=g_{0}
\end{array}\right.
$$

where $\mathcal{K}$ stands for the linearized Kac operator

$$
\mathcal{K} g=-\mu^{-1 / 2} K\left(\mu, \mu^{1 / 2} g\right)-\mu^{-1 / 2} K\left(\mu^{1 / 2} g, \mu\right)
$$

with

$$
\begin{equation*}
\Gamma(f, g)=\mu^{-1 / 2} K\left(\mu^{1 / 2} f, \mu^{1 / 2} g\right) \tag{1.8}
\end{equation*}
$$

The linearized Kac operator was studied in the work [31]. We recall from this work that $\mathcal{K}$ is a non-negative unbounded operator on $L^{2}\left(\mathbb{R}_{v}\right)$ with domain

$$
\mathcal{D}=\left\{u \in L^{2}\left(\mathbb{R}_{v}\right), \sum_{k \geq 0} k^{2 s}\left\|\mathbb{P}_{k} u\right\|_{L^{2}}^{2}<+\infty\right\}=\left\{u \in L^{2}\left(\mathbb{R}_{v}\right), \mathcal{H}^{s} u \in L^{2}\left(\mathbb{R}_{v}\right)\right\}
$$

where

$$
\mathcal{H}=-\Delta_{v}+\frac{v^{2}}{4}=\sum_{k \geq 0}\left(k+\frac{1}{2}\right) \mathbb{P}_{k}
$$

stands for the harmonic oscillator and $\mathbb{P}_{k}$ denote the orthogonal projections onto the Hermite basis described in Section 6.1. The fractional harmonic oscillator

$$
\mathcal{H}^{s}=\sum_{k \geq 0}\left(k+\frac{1}{2}\right)^{s} \mathbb{P}_{k}
$$

is defined through functional calculus. The linearized Kac operator is diagonal in the Hermite basis

$$
\begin{equation*}
\mathcal{K}=\sum_{k \geq 1} \lambda_{k} \mathbb{P}_{k} \tag{1.9}
\end{equation*}
$$

with a spectrum only composed by the non-negative eigenvalues

$$
\begin{gathered}
\lambda_{2 k+1}=\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)\left(1-(\cos \theta)^{2 k+1}\right) d \theta \geq 0, \quad k \geq 0, \\
\lambda_{2 k}=\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)\left(1-(\cos \theta)^{2 k}-(\sin \theta)^{2 k}\right) d \theta \geq 0, \quad k \geq 1,
\end{gathered}
$$

satisfying the asymptotic estimates

$$
\begin{equation*}
\lambda_{k} \approx k^{s} \tag{1.10}
\end{equation*}
$$

when $k \rightarrow+\infty$. We notice that

$$
0=\lambda_{2} \leq \lambda_{2 k}<\lambda_{2 l}, \quad 0<\lambda_{1}<\lambda_{2 k+1}<\lambda_{2 l+1}
$$

when $1 \leq k<l$, and that $\lambda_{1}$ is the lowest positive eigenvalue. The linearized Kac operator enjoys the coercive estimates

$$
\begin{equation*}
\exists C>0, \forall f \in \mathscr{S}\left(\mathbb{R}_{v}\right), \quad \frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} f\right\|_{L^{2}}^{2} \leq(\mathcal{K} f, f)_{L^{2}}+\|f\|_{L^{2}}^{2} \leq C\left\|\mathcal{H}{ }^{\frac{s}{2}} f\right\|_{L^{2}}^{2} \tag{1.11}
\end{equation*}
$$

[^1]with a kernel given by
$$
\text { Ker } \mathcal{K}=\operatorname{Span}\left\{\psi_{0}, \psi_{2}\right\}
$$

The definition of the Hermite basis $\left(\psi_{n}\right)_{n \geq 0}$ is recalled in Section 6.1. We also recall the phase space properties of the linearized Kac operator established in [31]. To that end, we make the following choice for the cross section

$$
\begin{equation*}
\beta(\theta)=\frac{\left|\cos \frac{\theta}{2}\right|}{\left|\sin \frac{\theta}{2}\right|^{1+2 s}}, \quad|\theta| \leq \frac{\pi}{4} \tag{1.12}
\end{equation*}
$$

This choice of cross section is made for simplicity in order to use directly the results of [31]. Notice that these results may be extended to a wider class of cross sections with the non-integrable singularity

$$
\beta(\theta) \underset{\theta \rightarrow 0}{\sim}|\theta|^{-1-2 s} .
$$

With that choice, the eigenvalues satisfy the asymptotic equivalent

$$
\lambda_{k} \underset{k \rightarrow+\infty}{\sim} \frac{2^{1+s}}{s} \boldsymbol{\Gamma}(1-s) k^{s}
$$

where $\boldsymbol{\Gamma}$ denotes the Gamma function. Furthermore, the linearized Kac operator

$$
\begin{equation*}
\mathcal{K} u=l^{w}\left(v, D_{v}\right) u=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} e^{i(v-y) \eta} l\left(\frac{v+y}{2}, \eta\right) u(y) d y d \eta, \tag{1.13}
\end{equation*}
$$

is a pseudodifferential operator whose Weyl symbol belongs to $\mathbf{S}^{s}\left(\mathbb{R}^{2}\right)$, where for $m \in \mathbb{R}$, the symbol class $\mathbf{S}^{m}\left(\mathbb{R}^{2}\right)$ is defined as the set of smooth functions $a: \mathbb{R}^{2} \rightarrow \mathbb{C}$ satisfying

$$
\forall(\alpha, \beta) \in \mathbb{N}^{2}, \exists C_{\alpha \beta}>0, \forall(v, \eta) \in \mathbb{R}^{2}, \quad\left|\partial_{v}^{\alpha} \partial_{\eta}^{\beta} a(v, \eta)\right| \leq C_{\alpha, \beta}\langle(v, \eta)\rangle^{2 m-|\alpha|-|\beta|},
$$

with $\langle(v, \eta)\rangle=\sqrt{1+|v|^{2}+|\eta|^{2}}$. More specifically, the Weyl symbol $l(v, \eta)$ admits the following asymptotic expansion

$$
\begin{align*}
\forall N \geq 1, \quad l(v, \eta) \equiv \frac{2^{1+s}}{s} \boldsymbol{\Gamma}(1-s)\left(1+\eta^{2}\right. & \left.+\frac{v^{2}}{4}\right)^{s}-\frac{2^{1+s}(2+\sqrt{2})^{s}}{s}  \tag{1.14}\\
& +\sum_{k=1}^{N} c_{k}\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s-k} \bmod \mathbf{S}^{s-N-1}\left(\mathbb{R}^{2}\right)
\end{align*}
$$

where $\left(c_{k}\right)_{k \geq 1}$ is a sequence of real numbers.
By using the above analysis, we established in [32] that the Cauchy problem associated to the spatially homogeneous Kac equation

$$
\left\{\begin{array}{l}
\partial_{t} g+\mathcal{K} g=\Gamma(g, g) \\
\left.g\right|_{t=0}=g_{0} \in L^{2}\left(\mathbb{R}_{v}\right)
\end{array}\right.
$$

enjoys exactly the same regularizing properties

$$
\begin{equation*}
\forall t>0, \exists C>1, \forall p, q \in \mathbb{N}, \quad \sup _{v \in \mathbb{R}}\left|v^{p} \partial_{v}^{q} g(t)\right| \leq C^{p+q+1}(p!)^{\frac{1}{2 s}}(q!)^{\frac{1}{2 s}} \tag{1.15}
\end{equation*}
$$

as the evolution equation (1.1). In this article, we consider the spatially inhomogeneous case and show that the Cauchy problem (1.7) is locally well-posed for sufficiently small initial data in the Sobolev space $H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$, where

$$
H^{\left(r_{1}, r_{2}\right)}\left(\mathbb{R}_{x, v}^{2}\right)=\left\{u \in L^{2}\left(\mathbb{R}_{x, v}^{2}\right):\left\langle D_{x}\right\rangle^{r_{1}}\left\langle D_{v}\right\rangle^{r_{2}} u \in L^{2}\left(\mathbb{R}_{x, v}^{2}\right)\right\}
$$

equipped with the dot product

$$
(f, g)_{\left(r_{1}, r_{2}\right)}=\left(\left\langle D_{x}\right\rangle^{r_{1}}\left\langle D_{v}\right\rangle^{r_{2}} f,\left\langle D_{x}\right\rangle^{r_{1}}\left\langle D_{v}\right\rangle^{r_{2}} g\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)},
$$

where $r_{1}, r_{2} \in \mathbb{R},\langle\cdot\rangle=\sqrt{1+|\cdot|^{2}}$, with $|\cdot|$ the Euclidean norm. By taking advantage of the hypoelliptic properties of the linear operator

$$
P=v \partial_{x}+\mathcal{K}
$$

we prove that this Cauchy problem enjoys the same Gelfand-Shilov regularizing effect in the velocity variable and Gevrey regularizing effect in the position variable as the following evolution equation

$$
\left\{\begin{array}{l}
\partial_{t} g+\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}} g=0 \\
\left.g\right|_{t=0}=g_{0} \in H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)
\end{array}\right.
$$

The following theorem is the main result contained in this article:
Theorem 1.1. Let $0<T<+\infty$. We assume that the collision cross section satisfies (1.12) with $0<s<1$. Then, there exist some positive constants $\varepsilon_{0}>0, c_{0}>1$ such that for all $g_{0} \in H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$ satisfying

$$
\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{0}
$$

the Cauchy problem associated to the spatially inhomogeneous Kac equation

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(g, g) \\
\left.g\right|_{t=0}=g_{0}
\end{array}\right.
$$

admits a unique weak solution $g \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ satisfying

$$
\|g\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}+\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq c_{0}\left\|g_{0}\right\|_{(1,0)}
$$

with $\mathcal{H}=-\triangle_{v}+\frac{v^{2}}{4}$. Furthermore, this solution is smooth for all positive time $0<t \leq T$, and satisfies the Gelfand-Shilov and Gevrey type estimates:

$$
\exists C>1, \forall 0<t \leq T, \forall k \geq 0, \quad\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{k} g(t)\right\|_{(1,0)} \leq \frac{1}{t^{\frac{2 s+1}{2 s} k}} C^{k+1}(k!)^{\frac{2 s+1}{2 s}}\left\|g_{0}\right\|_{(1,0)}
$$

in particular

$$
\begin{aligned}
\forall \delta>0, \exists C>1, \forall 0< & t \leq T, \forall k, l, p \geq 0 \\
& \left\|v^{k} \partial_{v}^{l} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x, v}^{2}\right)} \leq \frac{C^{k+l+p+1}}{t^{\frac{2 s+1}{2 s}(k+l+p+3)+\delta}}(k!)^{\frac{2 s+1}{2 s}}(l!)^{\frac{2 s+1}{2 s}}(p!)^{\frac{2 s+1}{2 s}}\left\|g_{0}\right\|_{(1,0)} .
\end{aligned}
$$

This result establishes a Gelfand-Shilov smoothing effect in the velocity variable and a Gevrey smoothing effect in the position variable for the spatially inhomogeneous Kac equation

$$
\forall t>0, \forall x \in \mathbb{R}, \quad g(t, x, \cdot) \in S_{1+\frac{1}{2 s}}^{1+\frac{1}{2 s}}\left(\mathbb{R}_{v}\right), \quad \forall t>0, \forall v \in \mathbb{R}, \quad g(t, \cdot, v) \in G^{1+\frac{1}{2 s}}\left(\mathbb{R}_{x}\right)
$$

We underline that in addition to unveiling this Gelfand-Shilov and Gevrey regularizing effects, the result of Theorem 1.1 also provides an explicit control of the Gelfand-Shilov and Gevrey semi-norms of the solutions for small times $t>0$. The result of Theorem 1.1 is much more precise than the basic results controlling the moments for the solutions of the Kac equation since the Maxwellian solution belongs to the Gelfand-Shilov class $S_{\frac{1}{2}}^{\frac{1}{2}}$, the regularity $S_{1+\frac{1}{2 s}}^{1+\frac{1}{2 s}}$ of the perturbation $g$ can be extended to the solution itself. In the result of Theorem 1.1, we also notice that the Gelfand-Shilov and Gevrey regularity indices directly depend on the hypoelliptic properties of the linear operator

$$
\left\|\mathcal{H}^{s} f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}+\left\|\left\langle D_{x}\right\rangle^{\frac{2 s}{2 s+1}} f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \lesssim\left\|v \partial_{x} f+\mathcal{K} f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}
$$

with respect to the position variable. These a priori hypoelliptic estimates are known to be sharp. However, it is still open to determine whether, or not, the Gelfand-Shilov and Gevrey regularity indices in Theorem 1.1 are sharp. Indeed, we notice that the regularity with respect to the velocity variable in the spatially inhomogeneous case is weaker than the one obtained in the spatially homogeneous case (1.15). Furthermore, the results for the simplified model given by the generalized Kolmogorov equation (1.3) may indicate that stronger Gelfand-Shilov and Gevrey regularizing effects can possibly hold. It would be most interesting to understand further this optimality since the solutions to the Cauchy problem (1.7) would be analytic for cross sections with strong singularity $1 / 2 \leq s<1$, in the case when these stronger smoothing results hold.

Remark that it seems in principle possible to tackle similar questions for the Boltzmann equation. However several new difficulties are occurring in this case. In the first place the linearized Boltzmann operator is more complicated than Kac's linearization (the latter is simply a fractional
power of the harmonic oscillator). For Boltzmann equation, one should first introduce the Landau operator, say in three dimensions,

$$
\mathscr{L}_{L}=2\left(-\Delta_{v}+\frac{|v|^{2}}{4}-\frac{3}{2}\right)-\Delta_{\mathbb{S}^{2}}+\text { finite rank operator. }
$$

The linearized Boltzmann operator $\mathscr{L}_{B}$ appears essentially as the $s$-power of $\mathscr{L}_{L}$. As a result, the preliminary study of $\mathscr{L}_{L}^{s}$ is more complicated to handle, although optimal coercive estimates can be proven, e.g. [30]. Handling the non-linear perturbations and getting a global existence result for initial data close enough to the Maxwellian along with regularization properties seems a quite realistic program, but the complexity of the trilinear estimates is dramatically increasing (see [19]) and some technical problems remain to be overcome.

The article is organized as follows. Section 2 is devoted to preliminary results on the Kac collision operator. We first show that the bilinear operator (1.8) may be computed explicitly along the Hermite basis (Lemma 2.1). By taking advantage of these algebraic properties, we establish key trilinear estimates with exponential weights satisfied by the non-linear collision term (Lemma 2.4). In Section 3 (Proposition 3.1), we make the explicit construction of a multiplier to derive the hypoelliptic properties of the linear operator

$$
P=v \partial_{x}+\mathcal{K}
$$

This linear model has the specific structure

$$
\text { Transport part in the }(v, x) \text { variables }+ \text { Elliptic part in the } v \text { variable. }
$$

The non-commutation of the transport part $v \partial_{x}$ with the diffusive part $\mathcal{K}$ accounts for the hypoelliptic properties of this linear operator. Section 4 is devoted to the proof of the local existence and uniqueness result (Theorems 4.2 and 4.3) for the Cauchy problem (1.7), whereas Section 5 provides the proof of the Gelfand-Shilov and Gevrey smoothing effects. Finally, the last section is an appendix (Section 6) providing instrumental estimates satisfied by Hermite functions (Section 6.1), some reminders about the Gelfand-Shilov regularity (Section 6.2), the definition of the Kac collision operator as a finite part integral (Section 6.3) and properties of metrics on the phase space (Section 6.4).

## 2. Some computations and estimates on the Kac collision operator

2.1. Computations of the Kac collision operator along the Hermite basis. This section shows that the non-linear Kac collision operator enjoys specific algebraic features and that the bilinear operator (1.8) may be computed explicitly along the Hermite basis $\left(\psi_{n}\right)_{n \geq 0}$,

$$
\Gamma\left(\psi_{k}, \psi_{l}\right)=\alpha_{k, l} \psi_{k+l}, \quad \alpha_{k, l} \in \mathbb{R}
$$

The following lemma extends the result of [32] (Lemma 3.3) to all Hermite functions with odd indices.

Lemma 2.1. Let $\left(\psi_{n}\right)_{n \geq 0}$ be the Hermite basis of $L^{2}(\mathbb{R})$ described in Section 6.1. We have

$$
\Gamma\left(\psi_{k}, \psi_{l}\right)=\alpha_{k, l} \psi_{k+l}, \quad k, l \geq 0
$$

with

$$
\begin{gathered}
\alpha_{2 n, m}=\sqrt{C_{2 n+m}^{2 n}} \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)(\sin \theta)^{2 n}(\cos \theta)^{m} d \theta, \quad n \geq 1, m \geq 0 \\
\alpha_{0, m}=\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)\left((\cos \theta)^{m}-1\right) d \theta, \quad m \geq 1 ; \quad \alpha_{0,0}=\alpha_{2 n+1, m}=0, \quad n, m \geq 0
\end{gathered}
$$

where $C_{n}^{k}=\frac{n!}{k!(n-k)!}$ stands for the binomial coefficients.
Proof. We deduce from (1.6), (6.1) and (6.2) that for all $n \geq 0$,

$$
\mu^{1 / 2}(v) \psi_{n}(v)=\frac{1}{(4 \pi)^{\frac{1}{4}}} \varphi_{n}\left(\frac{v}{\sqrt{2}}\right) e^{-\frac{v^{2}}{4}}=\left.\frac{(-1)^{n}}{\sqrt{2^{n+1} n!\pi}}\left[\frac{d^{n}}{d x^{n}}\left(e^{-x^{2}}\right)\right]\right|_{x=\frac{v}{\sqrt{2}}}=\frac{(-1)^{n} i^{n}}{\sqrt{2 n!\pi}} D_{v}^{n}\left(e^{-\frac{v^{2}}{2}}\right)
$$

It follows that

$$
\widehat{\mu^{1 / 2} \psi_{n}}(\xi)=\frac{(-1)^{n} i^{n}}{\sqrt{2 n!\pi}} \xi^{n} \widehat{e^{-\frac{v^{2}}{2}}}(\xi)=\frac{(-1)^{n} i^{n}}{\sqrt{n!}} \xi^{n} e^{-\frac{\xi^{2}}{2}}
$$

since

$$
\left(\widehat{e^{-\frac{\alpha}{2}|v|^{2}}}\right)(\xi)=\int_{\mathbb{R}^{d}} e^{-\frac{\alpha}{2}|v|^{2}} e^{-i v \cdot \xi} d v=\frac{(2 \pi)^{\frac{d}{2}}}{\alpha^{\frac{d}{2}}} e^{-\frac{|\xi|^{2}}{2 \alpha}}, \quad \alpha>0 .
$$

We have

$$
\begin{equation*}
\overbrace{\mu^{1 / 2} \psi_{2 n}}^{\sim}(\xi)=\widehat{\mu}^{1 / 2} \psi_{2 n}(\xi), \quad \overbrace{\mu^{1 / 2} \psi_{2 n+1}}^{\widehat{u}}(\xi)=0, \tag{2.1}
\end{equation*}
$$

where $\breve{f}$ stands for the even part of the function $f$,

$$
\breve{f}(x)=\frac{1}{2}(f(x)+f(-x)),
$$

since the function $\psi_{n}$ has the same parity than the integer $n$. We notice that

$$
\begin{align*}
\widehat{\mu^{1 / 2} \psi_{n}}(\xi \sin \theta) \widehat{\mu^{1 / 2} \psi_{m}}(\xi \cos \theta) & =\frac{(-1)^{n+m} i^{n+m}}{\sqrt{n!m!}} \xi^{n+m}(\sin \theta)^{n}(\cos \theta)^{m} e^{-\frac{\xi^{2}}{2}}  \tag{2.2}\\
& =\sqrt{C_{n+m}^{n}(\sin \theta)^{n}(\cos \theta)^{m} \mu^{1 / 2} \psi_{n+m}}(\xi)
\end{align*}
$$

and

$$
\begin{equation*}
\widehat{\mu^{1 / 2} \psi_{n}}(0)=\left(\mu^{1 / 2}, \psi_{n}\right)_{L^{2}}=\left(\psi_{0}, \psi_{n}\right)_{L^{2}}=\delta_{n, 0} \tag{2.3}
\end{equation*}
$$

where $\delta_{i, j}$ stands for the Kronecker delta. It follows from (2.1), the Bobylev formula (6.12) and the Fourier inversion formula that

$$
\begin{aligned}
& \Gamma\left(\psi_{2 n}, \psi_{m}\right)=\mu^{-1 / 2} K\left(\mu^{1 / 2} \psi_{2 n}, \mu^{1 / 2} \psi_{m}\right) \\
& \quad=\frac{\mu^{-1 / 2}}{2 \pi} \int_{\mathbb{R}} \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)\left[\widehat{\mu^{1 / 2} \psi_{2 n}}(\eta \sin \theta) \widehat{\mu^{1 / 2} \psi_{m}}(\eta \cos \theta)-\widehat{\mu^{1 / 2} \psi_{2 n}}(0) \widehat{\mu^{1 / 2} \psi_{m}}(\eta)\right] e^{i v \eta} d \eta d \theta .
\end{aligned}
$$

When $n=0$, we deduce from (2.2) and (2.3) that

$$
\begin{aligned}
\Gamma\left(\psi_{0}, \psi_{m}\right) & =\frac{\mu^{-1 / 2}}{2 \pi} \int_{\mathbb{R}} \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)\left((\cos \theta)^{m}-1\right) \widehat{\mu^{1 / 2} \psi_{m}}(\eta) e^{i v \eta} d \eta d \theta \\
& =\left(\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)\left((\cos \theta)^{m}-1\right) d \theta\right) \psi_{m} .
\end{aligned}
$$

When $n \geq 1$, we deduce from (2.2) and (2.3) that

$$
\Gamma\left(\psi_{2 n}, \psi_{m}\right)=\sqrt{C_{2 n+m}^{2 n}}\left(\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)(\sin \theta)^{2 n}(\cos \theta)^{m} d \theta\right) \psi_{2 n+m} .
$$

On the other hand, it follows from (2.1), (2.3), the Bobylev formula (6.12) and the Fourier inversion formula that

$$
\begin{aligned}
& \Gamma\left(\psi_{2 n+1}, \psi_{m}\right)=\mu^{-1 / 2} K\left(\mu^{1 / 2} \psi_{2 n+1}, \mu^{1 / 2} \psi_{m}\right)= \\
& \frac{\mu^{-1 / 2}}{2 \pi} \int_{\mathbb{R}} \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)[\overbrace{\mu^{1 / 2} \psi_{2 n+1}}(\eta \sin \theta) \widehat{\mu^{1 / 2} \psi_{m}}(\eta \cos \theta)-\mu^{1 / 2} \psi_{2 n+1}(0) \widehat{\mu^{1 / 2} \psi_{m}}(\eta)] e^{i v \eta} d \eta d \theta=0,
\end{aligned}
$$

when $n, m \geq 0$. This ends the proof of Lemma 2.1.
2.2. Uniform weighted trilinear estimates for the Kac collision operator. We begin by proving some instrumental estimates. We define

$$
\Lambda_{n, m}=\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)(\sin \theta)^{2 n}(\cos \theta)^{m} d \theta, \quad n \geq 1, m \geq 0
$$

We notice that

$$
\begin{equation*}
\forall n \geq 1, m \geq 0, \quad \frac{1}{\sqrt{2}} \Lambda_{n, 2 m} \leq \Lambda_{n, 2 m+1} \leq \Lambda_{n, 2 m} \tag{2.4}
\end{equation*}
$$

The following lemma extends the estimates obtained in [32] (Lemma 3.4):

Lemma 2.2. We assume that the cross section satisfies (1.12) with $0<s<1$. Then, there exists a positive constant $C>0$ such that for all $n \geq 1, m \geq 0$,

$$
0 \leq \alpha_{2 n, m}=\sqrt{C_{2 n+m}^{2 n}} \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)(\sin \theta)^{2 n}(\cos \theta)^{m} d \theta \leq \frac{C}{n^{\frac{3}{4}}} \tilde{\mu}_{n, m}
$$

where

$$
\tilde{\mu}_{n, m}=\left(1+\frac{m}{n}\right)^{s}\left(1+\frac{n}{m+1}\right)^{\frac{1}{4}}
$$

Proof. Lemma 2.2 is a direct consequence of the following estimates:
(i) $\alpha_{2 n, 2 m} \lesssim \frac{1}{n^{\frac{3}{4}}}\left(1+\frac{m}{n}\right)^{s}$, when $m \gg 1, n \gg 1$
(ii) $\alpha_{2 n, 2 m+1} \lesssim \frac{1}{n^{\frac{3}{4}}}\left(1+\frac{m}{n}\right)^{s}\left(1+\frac{n}{m}\right)^{\frac{1}{4}}$, when $m \gg 1, n \gg 1$
(iii) $\alpha_{2 n, m} \lesssim m^{s}$, when $m \gg 1,1 \leq n \leq n_{0}$
(iv) $\alpha_{2 n, 2 m} \lesssim \frac{1}{n}, \quad \alpha_{2 n, 2 m+1} \lesssim \frac{1}{n^{\frac{1}{2}}}$, when $0 \leq m \leq m_{0}, n \gg 1$

In order to establish these estimates, we beginning by noticing from (1.12) that

$$
\Lambda_{n, 2 m} \approx \int_{0}^{\frac{\pi}{4}}(\sin \theta)^{2 n-1-2 s}(\cos \theta)^{2 m+1} d \theta
$$

By using the substitution rule with $t=\sin ^{2} \theta$, we obtain that

$$
\int_{0}^{\frac{\pi}{4}}(\sin \theta)^{2 n-1-2 s}(\cos \theta)^{2 m+1} d \theta=\frac{1}{2} \int_{0}^{\frac{1}{2}} t^{n-1-s}(1-t)^{m} d t
$$

This implies that

$$
\Lambda_{n, 2 m} \approx \int_{0}^{\frac{1}{2}} t^{n-1-s}(1-t)^{m} d t
$$

By recalling the identity satisfied by the beta function

$$
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}, \quad \operatorname{Re} x>0, \operatorname{Re} y>0
$$

we obtain that for all $n \geq 1, m \geq 0$,

$$
\int_{0}^{\frac{1}{2}} t^{n-1-s}(1-t)^{m} d t \leq B(n-s, m+1)=\frac{\Gamma(n-s) \Gamma(m+1)}{\Gamma(m+n+1-s)}
$$

It follows that

$$
\begin{equation*}
\sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} \lesssim \sqrt{\frac{(2 n+2 m)!}{(2 n)!(2 m)!}} \frac{\Gamma(n-s) \Gamma(m+1)}{\Gamma(m+n+1-s)} \tag{2.5}
\end{equation*}
$$

By using the Stirling equivalent

$$
\begin{equation*}
\Gamma(x+1) \underset{x \rightarrow+\infty}{\sim} \sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x}, \quad \Gamma(n+1)=n!, \tag{2.6}
\end{equation*}
$$

we deduce that

$$
\begin{aligned}
& \sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} \lesssim\left(\frac{n+m}{n m}\right)^{\frac{1}{4}}\left(\frac{2 n+2 m}{e}\right)^{n+m}\left(\frac{e}{2 n}\right)^{n}\left(\frac{e}{2 m}\right)^{m} \\
& \times \sqrt{\frac{n m}{n+m}}\left(\frac{n-s-1}{e}\right)^{n-s-1}\left(\frac{m}{e}\right)^{m}\left(\frac{e}{m+n-s}\right)^{m+n-s}
\end{aligned}
$$

when $m \gg 1, n \gg 1$. It follows that

$$
\begin{align*}
\sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} & \lesssim\left(\frac{n m}{n+m}\right)^{\frac{1}{4}} \frac{(n+m)^{n+m}(n-s-1)^{n-s-1}}{(m+n-s)^{m+n-s} n^{n}}  \tag{2.7}\\
& \lesssim\left(\frac{n m}{n+m}\right)^{\frac{1}{4}} \frac{(m+n)^{s}}{(n-s-1)^{s+1}}\left(1-\frac{s+1}{n}\right)^{n}\left(1+\frac{s}{m+n-s}\right)^{m+n-s} \\
& \lesssim m^{\frac{1}{4}} \frac{(m+n)^{s-\frac{1}{4}}}{n^{s+\frac{3}{4}}} \lesssim \frac{1}{n^{\frac{3}{4}}}\left(1+\frac{m}{n}\right)^{s}
\end{align*}
$$

when $m \gg 1, n \gg 1$, since

$$
\begin{equation*}
\forall r \geq 1, \forall x>-r, \quad\left(1+\frac{x}{r}\right)^{r} \leq e^{x} \tag{2.8}
\end{equation*}
$$

By using that

$$
\begin{equation*}
C_{2 n+2 m+1}^{2 n}=\frac{2 n+2 m+1}{2 m+1} C_{2 n+2 m}^{2 n}, \tag{2.9}
\end{equation*}
$$

we obtain from (2.4), (2.7) and (2.9) that

$$
\sqrt{C_{2 n+2 m+1}^{2 n}} \Lambda_{n, 2 m+1} \lesssim m^{\frac{1}{4}} \frac{(m+n)^{s-\frac{1}{4}}}{n^{s+\frac{3}{4}}} \sqrt{\frac{n+m}{m}} \lesssim \frac{1}{n^{\frac{3}{4}}}\left(1+\frac{m}{n}\right)^{s}\left(1+\frac{n}{m}\right)^{\frac{1}{4}}
$$

when $m \gg 1, n \gg 1$. When $m \gg 1,1 \leq n \leq n_{0}$, it follows from (2.5) that

$$
\sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} \lesssim \sqrt{\frac{(2 n+2 m)!}{(2 m)!}} \frac{\Gamma(m+1)}{\Gamma(m+n+1-s)}
$$

By using the Stirling equivalent (2.6), this implies that

$$
\begin{aligned}
& \sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} \lesssim\left(\frac{n+m}{m}\right)^{\frac{1}{4}}\left(\frac{2 n+2 m}{e}\right)^{n+m}\left(\frac{e}{2 m}\right)^{m} \\
& \times \sqrt{\frac{m}{n+m-s}}\left(\frac{m}{e}\right)^{m}\left(\frac{e}{m+n-s}\right)^{m+n-s}
\end{aligned}
$$

when $m \gg 1,1 \leq n \leq n_{0}$. We deduce from (2.8) that

$$
\sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} \lesssim \frac{(n+m)^{n+m}}{(n+m-s)^{m+n-s}}=\left(1+\frac{s}{n+m-s}\right)^{m+n-s}(n+m)^{s} \lesssim m^{s}
$$

when $m \gg 1,1 \leq n \leq n_{0}$. It follows from (2.4) and (2.9) that

$$
\sqrt{C_{2 n+2 m+1}^{2 n}} \Lambda_{n, 2 m+1} \lesssim m^{s}
$$

when $m \gg 1,1 \leq n \leq n_{0}$. When $0 \leq m \leq m_{0}, n \gg 1$, it follows from (2.5) that

$$
\sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} \lesssim \sqrt{\frac{(2 n+2 m)!}{(2 n)!}} \frac{\Gamma(n-s)}{\Gamma(m+n+1-s)}
$$

By using the Stirling equivalent (2.6), this implies that

$$
\begin{aligned}
& \sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} \lesssim\left(\frac{n+m}{n}\right)^{\frac{1}{4}}\left(\frac{2 n+2 m}{e}\right)^{n+m}\left(\frac{e}{2 n}\right)^{n} \\
& \times \sqrt{\frac{n-s-1}{n+m-s}}\left(\frac{n-s-1}{e}\right)^{n-s-1}\left(\frac{e}{m+n-s}\right)^{m+n-s}
\end{aligned}
$$

when $0 \leq m \leq m_{0}, n \gg 1$. We deduce from (2.8) that

$$
\begin{aligned}
\sqrt{C_{2 n+2 m}^{2 n}} \Lambda_{n, 2 m} & \lesssim \frac{(n+m)^{n+m}(n-s-1)^{n-s-1}}{n^{n}(m+n-s)^{m+n-s}} \\
& \lesssim \frac{(n+m)^{m}}{(n-s-1)^{m+1}}\left(1+\frac{m}{n}\right)^{n}\left(1-\frac{m+1}{m+n-s}\right)^{m+n-s} \lesssim \frac{1}{n}
\end{aligned}
$$

when $0 \leq m \leq m_{0}, n \gg 1$. It follows from (2.4) and (2.9) that

$$
\sqrt{C_{2 n+2 m+1}^{2 n}} \Lambda_{n, 2 m+1} \lesssim \frac{1}{n^{\frac{1}{2}}},
$$

when $0 \leq m \leq m_{0}, n \gg 1$. This ends the proof of Lemma 2.2.
In order to estimate the non-linear collision operator, we shall use the following lemma:
Lemma 2.3. Let $r>1 / 2$. Then, there exists a positive constant $C_{r}>0$ such that for all $f, g \in$ $\mathscr{S}\left(\mathbb{R}_{x}\right), t \geq 0,0<\delta \leq 1, m, n \geq 0$,

$$
\left\|\mathscr{M}_{\delta, m+n}(t)\left(\left[\left(\mathscr{M}_{\delta, m}(t)\right)^{-1} f\right]\left[\left(\mathscr{M}_{\delta, n}(t)\right)^{-1} g\right]\right)\right\|_{H^{r}} \leq C_{r}\|f\|_{H^{r}}\|g\|_{H^{r}}
$$

with the Fourier multiplier

$$
\mathscr{M}_{\delta, n}(t)=\frac{\exp \left(t\left(\sqrt{n+\frac{1}{2}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta \exp \left(t\left(\sqrt{n+\frac{1}{2}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}
$$

where $\|\cdot\|_{H^{r}}$ stands for the Sobolev norm $H^{r}\left(\mathbb{R}_{x}\right)$.

Proof. We begin by noticing that the operator $\mathscr{M}_{\delta, n}(t)$ is a bounded isomorphism of $L^{2}\left(\mathbb{R}_{x}\right)$ such that

$$
\left(\mathscr{M}_{\delta, n}(t)\right)^{-1}=\frac{1+\delta \exp \left(t\left(\sqrt{n+\frac{1}{2}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{\exp \left(t\left(\sqrt{n+\frac{1}{2}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}
$$

Setting

$$
h=\mathscr{M}_{\delta, m+n}(t)\left(\left[\left(\mathscr{M}_{\delta, m}(t)\right)^{-1} f\right]\left[\left(\mathscr{M}_{\delta, n}(t)\right)^{-1} g\right]\right)
$$

we have
(2.10)

$$
\begin{aligned}
\widehat{h}(\xi) & =\frac{\exp \left(t\left(\sqrt{m+n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta \exp \left(t\left(\sqrt{m+n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)} \mathcal{F}\left(\left[\left(\mathscr{M}_{\delta, m}(t)\right)^{-1} f\right]\left[\left(\mathscr{M}_{\delta, n}(t)\right)^{-1} g\right]\right) \\
& =\frac{1}{2 \pi} \frac{\exp \left(t\left(\sqrt{m+n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta \exp \left(t\left(\sqrt{m+n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)} \mathcal{F}\left(\left(\mathscr{M}_{\delta, m}(t)\right)^{-1} f\right) * \mathcal{F}\left(\left(\mathscr{M}_{\delta, n}(t)\right)^{-1} g\right),
\end{aligned}
$$

where $\mathcal{F}$ denotes the Fourier transform. For all $0<\sigma<1$, we notice that

$$
\forall 0 \leq \theta \leq 1, \quad \varphi(\theta)=(1-\theta)^{\sigma}+\theta^{\sigma} \geq 1,
$$

since

$$
\varphi(0)=\varphi(1)=1, \quad \forall 0<\theta<1, \quad \varphi^{\prime \prime}(\theta)=-\sigma(1-\sigma)\left((1-\theta)^{\sigma-2}+\theta^{\sigma-2}\right) \leq 0
$$

This implies that

$$
\begin{equation*}
\forall 0<\sigma<1, \forall a, b \geq 0, \quad a^{\sigma}+b^{\sigma} \geq(a+b)^{\sigma} \tag{2.11}
\end{equation*}
$$

We also notice that for all $x, y \in \mathbb{R}^{d}$, with $d \geq 1$,

$$
\begin{equation*}
\langle x+y\rangle=\left(1+|x+y|^{2}\right)^{\frac{1}{2}}=\|(1, x+y)\|_{2} \leq\|(1 / 2, x)\|_{2}+\|(1 / 2, y)\|_{2} \leq\langle x\rangle+\langle y\rangle \tag{2.12}
\end{equation*}
$$

where $\|\cdot\|_{2}$ stands for the Euclidean norm on $\mathbb{R}^{d+1}$. It follows from (2.11) and (2.12) that for all $m, n \geq 0, \eta, \xi \in \mathbb{R}$,

$$
\begin{align*}
&\left(\sqrt{m+n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}} \leq\left(\sqrt{m+\frac{1}{2}}+\sqrt{n+\frac{1}{2}}+\langle\eta\rangle+\langle\xi-\eta\rangle\right)^{\frac{2 s}{2 s+1}}  \tag{2.13}\\
& \leq\left(\sqrt{m+\frac{1}{2}}+\langle\eta\rangle\right)^{\frac{2 s}{2 s+1}}+\left(\sqrt{n+\frac{1}{2}}+\langle\xi-\eta\rangle\right)^{\frac{2 s}{2 s+1}}
\end{align*}
$$

We notice that the increasing function

$$
F(x)=\frac{e^{x}}{1+\delta e^{x}}
$$

satisfies the inequality

$$
\begin{equation*}
\forall x, y \geq 0, \quad F(x+y) \leq 3 F(x) F(y) \tag{2.14}
\end{equation*}
$$

since

$$
\forall x, y \geq 0, \quad \frac{F(x+y)}{F(x) F(y)}=\delta+\frac{1-\delta}{1+\delta e^{x+y}}+\frac{\delta\left(e^{x}+e^{y}\right)}{1+\delta e^{x+y}} \leq 1-\delta+\delta+\frac{1}{e^{x}}+\frac{1}{e^{y}} \leq 3
$$

It follows from (2.13) and (2.14) that

$$
\begin{align*}
& \frac{\exp \left(t\left(\sqrt{m+n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta \exp \left(t\left(\sqrt{m+n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)}  \tag{2.15}\\
\leq & \frac{\exp \left(t\left(\sqrt{m+\frac{1}{2}}+\langle\eta\rangle\right)^{\frac{2 s}{2 s+1}}+t\left(\sqrt{n+\frac{1}{2}}+\langle\xi-\eta\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta \exp \left(t\left(\sqrt{m+\frac{1}{2}}+\langle\eta\rangle\right)^{\frac{2 s}{2 s+1}}+t\left(\sqrt{n+\frac{1}{2}}+\langle\xi-\eta\rangle\right)^{\frac{2 s}{2 s+1}}\right)} \\
\leq & 3 \frac{\exp \left(t\left(\sqrt{m+\frac{1}{2}}+\langle\eta\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta \exp \left(t\left(\sqrt{m+\frac{1}{2}}+\langle\eta\rangle\right)^{\frac{2 s}{2 s+1}}\right)} \times \frac{\exp \left(t\left(\sqrt{n+\frac{1}{2}}+\langle\xi-\eta\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta \exp \left(t\left(\sqrt{n+\frac{1}{2}}+\langle\xi-\eta\rangle\right)^{\frac{2 s}{2 s+1}}\right)} .
\end{align*}
$$

We deduce from (2.10) and (2.15) that

$$
\begin{equation*}
|\widehat{h}(\xi)| \leq \frac{3}{2 \pi} \int_{\mathbb{R}}|\hat{f}(\eta)||\hat{g}(\xi-\eta)| d \eta=\frac{3}{2 \pi}(|\hat{f}| *|\hat{g}|)(\xi) \tag{2.16}
\end{equation*}
$$

We notice that $|\hat{f}|,|\hat{g}| \in L^{1}\left(\mathbb{R}_{\xi}\right) \cap L^{2}\left(\mathbb{R}_{\xi}\right)$, since $f, g \in \mathscr{S}\left(\mathbb{R}_{x}\right)$. This implies that

$$
F=|\hat{f}| *|\hat{g}| \in L^{1}\left(\mathbb{R}_{\xi}\right) \cap L^{2}\left(\mathbb{R}_{\xi}\right) .
$$

The Sobolev space $H^{r}(\mathbb{R})$, with $r>1 / 2$, is an algebra for the usual product

$$
\begin{equation*}
\forall r>1 / 2, \exists C_{r}>0, \forall f, g \in H^{r}\left(\mathbb{R}_{x}\right), \quad\|f g\|_{H^{r}} \leq C_{r}\|f\|_{H^{r}}\|g\|_{H^{r}} \tag{2.17}
\end{equation*}
$$

We deduce from (2.16) and (2.17) that

$$
\begin{aligned}
&\|h\|_{H^{r}} \leq \frac{3}{(2 \pi)^{\frac{3}{2}}}\left\|\langle\xi\rangle^{r}(|\hat{f}| *|\hat{g}|)\right\|_{L^{2}}=\frac{3}{(2 \pi)^{\frac{3}{2}}}\left\|\langle\xi\rangle^{r} \mathcal{F}^{-1}(|\hat{f}| *|\hat{g}|)\right\|_{L^{2}}=\frac{3}{2 \pi}\left\|\mathcal{F}^{-1}(|\hat{f}| *|\hat{g}|)\right\|_{H^{r}} \\
& \quad=3\left\|\mathcal{F}^{-1}(|\hat{f}|) \mathcal{F}^{-1}(|\hat{g}|)\right\|_{H^{r}} \leq 3 C_{r}\left\|\mathcal{F}^{-1}(|\hat{f}|)\right\|_{H^{r}}\left\|\mathcal{F}^{-1}(|\hat{g}|)\right\|_{H^{r}}=3 C_{r}\|f\|_{H^{r}}\|g\|_{H^{r}},
\end{aligned}
$$

since $\left\|\mathcal{F}^{-1}(|\hat{f}|)\right\|_{H^{r}}=\left\|\langle\xi\rangle^{r}|\hat{f}(\xi)|\right\|_{L^{2}}=\|f\|_{H^{r}}$. This ends the proof of Lemma 2.3.
By elaborating on the result of the previous lemma, we may adapt the proof of Lemma 3.5 in [32] to derive the following trilinear estimate on the non-linear term (1.8):

Lemma 2.4. Let $r>1 / 2$. Then, there exists a positive constant $C_{r}>0$ such that for all $f, g, h \in$ $\mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right), t \geq 0,0 \leq \delta_{1} \leq 1,0<\delta_{2} \leq 1, j_{1}, j_{2} \geq 0$ with $j_{1}+j_{2} \leq 1$,

$$
\begin{gathered}
\left|(\Gamma(f, g), h)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \leq C_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}, \\
\left|\left(\Gamma\left(\left\langle D_{x}\right\rangle f, g\right), h\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \leq C_{r}\|f\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}, \\
\left|\left(\left(1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{2}}(t) \Gamma\left(\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{1}} f,\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{2}} g\right), h\right)_{(r, 0)}\right| \\
\leq C_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{(r, 0)},
\end{gathered}
$$

with

$$
\begin{equation*}
M_{\delta_{2}}(t)=\frac{\exp \left(t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta_{2} \exp \left(t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}=\sum_{n=0}^{+\infty} \mathscr{M}_{\delta_{2}, n}(t) \mathbb{P}_{n} \tag{2.18}
\end{equation*}
$$

where $\mathbb{P}_{n}$ denote the orthogonal projections onto the Hermite basis described in Section 6.1. In particular, we also have for all $f, g, h \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
\left|(\Gamma(f, g), h)_{(r, 0)}\right| \leq C_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{(r, 0)} .
$$

Proof. Let $r>1 / 2$ and $f, g, h \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$. We decompose these functions into the Hermite basis in the velocity variable

$$
f(x, v)=\sum_{n=0}^{+\infty} f_{n}(x) \psi_{n}(v), \quad g(x, v)=\sum_{n=0}^{+\infty} g_{n}(x) \psi_{n}(v), \quad h(x, v)=\sum_{n=0}^{+\infty} h_{n}(x) \psi_{n}(v)
$$

with

$$
f_{n}(x)=\left(f(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}, \quad g_{n}(x)=\left(g(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}, \quad h_{n}(x)=\left(h(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}
$$

We notice that

$$
\begin{equation*}
\|f\|_{(r, 0)}=\left(\sum_{n=0}^{+\infty}\left\|f_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)^{\frac{1}{2}}, \quad\left\|\mathcal{H}^{m} f\right\|_{(r, 0)}=\left(\sum_{n=0}^{+\infty}\left(n+\frac{1}{2}\right)^{2 m}\left\|f_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)^{\frac{1}{2}} \tag{2.19}
\end{equation*}
$$

when $m \in \mathbb{R}$. We deduce from (2.18) and Lemma 2.1 that for all $t \geq 0,0 \leq \delta_{1} \leq 1,0<\delta_{2} \leq 1$, $j_{1}, j_{2} \geq 0$ with $j_{1}+j_{2} \leq 1$,

$$
\begin{aligned}
& \left(\left(1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{2}}(t) \Gamma\left(\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{1}} f,\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{2}} g\right), h\right)_{(r, 0)} \\
& =\int_{\mathbb{R}^{2}} \overline{\left\langle D_{x}\right\rangle^{r} h(x, v)}\left\langle D_{x}\right\rangle^{r} \frac{M_{\delta_{2}}(t)}{1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle}\left(\sum _ { n = 0 } ^ { + \infty } \left(\sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l}\right.\right. \\
& \left.\left.\times\left[\left(\mathscr{M}_{\delta_{2}, k}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{k+\frac{1}{2}}\right)^{j_{1}} f_{k}\right]\left[\left(\mathscr{M}_{\delta_{2}, l}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{l+\frac{1}{2}}\right)^{j_{2}} g_{l}\right]\right) \psi_{n}(v)\right) d x d v .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \left(\left(1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{2}}(t) \Gamma\left(\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{1}} f,\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{2}} g\right), h\right)_{(r, 0)} \\
& =\sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l} \int_{\mathbb{R}} \frac{\left(1+\delta_{1} \sqrt{k+\frac{1}{2}}\right)^{j_{1}}\left(1+\delta_{1} \sqrt{l+\frac{1}{2}}\right)^{j_{2}}}{1+\delta_{1} \sqrt{n+\frac{1}{2}}+\delta_{1}\left\langle D_{x}\right\rangle} \\
& \quad \times\left\langle D_{x}\right\rangle^{r} \mathscr{M}_{\delta_{2}, n}(t)\left(\left[\left(\mathscr{M}_{\delta_{2}, k}(t)\right)^{-1} f_{k}\right]\left[\left(\mathscr{M}_{\delta_{2}, l}(t)\right)^{-1} g_{l}\right]\right) \overline{\left\langle D_{x}\right\rangle^{r} h_{n}} d x
\end{aligned}
$$

By using that

$$
\left\|\left(1+\delta_{1} \sqrt{n+\frac{1}{2}}+\delta_{1}\left\langle D_{x}\right\rangle\right)^{-1}\left(1+\delta_{1} \sqrt{k+\frac{1}{2}}\right)^{j_{1}}\left(1+\delta_{1} \sqrt{l+\frac{1}{2}}\right)^{j_{2}}\right\|_{\mathcal{L}\left(L^{2}\left(\mathbb{R}_{x}\right)\right)} \leq 1
$$

since $k+l=n$ and $j_{1}, j_{2} \geq 0$ with $j_{1}+j_{2} \leq 1$, it follows that

$$
\begin{aligned}
& \left|\left(\left(1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{2}}(t) \Gamma\left(\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{1}} f,\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{2}} g\right), h\right)_{(r, 0)}\right| \\
& \leq \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left\|\mathscr{M}_{\delta_{2}, k+l}(t)\left(\left[\left(\mathscr{M}_{\delta_{2}, k}(t)\right)^{-1} f_{k}\right]\left[\left(\mathscr{M}_{\delta_{2}, l}(t)\right)^{-1} g_{l}\right]\right)\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} .
\end{aligned}
$$

We deduce from Lemma 2.3 that for all $t \geq 0,0 \leq \delta_{1} \leq 1,0<\delta_{2} \leq 1, j_{1}, j_{2} \geq 0$ with $j_{1}+j_{2} \leq 1$,

$$
\begin{align*}
\Delta_{1} & =\left|\left(\frac{M_{\delta_{2}}(t)}{1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle} \Gamma\left(\frac{\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{1}}}{M_{\delta_{2}}(t)} f, \frac{\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{2}}}{M_{\delta_{2}}(t)} g\right), h\right)_{(r, 0)}\right|  \tag{2.20}\\
& \leq C_{r} \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left\|f_{k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}
\end{align*}
$$

By noticing from Lemma 2.1 that

$$
\alpha_{2 n+1, m}=0, \quad n, m \geq 0
$$

we obtain that

$$
\begin{equation*}
\Delta_{1} \leq C_{r} \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\ k, l \geq 0}}\left|\alpha_{2 k, l}\right|\left\|f_{2 k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \tag{2.21}
\end{equation*}
$$

Under the assumption (1.12), we recall from formula (A.17) in [31] (Section A.4.2) that

$$
\int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \beta(\theta)\left(1-(\cos \theta)^{n}\right) d \theta \sim \frac{2^{1+s}}{s} \boldsymbol{\Gamma}(1-s) n^{s},
$$

when $n \rightarrow+\infty$, where $\boldsymbol{\Gamma}$ denotes the Gamma function. It follows from Lemma 2.1, Lemma 2.2 and (2.21) that there exists a positive constant $c_{1}>0$ such that for all $f, g, h \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right), t \geq 0$, $0 \leq \delta_{1} \leq 1,0<\delta_{2} \leq 1, j_{1}, j_{2} \geq 0$ with $j_{1}+j_{2} \leq 1$,

$$
\begin{aligned}
& \left|\left(\frac{M_{\delta_{2}}(t)}{1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle} \Gamma\left(\frac{\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{1}}}{M_{\delta_{2}}(t)} f, \frac{\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{2}}}{M_{\delta_{2}}(t)} g\right), h\right)_{(r, 0)}\right| \\
& \leq c_{1}\left\|f_{0}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \sum_{n=0}^{+\infty}\left(n+\frac{1}{2}\right)^{s}\left\|g_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \\
& \quad+c_{1} \sum_{n=0}^{+\infty}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left(\sum_{\substack{2 k+l=n \\
k \geq 1, l \geq 0}} \frac{\tilde{\mu}_{k, l}}{k^{\frac{3}{4}}}\left\|f_{2 k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\right) .
\end{aligned}
$$

By using (2.19), we obtain that

$$
\begin{aligned}
& \left\|f_{0}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \sum_{n=0}^{+\infty}\left(n+\frac{1}{2}\right)^{s}\left\|g_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \\
\leq & \left\|f_{0}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left(\sum_{n=0}^{+\infty}\left(n+\frac{1}{2}\right)^{s}\left\|g_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)^{\frac{1}{2}}\left(\sum_{n=0}^{+\infty}\left(n+\frac{1}{2}\right)^{s}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)^{\frac{1}{2}} \\
\leq & \|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{(r, 0)} .
\end{aligned}
$$

Furthermore, we notice that

$$
\begin{aligned}
\Delta_{2} & =\sum_{n=0}^{+\infty}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left(\sum_{\substack{2 k+l=n \\
k \geq 1, l \geq 0}} \frac{\tilde{\mu}_{k, l}}{k^{\frac{3}{4}}}\left\|f_{2 k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\right) \\
& =\sum_{k \geq 1, l \geq 0} \frac{\tilde{\mu}_{k, l}}{k^{\frac{3}{4}}}\left\|f_{2 k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{2 k+l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \\
& =\sum_{l=0}^{+\infty}\left(l+\frac{1}{2}\right)^{\frac{s}{2}}\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left(\sum_{k=1}^{+\infty} \frac{\tilde{\mu}_{k, l}}{k^{\frac{3}{4}}\left(l+\frac{1}{2}\right)^{\frac{s}{2}}}\left\|f_{2 k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{2 k+l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\right) .
\end{aligned}
$$

We deduce that

$$
\begin{aligned}
\Delta_{2} & \leq\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left[\sum_{l=0}^{+\infty}\left(\sum_{k=1}^{+\infty} \frac{\tilde{\mu}_{k, l}}{k^{\frac{3}{4}}\left(l+\frac{1}{2}\right)^{\frac{s}{2}}}\left\|f_{2 k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|h_{2 k+l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\right)^{2}\right]^{\frac{1}{2}} \\
& \leq\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left[\sum_{l=0}^{+\infty}\left(\sum_{k=1}^{+\infty}\left\|f_{2 k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)\left(\sum_{k=1}^{+\infty} \frac{\tilde{\mu}_{k, l}^{2}}{k^{\frac{3}{2}}\left(l+\frac{1}{2}\right)^{s}}\left\|h_{2 k+l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)\right]^{\frac{1}{2}} \\
& \leq\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left(\sum_{l=0}^{+\infty} \sum_{k=1}^{+\infty} \frac{\tilde{\mu}_{k, l}^{2}}{k^{\frac{3}{2}}\left(l+\frac{1}{2}\right)^{s}}\left\|h_{2 k+l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)^{\frac{1}{2}} .
\end{aligned}
$$

We may write that

$$
\left(\sum_{l=0}^{+\infty} \sum_{k=1}^{+\infty} \frac{\tilde{\mu}_{k, l}^{2}}{k^{\frac{3}{2}}\left(l+\frac{1}{2}\right)^{s}}\left\|h_{2 k+l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)^{\frac{1}{2}}=\left[\sum_{n=0}^{+\infty}\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\left(\sum_{\substack{2 k+l=n \\ k \geq 1, l \geq 0}} \frac{\tilde{\mu}_{k, l}^{2}}{k^{\frac{3}{2}}\left(l+\frac{1}{2}\right)^{s}}\right)\right]^{\frac{1}{2}}
$$

On the other hand, we deduce from Lemma 2.2 that

$$
\begin{aligned}
\sum_{\substack{2 k+l=n \\
k \geq 1, l \geq 0}} \frac{\tilde{\mu}_{k, l}^{2}}{k^{\frac{3}{2}}\left(l+\frac{1}{2}\right)^{s}} & \lesssim \sum_{\substack{2 k+l=n \\
k \geq 1, l \geq 0 \\
k \geq l}} \frac{k^{\frac{1}{2}}}{k^{\frac{3}{2}}\left(l+\frac{1}{2}\right)^{s}}+\sum_{\substack{2 k+l=n \\
k \geq 1, l \geq 0 \\
k \leq l}} \frac{\left(l+\frac{1}{2}\right)^{s}}{k^{\frac{3}{2}}} \\
& \lesssim \sum_{\substack{2 k+l=n \\
k \geq \geq 1, l \geq 0 \\
k \geq l}} \frac{1}{k}+\left(n+\frac{1}{2}\right)^{s} \sum_{k=1}^{n} \frac{1}{k^{\frac{3}{2}}} \lesssim\left(n+\frac{1}{2}\right)^{s}\left(\sum_{k=1}^{n} \frac{1}{k^{1+s}}+\sum_{k=1}^{n} \frac{1}{k^{\frac{3}{2}}}\right) \lesssim\left(n+\frac{1}{2}\right)^{s},
\end{aligned}
$$

since

$$
\tilde{\mu}_{k, l} \lesssim k^{\frac{1}{4}} \text { when } k \geq l, k \geq 1, l \geq 0 ; \quad \tilde{\mu}_{k, l} \lesssim\left(l+\frac{1}{2}\right)^{s} \text { when } 1 \leq k \leq l
$$

This implies that

$$
\left(\sum_{l=0}^{+\infty} \sum_{k=1}^{+\infty} \frac{\tilde{\mu}_{k, l}^{2}}{k^{\frac{3}{2}}\left(l+\frac{1}{2}\right)^{s}}\left\|h_{2 k+l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}^{2}\right)^{\frac{1}{2}} \lesssim\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{(r, 0)} .
$$

We conclude that there exists a positive constant $C_{r}>0$ such that for all $f, g, h \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right), t \geq 0$, $0 \leq \delta_{1} \leq 1,0<\delta_{2} \leq 1, j_{1}, j_{2} \geq 0$ with $j_{1}+j_{2} \leq 1$,

$$
\begin{aligned}
&\left|\left(\left(1+\delta_{1} \sqrt{\mathcal{H}}+\delta_{1}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{2}}(t) \Gamma\left(\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{1}} f,\left(M_{\delta_{2}}(t)\right)^{-1}\left(1+\delta_{1} \sqrt{\mathcal{H}}\right)^{j_{2}} g\right), h\right)_{(r, 0)}\right| \\
& \leq C_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{(r, 0)} .
\end{aligned}
$$

By taking $t=0, \delta_{1}=0, j_{1}=0$ and $j_{2}=0$, we obtain that

$$
\left|(\Gamma(f, g), h)_{(r, 0)}\right| \leq \frac{C_{r}}{1+\delta_{2}}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{(r, 0)} \leq C_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{(r, 0)}
$$

On the other hand, we deduce from Lemma 2.1 that

$$
\begin{aligned}
&(\Gamma(f, g), h)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}=\int_{\mathbb{R}^{2}}\left(\sum_{n=0}^{+\infty}\left(\sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l} f_{k}(x) g_{l}(x)\right) \psi_{n}(v)\right) \overline{h(x, v)} d x d v \\
&=\sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l} \int_{\mathbb{R}} f_{k}(x) g_{l}(x) \overline{h_{n}(x)} d x .
\end{aligned}
$$

It follows from the Sobolev imbedding that there exists a positive constant $c_{r}>0$ such that

$$
\begin{aligned}
&\left|(\Gamma(f, g), h)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \leq \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left\|f_{k}\right\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}\left\|h_{n}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)} \\
& \leq c_{r} \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}} \mid \alpha_{k, l}\| \| f_{k}\left\|_{H^{r}\left(\mathbb{R}_{x}\right)}\right\| g_{l}\left\|_{L^{2}\left(\mathbb{R}_{x}\right)}\right\| h_{n} \|_{L^{2}\left(\mathbb{R}_{x}\right)} .
\end{aligned}
$$

By substituting respectively $\left\|g_{l}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}$ to $\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}$ and $\left\|h_{n}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}$ to $\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}$ in formula (2.20), the very same previous estimates allow to obtain that there exists a positive constant $c_{r}>0$ such that

$$
\left|(\Gamma(f, g), h)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \leq c_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}
$$

Lastly, we deduce from Lemma 2.1 that

$$
\begin{aligned}
&\left(\Gamma\left(\left\langle D_{x}\right\rangle f, g\right), h\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}=\int_{\mathbb{R}^{2}}\left(\sum_{n=0}^{+\infty}\left(\sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l}\left(\left\langle D_{x}\right\rangle f_{k}\right)(x) g_{l}(x)\right) \psi_{n}(v)\right) \overline{h(x, v)} d x d v \\
&=\sum_{\substack{n=0 \\
k+l}}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l} \int_{\mathbb{R}}\left(\left\langle D_{x}\right\rangle f_{k}\right)(x) g_{l}(x) \overline{h_{n}(x)} d x .
\end{aligned}
$$

It follows from the one-dimensional Sobolev imbedding theorem that there exists a positive constant $c_{r}>0$ such that

$$
\begin{aligned}
\left|\left(\Gamma\left(\left\langle D_{x}\right\rangle f, g\right), h\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| & \leq \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left\|\left\langle D_{x}\right\rangle f_{k}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}\left\|g_{l} \overline{h_{n}}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)} \\
& \leq \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left\|f_{k}\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}\left\|h_{n}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)} \\
& \leq c_{r} \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}} \mid \alpha_{k, l}\| \| f_{k}\left\|_{H^{1}\left(\mathbb{R}_{x}\right)}\right\| g_{l}\left\|_{H^{r}\left(\mathbb{R}_{x}\right)}\right\| h_{n} \|_{L^{2}\left(\mathbb{R}_{x}\right)} .
\end{aligned}
$$

By substituting respectively $\left\|f_{k}\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}$ to $\left\|f_{k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}$ and $\left\|h_{n}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}$ to $\left\|h_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}$ in formula (2.20), the very same previous estimates allow to obtain that there exists a positive constant $c_{r}>0$ such that

$$
\left|\left(\Gamma\left(\left\langle D_{x}\right\rangle f, g\right), h\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \leq c_{r}\|f\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}
$$

This ends the proof of Lemma 2.4.
We shall also need the following a priori estimates:
Lemma 2.5. Let $r>1 / 2$. Then, there exists a positive constant $c_{r}>0$ such that for all $f, g \in$ $\mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
\left\|\mathcal{H}^{-s} \Gamma(f, g)\right\|_{(r, 0)} \leq c_{r}\|f\|_{(r, 0)}\|g\|_{(r, 0)} .
$$

Proof. Let $r>1 / 2$ and $f, g, h \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$. We decompose these functions into the Hermite basis in the velocity variable

$$
f=\sum_{n=0}^{+\infty} f_{n}(x) \psi_{n}(v), \quad g=\sum_{n=0}^{+\infty} g_{n}(x) \psi_{n}(v), \quad h=\sum_{n=0}^{+\infty} h_{n}(x) \psi_{n}(v)
$$

with

$$
f_{n}(x)=\left(f(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}, \quad g_{n}(x)=\left(g(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}, \quad h_{n}(x)=\left(h(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}
$$

We also consider the functions

$$
\begin{equation*}
\tilde{g}=\mathcal{H}^{-\frac{s}{2}} g=\sum_{n=0}^{+\infty} \tilde{g}_{n}(x) \psi_{n}(v), \quad \tilde{h}=\mathcal{H}^{-\frac{s}{2}} h=\sum_{n=0}^{+\infty} \tilde{h}_{n}(x) \psi_{n}(v), \tag{2.22}
\end{equation*}
$$

whose coefficients satisfy

$$
\tilde{g}_{n}=\left(n+\frac{1}{2}\right)^{-\frac{s}{2}} g_{n}, \quad \tilde{h}_{n}=\left(n+\frac{1}{2}\right)^{-\frac{s}{2}} h_{n}
$$

We deduce from Lemma 2.1 and (2.22) that

$$
\begin{aligned}
& \left(\mathcal{H}^{-s} \Gamma(f, g), h\right)_{(r, 0)}=\left(\mathcal{H}^{-\frac{s}{2}} \Gamma(f, g), \tilde{h}\right)_{(r, 0)} \\
= & \int_{\mathbb{R}^{2}}\left\langle D_{x}\right\rangle^{r} \mathcal{H}^{-\frac{s}{2}}\left(\sum_{n=0}^{+\infty}\left(\sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l} f_{k} g_{l}\right) \psi_{n}(v)\right) \overline{\left\langle D_{x}\right\rangle^{r} \tilde{h}(x, v)} d x d v \\
= & \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}} \alpha_{k, l}\left(n+\frac{1}{2}\right)^{-\frac{s}{2}} \int_{\mathbb{R}}\left\langle D_{x}\right\rangle^{r}\left(f_{k} g_{l}\right) \overline{\left\langle D_{x}\right\rangle^{r} \tilde{h}_{n}} d x .
\end{aligned}
$$

It follows from (2.17) that

$$
\begin{aligned}
\left|\left(\mathcal{H}^{-s} \Gamma(f, g), h\right)_{(r, 0)}\right| & \leq \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left(l+\frac{1}{2}\right)^{-\frac{s}{2}}\left\|f_{k} g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|\tilde{h}_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \\
& \leq C_{r} \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left(l+\frac{1}{2}\right)^{-\frac{s}{2}}\left\|f_{k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|g_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|\tilde{h}_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)} \\
& \leq C_{r} \sum_{n=0}^{+\infty} \sum_{\substack{k+l=n \\
k, l \geq 0}}\left|\alpha_{k, l}\right|\left\|f_{k}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|\tilde{g}_{l}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}\left\|\tilde{h}_{n}\right\|_{H^{r}\left(\mathbb{R}_{x}\right)}
\end{aligned}
$$

By using the very same previous estimates as in (2.20) in the proof of Lemma 2.4, we deduce that

$$
\left|\left(\mathcal{H}^{-s} \Gamma(f, g), h\right)_{(r, 0)}\right| \lesssim\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}\right\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{h}\right\|_{(r, 0)}
$$

that is

$$
\left|\left(\mathcal{H}^{-s} \Gamma(f, g), h\right)_{(r, 0)}\right| \lesssim\|f\|_{(r, 0)}\|g\|_{(r, 0)}\|h\|_{(r, 0)} .
$$

This implies that

$$
\left\|\mathcal{H}^{-s} \Gamma(f, g)\right\|_{(r, 0)} \lesssim\|f\|_{(r, 0)}\|g\|_{(r, 0)} .
$$

This ends the proof of Lemma 2.5.

## 3. Hypoelliptic estimate for the principal part of the linear inhomogeneous Kac operator

We consider the operator acting in the velocity variable

$$
\begin{equation*}
P=i v \xi+a_{0}^{w}\left(v, D_{v}\right) \tag{3.1}
\end{equation*}
$$

with parameter $\xi \in \mathbb{R}$, where the operator $A=a_{0}^{w}\left(v, D_{v}\right)$ stands for the pseudodifferential operator

$$
a_{0}^{w}\left(v, D_{v}\right) u=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} e^{i(v-w) \eta} a_{0}\left(\frac{v+w}{2}, \eta\right) u(w) d w d \eta
$$

defined by the Weyl quantization of the symbol

$$
\begin{equation*}
a_{0}(v, \eta)=c_{0}\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s} \tag{3.2}
\end{equation*}
$$

with some constants $c_{0}>0,0<s<1$. This operator corresponds to the principal part of the linear inhomogeneous Kac operator

$$
v \partial_{x}+\mathcal{K},
$$

on the Fourier side in the position variable.
Let $\psi$ be a $C_{0}^{\infty}(\mathbb{R},[0,1])$ function satisfying

$$
\psi=1 \text { on }[-1,1], \quad \operatorname{supp} \psi \subset[-2,2] .
$$

We define the real-valued symbol

$$
\begin{equation*}
g=-\frac{\xi \eta}{\lambda^{\frac{2 s+2}{2 s+1}}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right) \tag{3.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=\left(1+v^{2}+\eta^{2}+\xi^{2}\right)^{\frac{1}{2}} \tag{3.4}
\end{equation*}
$$

The variable $\eta$ stands for the Fourier dual variable of the velocity variable $v$, whereas the variable $\xi$ denotes the Fourier dual variable of the position variable $x$. We aim at establishing the following result:

Lemma 3.1. Let $P$ be the operator defined in (3.1) and $G=g^{w}$ the selfadjoint operator defined by the Weyl quantization of the symbol (3.3). Then, the operator $G$ is uniformly bounded on $L^{2}\left(\mathbb{R}_{v}\right)$ with respect to the parameter $\xi \in \mathbb{R}$, and there exist some positive constants $0<\varepsilon_{0} \leq 1, c_{1}, c_{2}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}, u \in \mathscr{S}\left(\mathbb{R}_{v}\right), \xi \in \mathbb{R}$,

$$
\operatorname{Re}(P u,(1-\varepsilon G) u)_{L^{2}\left(\mathbb{R}_{v}\right)} \geq c_{1}\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}\left(\mathbb{R}_{v}\right)}^{2}+c_{1} \varepsilon\langle\xi\rangle^{\frac{2 s}{2 s+1}}\|u\|_{L^{2}\left(\mathbb{R}_{v}\right)}^{2}-c_{2}\|u\|_{L^{2}\left(\mathbb{R}_{v}\right)}^{2},
$$

where $\mathcal{H}=-\Delta_{v}+\frac{v^{2}}{4}$ stands for the harmonic oscillator.
This lemma is an adaptation to the fractional diffusion case of the hypoelliptic estimate proven in [24] (Proposition 2.1) for the Kramers-Fokker-Planck operator. Following standard notations [25, 29], we consider the following metrics on the phase space $\mathbb{R}_{v, \eta}^{2}$,

$$
\begin{equation*}
\Gamma_{0}=\frac{d v^{2}+d \eta^{2}}{\langle(v, \eta)\rangle^{2}}, \quad \Gamma_{1}=\frac{d v^{2}+d \eta^{2}}{M(v, \eta, \xi)} \tag{3.5}
\end{equation*}
$$

with

$$
\begin{equation*}
M(v, \eta, \xi)=1+v^{2}+\eta^{2}+\lambda^{\frac{2}{2 s+1}}=1+v^{2}+\eta^{2}+\left(1+v^{2}+\eta^{2}+\xi^{2}\right)^{\frac{1}{2 s+1}} \tag{3.6}
\end{equation*}
$$

Notice that the second metric depends on the parameter $\xi \in \mathbb{R}$.
For a positive function $\mu \geq 1$, we define the space $S\left(\mu, \Gamma_{0}\right)$ as the set of functions $a \in C^{\infty}\left(\mathbb{R}_{v, \eta}^{2}, \mathbb{C}\right)$ possibly depending on the parameter $\xi$ satisfying

$$
\forall \alpha \in \mathbb{N}^{2}, \exists C_{\alpha}>0, \forall(v, \eta, \xi) \in \mathbb{R}^{3}, \quad\left|\partial_{v, \eta}^{\alpha} a(v, \eta, \xi)\right| \leq C_{\alpha} \mu(v, \eta, \xi)\langle(v, \eta)\rangle^{-|\alpha|}
$$

whereas the space $S\left(\mu, \Gamma_{1}\right)$ corresponds to $C^{\infty}\left(\mathbb{R}_{v, \eta}^{2}, \mathbb{C}\right)$ functions depending on the parameter $\xi$ satisfying

$$
\forall \alpha \in \mathbb{N}^{2}, \exists C_{\alpha}>0, \forall(v, \eta, \xi) \in \mathbb{R}^{3}, \quad\left|\partial_{v, \eta}^{\alpha} a(v, \eta, \xi)\right| \leq C_{\alpha} \mu(v, \eta, \xi) M(v, \eta, \xi)^{-\frac{|\alpha|}{2}}
$$

The metrics $\Gamma_{0}$ and $\Gamma_{1}$ are admissible (slowly varying, satisfying the uncertainty principle and temperate), see Appendix (Section 6.4). In addition, we need to verify some properties for the weight $\mu \geq 1$ with respect to the metric $\Gamma_{j}$, namely the slowly varying property of $\mu$ with respect to $\Gamma_{j}$, for the function space $S\left(\mu, \Gamma_{j}\right)$ to enjoy nice symbolic calculus properties. In the present work, we shall work in the symbol classes

$$
S\left(\langle(v, \eta)\rangle^{m}, \Gamma_{0}\right), \quad S\left(M^{m}, \Gamma_{1}\right)
$$

with $m \in \mathbb{R}$, which enjoy nice symbolic calculus since the function $\langle(v, \eta)\rangle^{m}$ is a $\Gamma_{0}$-slowly varying weight and that the function $M$ is a $\Gamma_{1}$-slowly varying weight uniformly with respect to the parameter $\xi \in \mathbb{R}$, see Appendix (Section 6.4). The gain functions in the symbolic calculus associated to these two symbol classes $S\left(\langle(v, \eta)\rangle^{m}, \Gamma_{0}\right)$ and $S\left(M^{m}, \Gamma_{1}\right)$ are respectively given by

$$
\Lambda_{\Gamma_{0}}=\langle(v, \eta)\rangle^{2}, \quad \Lambda_{\Gamma_{1}}=M(v, \eta, \xi)
$$

On the other hand, let us notice that the following inclusion holds

$$
\begin{equation*}
S\left(m, \Gamma_{1}\right) \subset S\left(m, \Gamma_{0}\right) \tag{3.7}
\end{equation*}
$$

because

$$
\begin{equation*}
\langle(v, \eta)\rangle^{2} \leq M(v, \eta, \xi) \tag{3.8}
\end{equation*}
$$

In the following, we shall frequently use the equivalence of norms

$$
\begin{equation*}
\forall r \in \mathbb{R}, \exists C_{r}>0, \frac{1}{C_{r}}\left\|\mathcal{H}^{r} u\right\|_{L^{2}} \leq\left\|\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{r}\right) u\right\|_{L^{2}} \leq C_{r}\left\|\mathcal{H}^{r} u\right\|_{L^{2}} \tag{3.9}
\end{equation*}
$$

where $\mathcal{H}=-\Delta_{v}+\frac{v^{2}}{4}$ stands for the harmonic oscillator. This natural link between pseudodifferential calculus and functional calculus may be readily deduced from [23] (Proposition 4.5). We begin by proving the following symbolic estimates:

Lemma 3.2. For all $m \in \mathbb{R}$, the following symbols belong to their respective function spaces
i) $\langle\xi\rangle^{m} \in S\left(\lambda^{m}, \Gamma_{1}\right)$
ii) $\lambda^{m} \in S\left(\lambda^{m}, \Gamma_{1}\right) \quad$ iii) $\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right) \in S\left(1, \Gamma_{1}\right) \quad$ iv) $g \in S\left(1, \Gamma_{1}\right)$
v) $\frac{\xi^{2}}{\lambda^{\frac{2 s+2}{2 s+1}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right) \in S\left(M, \Gamma_{1}\right) \quad \text { vi) }\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s} \in S\left(M, \Gamma_{1}\right), ~(1)}$
uniformly with respect to the parameter $\xi \in \mathbb{R}$.
Proof. The assertion $i$ ) is trivial since the term $\langle\xi\rangle^{m}$ is independent of the variables $(v, \eta)$. On the other hand, we easily derive from (3.4) and (3.6) that

$$
\forall \alpha \in \mathbb{N}^{2}, \quad\left|\partial_{v, \eta}^{\alpha}\left(\lambda^{m}\right)\right| \lesssim \lambda^{m-|\alpha|} \lesssim \lambda^{m} M^{-\frac{|\alpha|}{2}},
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$, since the estimate $M^{\frac{1}{2}} \lesssim \lambda$ holds uniformly with respect to $\xi \in \mathbb{R}$. This proves the assertion $i i$ ). Regarding the assertion $i i i)$, we first notice that on the support of the function

$$
\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)
$$

the estimate $\eta^{2}+v^{2} \leq 2 \lambda^{\frac{2}{2 s+1}}$ implies that

$$
M^{\frac{1}{2}} \sim \lambda^{\frac{1}{2 s+1}}
$$

and

$$
\left|\partial_{v, \eta}^{\alpha}\left(\eta^{2}+v^{2}\right)\right| \lesssim \begin{cases}\lambda^{\frac{2}{2 s+1}} & \text { when }|\alpha|=0 \\ \lambda^{\frac{1}{2 s+1}} & \text { when }|\alpha|=1 \\ 1 & \text { when }|\alpha|=2 \\ 0 & \text { when }|\alpha| \geq 3\end{cases}
$$

The assertion $i i i$ ) then directly follows from assertion $i i)$. Next, we notice that on the support of the function

$$
\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)
$$

the estimate $|\xi \eta| \lesssim \lambda^{\frac{2 s+2}{2 s+1}}$ implies that

$$
\left|\partial_{v, \eta}^{\alpha}(\xi \eta)\right| \lesssim \begin{cases}\lambda^{\frac{2 s+2}{2 s+1}} & \text { when }|\alpha|=0 \\ \lambda & \text { when }|\alpha|=1 \\ 0 & \text { when }|\alpha| \geq 2\end{cases}
$$

Recalling that in this region $M^{\frac{1}{2}} \sim \lambda^{\frac{1}{2 s+1}}$, the assertion $i v$ ) is then a direct consequence of (3.3) and the assertions $i i$ ) and $i i i$ ). Recalling that $0<s<1$, we deduce from (3.6), $i$ ), ii), iii) that

$$
\frac{\xi^{2}}{\lambda^{\frac{2 s+2}{2 s+1}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right) \in S\left(\lambda^{\frac{2 s}{2 s+1}}, \Gamma_{1}\right) \subset S\left(M, \Gamma_{1}\right), \text {, }, \text {. }}
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. This proves the assertion $v$ ). Regarding the last assertion, we first notice that

$$
\begin{equation*}
M^{\frac{1}{2}} \sim\langle(v, \eta)\rangle \tag{3.10}
\end{equation*}
$$

on the support of the function

$$
1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)
$$

where $\eta^{2}+v^{2} \geq \lambda^{\frac{2}{2 s+1}}$. By using that

$$
\partial_{v, \eta}^{\alpha}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}\right) \lesssim\langle(v, \eta)\rangle^{2 s-|\alpha|}
$$

we deduce from iii) and (3.10) that

$$
\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s} \in S\left(M^{s}, \Gamma_{1}\right) \subset S\left(M, \Gamma_{1}\right) .
$$

This proves the assertion $v i$ ). This ends the proof of Lemma 3.2.

The following lemma shows that up to controlled terms and a weight factor $\lambda^{\frac{2 s+2}{2 s+1}}$, the Poisson bracket

$$
H_{p_{1}} g=\left\{p_{1}, g\right\}=\frac{\partial p_{1}}{\partial \eta} \frac{\partial g}{\partial v}-\frac{\partial p_{1}}{\partial v} \frac{\partial g}{\partial \eta}
$$

with $p_{1}=v \xi$ the symbol associated to the transport part of $P$, lets appear the elliptic symbol

$$
\left\{p_{1},-\xi \eta\right\}=\xi^{2}
$$

in the region of the phase space where $\eta^{2}+v^{2} \lesssim \lambda^{\frac{2}{2 s+1}}$.
Lemma 3.3. With $p_{1}=v \xi$, we have

$$
H_{p_{1}} g=\{v \xi, g\}=\frac{\xi^{2}}{\lambda^{\frac{2 s+2}{2 s+1}}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)+r,
$$

with a remainder $r$ belonging to the symbol class $S\left(\langle(v, \eta)\rangle^{2 s}, \Gamma_{0}\right)$ uniformly with respect to the parameter $\xi \in \mathbb{R}$.

Proof. Recalling the definition (3.3), an explicit computation of the Poisson bracket

$$
H_{p_{1}} g=\left\{p_{1}, g\right\}=\{v \xi, g\}
$$

gives that
with

$$
r=\xi^{2} \eta \partial_{\eta}\left(\lambda^{\frac{2 s+2}{2 s+1}}\right) \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)+\frac{\xi^{2} \eta}{\lambda^{\frac{2 s+2}{2 s+1}}} \partial_{\eta}\left[\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right] .
$$

Recalling that $M^{\frac{1}{2}} \sim \lambda^{\frac{1}{2 s+1}}$ on the support of the function

$$
\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)
$$

we notice that in this region

$$
\left|\partial_{v, \eta}^{\alpha}\left(\xi^{2} \eta\right)\right| \lesssim\left\{\begin{array} { l l } 
{ \lambda ^ { \frac { 4 s + 3 } { 2 s + 1 } } } & { \text { when } | \alpha | = 0 , }  \tag{3.11}\\
{ \lambda ^ { 2 } } & { \text { when } | \alpha | = 1 , } \\
{ 0 } & { \text { when } | \alpha | \geq 2 }
\end{array} \quad | \partial _ { v , \eta } ^ { \alpha } ( \xi ^ { 2 } \eta ^ { 2 } ) | \lesssim \left\{\begin{array}{ll}
\lambda^{\frac{4 s+4}{2 s+1}} & \text { when }|\alpha|=0 \\
\lambda^{\frac{4 s+3}{2 s+1}} & \text { when }|\alpha|=1 \\
\lambda^{2} & \text { when }|\alpha|=2 \\
0 & \text { when }|\alpha| \geq 3
\end{array}\right.\right.
$$

because $\eta^{2}+v^{2} \leq 2 \lambda^{\frac{2}{2 s+1}}$, and we therefore deduce from Lemma 3.2 and (3.11) that

$$
\xi^{2} \eta \partial_{\eta}\left(\lambda^{-\frac{2 s+2}{2 s+1}}\right) \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)=-\frac{2 s+2}{2 s+1} \xi^{2} \eta^{2} \lambda^{-\frac{6 s+4}{2 s+1}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right) \in S\left(\lambda^{-\frac{2 s}{2 s+1}}, \Gamma_{1}\right) \subset S\left(1, \Gamma_{1}\right)
$$

and

$$
\frac{\xi^{2} \eta}{\lambda^{\frac{2 s+2}{2 s+1}} \partial_{\eta}\left[\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right] \in S\left(\lambda^{\frac{2 s}{2 s+1}}, \Gamma_{1}\right) . . . . . . .}
$$

By using now that

$$
\eta^{2}+v^{2} \sim \lambda^{\frac{2}{2 s+1}} \quad \text { on the support of } \quad \psi^{\prime}\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)
$$

it follows that

$$
\frac{\xi^{2} \eta}{\lambda^{\frac{2 s+2}{2 s+1}}} \partial_{\eta}\left[\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right] \in S\left(\langle(v, \eta)\rangle^{2 s}, \Gamma_{1}\right)
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. This implies that the remainder $r$ belongs to the symbol class $S\left(\langle(v, \eta)\rangle^{2 s}, \Gamma_{1}\right)$ uniformly with respect to the parameter $\xi \in \mathbb{R}$. Finally, we deduce from (3.7) and (3.8) that the remainder $r$ belongs to the symbol class $S\left(\langle(v, \eta)\rangle^{2 s}, \Gamma_{0}\right)$ uniformly with respect to the parameter $\xi \in \mathbb{R}$. The proof of Lemma 3.3 is complete.

We shall now prove Lemma 3.1. Let $\varepsilon$ be a positive parameter satisfying $0<\varepsilon \leq 1$. We consider the multiplier $G=g^{w}$ defined by the Weyl quantization of the symbol (3.3). It follows from (3.1) that

$$
\begin{align*}
& \operatorname{Re}(P u,(1-\varepsilon G) u)_{L^{2}\left(\mathbb{R}_{v}\right)}=\operatorname{Re}\left(a_{0}^{w}\left(v, D_{v}\right) u, u\right)_{L^{2}\left(\mathbb{R}_{v}\right)}-\varepsilon \operatorname{Re}(i v \xi u, G u)_{L^{2}\left(\mathbb{R}_{v}\right)}  \tag{3.12}\\
&-\varepsilon \operatorname{Re}\left(a_{0}^{w}\left(v, D_{v}\right) u, G u\right)_{L^{2}\left(\mathbb{R}_{v}\right)} .
\end{align*}
$$

We have

$$
\begin{equation*}
\operatorname{Re}\left(a_{0}^{w}\left(v, D_{v}\right) u, u\right)_{L^{2}\left(\mathbb{R}_{v}\right)}=\left(a_{0}^{w}\left(v, D_{v}\right) u, u\right)_{L^{2}\left(\mathbb{R}_{v}\right)}, \tag{3.13}
\end{equation*}
$$

since the symbol $a_{0}$ is real-valued. In order to estimate the first term, we use some symbolic calculus in the class $S\left(\langle(v, \eta)\rangle^{s}, \Gamma_{0}\right)$, and notice that

$$
\begin{equation*}
a_{0}-c_{0}\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}} \sharp^{w}\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}} \in S\left(\langle(v, \eta)\rangle^{2 s-2}, \Gamma_{0}\right) \subset S\left(1, \Gamma_{0}\right), \tag{3.14}
\end{equation*}
$$

since $0<s<1$. Then, it follows from (3.9) that there exist some positive constants $C, \tilde{c}_{0}>0$ such that for all $u \in \mathscr{S}\left(\mathbb{R}_{v}\right)$,

$$
\begin{equation*}
\left(a_{0}^{w}\left(v, D_{v}\right) u, u\right)_{L^{2}} \geq c_{0}\left\|\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right) u\right\|_{L^{2}}^{2}-C\|u\|_{L^{2}}^{2} \geq \tilde{c}_{0}\left\|\mathcal{H}{ }^{\frac{s}{2}} u\right\|_{L^{2}}^{2}-C\|u\|_{L^{2}}^{2} \tag{3.15}
\end{equation*}
$$

Now, it remains to estimate the two last terms appearing in (3.12). We begin by noticing from Lemma 3.2 that the operator $G=g^{w}$ is uniformly bounded on $L^{2}\left(\mathbb{R}_{v}\right)$ with respect to the parameter $\xi \in \mathbb{R}$. By using (3.9) and (3.14), it follows that
(3.16) $\operatorname{Re}\left(a_{0}^{w}\left(v, D_{v}\right) u, G u\right)_{L^{2}}$

$$
=c_{0} \operatorname{Re}\left(\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right) u, \mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right) G u\right)_{L^{2}}+\mathcal{O}\left(\|u\|_{L^{2}}^{2}\right)=R_{1}+R_{2}+\mathcal{O}\left(\|u\|_{L^{2}}^{2}\right),
$$

with

$$
\begin{gather*}
R_{1}=c_{0} \operatorname{Re}\left(\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right) u, G \mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right) u\right)_{L^{2}}=\mathcal{O}\left(\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2}\right),  \tag{3.17}\\
R_{2}=c_{0} \operatorname{Re}\left(\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right) u,\left[\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right), g^{w}\right] u\right)_{L^{2}} \tag{3.18}
\end{gather*}
$$

We notice from Lemma 3.2, (3.7) and (3.8) that

$$
g \in S\left(1, \Gamma_{0}\right)
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. Then, some symbolic calculus shows that

$$
\begin{equation*}
\left[\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right), g^{w}\right] \in \mathrm{Op}^{w}\left(S\left(\langle(v, \eta)\rangle^{s-2}, \Gamma_{0}\right)\right) \subset \mathrm{Op}^{w}\left(S\left(1, \Gamma_{0}\right)\right) \tag{3.19}
\end{equation*}
$$

since $0<s<1$. It therefore follows from (3.9), (3.16), (3.17), (3.18) and (3.19) that

$$
\begin{equation*}
\operatorname{Re}\left(a_{0}^{w}\left(v, D_{v}\right) u, G u\right)_{L^{2}}=\mathcal{O}\left(\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2}\right), \tag{3.20}
\end{equation*}
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. Regarding the last term, we may write

$$
\begin{equation*}
-\operatorname{Re}(i v \xi u, G u)_{L^{2}}=\frac{1}{2}([i v \xi, G] u, u)_{L^{2}} \tag{3.21}
\end{equation*}
$$

since the operators $G$ and $i v \xi$ are respectively formally selfadjoint and skew-selfadjoint on $L^{2}$. Some symbolic calculus shows that the Weyl symbol of the commutator

$$
\begin{equation*}
2^{-1}[i v \xi, G], \tag{3.22}
\end{equation*}
$$

is exactly given by

$$
\begin{equation*}
2^{-1}\{v \xi, g\} \tag{3.23}
\end{equation*}
$$

Then, Lemma 3.3 shows that the symbol of this commutator may be written as

$$
\begin{equation*}
\frac{1}{2}\{v \xi, g\}=\frac{\xi^{2}}{2 \lambda^{\frac{2 s+2}{2 s+1}}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)+r \tag{3.24}
\end{equation*}
$$

with a remainder term $r \in S\left(\langle(v, \eta)\rangle^{2 s}, \Gamma_{0}\right) \subset S\left(\langle(v, \eta)\rangle^{2}, \Gamma_{0}\right)$ uniformly with respect to the parameter $\xi \in \mathbb{R}$. The symbol $r$ is therefore a first order symbol for the symbolic calculus associated to the class $S\left(\langle(v, \eta)\rangle^{2}, \Gamma_{0}\right)$. By noticing that

$$
|r| \lesssim\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}
$$

we deduce from the Gårding inequality (see e.g. [29], Theorem 2.5.4) applied in the class

$$
S\left(\langle(v, \eta)\rangle^{2}, \Gamma_{0}\right)
$$

that

$$
\begin{equation*}
\left|\left(r^{w} u, u\right)_{L^{2}}\right| \leq\left(\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}\right) u, u\right)_{L^{2}}+\mathcal{O}\left(\|u\|_{L^{2}}^{2}\right) \tag{3.25}
\end{equation*}
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. We deduce from (3.2), (3.9), (3.14) and (3.25) that

$$
\begin{equation*}
\left|\left(r^{w} u, u\right)_{L^{2}}\right| \lesssim\left\|\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{\frac{s}{2}}\right) u\right\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}=\mathcal{O}\left(\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2}\right) \tag{3.26}
\end{equation*}
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. Setting

$$
\begin{equation*}
\Psi=\frac{\xi^{2}}{2 \lambda^{\frac{2 s+2}{2 s+1}}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right) \tag{3.27}
\end{equation*}
$$

it follows from $(3.21),(3.22),(3.23),(3.24)$ and (3.26) that there exists a positive constant $c>0$ such that for all $u \in \mathscr{S}\left(\mathbb{R}_{v}\right), \xi \in \mathbb{R}$,

$$
\begin{equation*}
-\operatorname{Re}(i v \xi u, G u)_{L^{2}} \geq\left(\Psi^{w} u, u\right)_{L^{2}}-c\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2} \tag{3.28}
\end{equation*}
$$

Then, we deduce from (3.12), (3.13), (3.15), (3.20) and (3.28) that

$$
\operatorname{Re}(P u,(1-\varepsilon G) u)_{L^{2}} \geq \tilde{c}_{0}\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2}+\varepsilon\left(\Psi^{w} u, u\right)_{L^{2}}-C\|u\|_{L^{2}}^{2}-\varepsilon \mathcal{O}\left(\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2}\right)
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. We can therefore find a value of the parameter $0<\varepsilon_{0} \leq 1$ and a new positive constant $C>0$ such that for all $u \in \mathscr{S}\left(\mathbb{R}_{v}\right), 0<\varepsilon \leq \varepsilon_{0}, \xi \in \mathbb{R}$,

$$
\begin{equation*}
\operatorname{Re}(P u,(1-\varepsilon G) u)_{L^{2}} \geq \frac{1}{2} \tilde{c}_{0}\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2}+\varepsilon\left(\Psi^{w} u, u\right)_{L^{2}}-C\|u\|_{L^{2}}^{2} \tag{3.29}
\end{equation*}
$$

By considering separately the two regions of the phase space where

$$
\eta^{2}+v^{2} \lesssim \lambda^{\frac{2}{2 s+1}}, \quad \eta^{2}+v^{2} \gtrsim \lambda^{\frac{2}{2 s+1}}
$$

according to the support of the function

$$
\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)
$$

we notice that one can find a positive constant $c_{1}>0$ such that for all $(v, \eta, \xi) \in \mathbb{R}^{3}$,

$$
\begin{equation*}
\frac{\xi^{2}}{2 \lambda^{\frac{2 s+2}{2 s+1}}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)+\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s} \geq c_{1} \lambda^{\frac{2 s}{2 s+1}} \geq c_{1}\langle\xi\rangle^{\frac{2 s}{2 s+1}} \tag{3.30}
\end{equation*}
$$

We notice from Lemma 3.2 and (3.6) that

$$
\frac{\xi^{2}}{2 \lambda^{\frac{2 s+2}{2 s+1}}} \psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right), \quad\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}, \quad\langle\xi\rangle^{\frac{2 s}{2 s+1}}
$$

are all first order symbols in the class $S\left(M, \Gamma_{1}\right)$ uniformly with respect to the parameter $\xi \in \mathbb{R}$. It follows from (3.27), (3.30) and the Gårding inequality that there exists a positive constant $c_{2}>0$ such that for all $\xi \in \mathbb{R}, u \in \mathscr{S}\left(\mathbb{R}_{v}\right)$,

$$
\begin{align*}
&\left(\Psi^{w} u, u\right)_{L^{2}}+\left(\mathrm{Op}^{w}\left(\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}\right) u, u\right)_{L^{2}}  \tag{3.31}\\
& \geq c_{1}\langle\xi\rangle^{\frac{2 s}{2 s+1}}\|u\|_{L^{2}}^{2}-c_{2}\|u\|_{L^{2}}^{2}
\end{align*}
$$

On the other hand, we notice from Lemma 3.2, (3.7) and (3.8) that

$$
1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right) \in S\left(1, \Gamma_{1}\right) \subset S\left(1, \Gamma_{0}\right)
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. By using that

$$
\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s} \in S\left(\langle(v, \eta)\rangle^{2 s}, \Gamma_{0}\right) \subset S\left(\langle(v, \eta)\rangle^{2}, \Gamma_{0}\right)
$$

since $0<s<1$, it follows that

$$
\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s} \in S\left(\langle(v, \eta)\rangle^{2}, \Gamma_{0}\right)
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$. The two symbols

$$
\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}, \quad\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}
$$

are therefore first order symbols in the class $S\left(\langle(v, \eta)\rangle^{2}, \Gamma_{0}\right)$. Starting from the estimate

$$
\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s} \geq\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}
$$

another use of the Gårding inequality shows that there exists a positive constant $c_{3}>0$ such that for all $\xi \in \mathbb{R}, u \in \mathscr{S}\left(\mathbb{R}_{v}\right)$,

$$
\left(\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}\right) u, u\right)_{L^{2}} \geq\left(\mathrm{Op}^{w}\left(\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}\right) u, u\right)_{L^{2}}-c_{3}\|u\|_{L^{2}}^{2}
$$

By proceeding as in (3.25) and (3.26), we obtain that there exists a positive constant $c_{4}>0$ such that for all $\xi \in \mathbb{R}, u \in \mathscr{S}\left(\mathbb{R}_{v}\right)$,

$$
\begin{equation*}
\left(\mathrm{Op}^{w}\left(\left(1-\psi\left(\frac{\eta^{2}+v^{2}}{\lambda^{\frac{2}{2 s+1}}}\right)\right)\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{s}\right) u, u\right)_{L^{2}} \leq c_{4}\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2} \tag{3.32}
\end{equation*}
$$

We deduce from (3.29), (3.31) and (3.32) that for all $u \in \mathscr{S}\left(\mathbb{R}_{v}\right), 0<\varepsilon \leq \varepsilon_{0}, \xi \in \mathbb{R}$,

$$
\operatorname{Re}(P u,(1-\varepsilon G) u)_{L^{2}} \geq\left(2^{-1} \tilde{c}_{0}-c_{4} \varepsilon\right)\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}}^{2}+c_{1} \varepsilon\langle\xi\rangle^{\frac{2 s}{2 s+1}}\|u\|_{L^{2}}^{2}-\left(C+c_{2} \varepsilon\right)\|u\|_{L^{2}}^{2}
$$

We can therefore find some new positive constants $0<\varepsilon_{0} \leq 1, c_{1}, c_{2}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$, $u \in \mathscr{S}\left(\mathbb{R}_{v}\right), \xi \in \mathbb{R}$,

$$
\operatorname{Re}(P u,(1-\varepsilon G) u)_{L^{2}} \geq c_{1}\left\|\mathcal{H} \frac{s}{2} u\right\|_{L^{2}}^{2}+c_{1} \varepsilon\langle\xi\rangle^{\frac{2 s}{2 s+1}}\|u\|_{L^{2}}^{2}-c_{2}\|u\|_{L^{2}}^{2}
$$

This ends the proof of Lemma 3.1.

## 4. Local existence and uniqueness result

Following [5], we aim at establishing the local existence and the uniqueness for the Cauchy problem (1.7) with small initial $H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$-fluctuations. To that end, we begin by considering a linear equation with a source.
4.1. Local existence for a linear equation. We begin by proving the following existence result:

Lemma 4.1. There exist some positive constants $c_{0}>1, \varepsilon_{0}>0$ such that for all $T>0, g_{0} \in$ $H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right), f \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ satisfying

$$
\|f\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \varepsilon_{0}
$$

the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(f, g) \\
\left.g\right|_{t=0}=g_{0}
\end{array}\right.
$$

admits a weak solution $g \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ satisfying

$$
\|g\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}+\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq c_{0} e^{3 T}\left\|g_{0}\right\|_{(1,0)}
$$

Proof. Let $r>1 / 2, T>0$. We consider

$$
\mathcal{Q}=-\partial_{t}+\left(v \partial_{x}+\mathcal{K}-\Gamma(f, \cdot)\right)^{*},
$$

where the adjoint operator is taken with respect to the scalar product in $H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)$. We deduce from (1.11) and Lemma 2.4 that for all $h \in C^{\infty}\left([0, T], \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)\right)$, with $h(T)=0$ and $0 \leq t \leq T$,

$$
\begin{aligned}
& \operatorname{Re}(h(t), \mathcal{Q} h(t))_{(r, 0)} \\
= & -\frac{1}{2} \frac{d}{d t}\left(\|h\|_{(r, 0)}^{2}\right)+\operatorname{Re}\left(v \partial_{x} h, h\right)_{(r, 0)}+\operatorname{Re}(\mathcal{K} h, h)_{(r, 0)}-\operatorname{Re}(\Gamma(f, h), h)_{(r, 0)} \\
\geq & -\frac{1}{2} \frac{d}{d t}\left(\|h(t)\|_{(r, 0)}^{2}\right)+\frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} h(t)\right\|_{(r, 0)}^{2}-\|h(t)\|_{(r, 0)}^{2}-C_{r}\|f(t)\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} h(t)\right\|_{(r, 0)}^{2},
\end{aligned}
$$

since $\mathcal{K}$ is a selfadjoint operator and $\operatorname{Re}\left(v \partial_{x} h, h\right)_{(r, 0)}=0$. When

$$
\begin{equation*}
\|f\|_{L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \frac{1}{4 C C_{r}} \tag{4.1}
\end{equation*}
$$

it follows from the Cauchy-Schwarz inequality that for all $0 \leq t \leq T$,

$$
-\frac{d}{d t}\left(\|h(t)\|_{(r, 0)}^{2}\right)+\frac{3}{2 C}\left\|\mathcal{H}^{\frac{s}{2}} h(t)\right\|_{(r, 0)}^{2} \leq 2\|h(t)\|_{(r, 0)}\|\mathcal{Q} h(t)\|_{(r, 0)}+2\|h(t)\|_{(r, 0)}^{2}
$$

that is

$$
-\frac{d}{d t}\left(e^{2 t}\|h(t)\|_{(r, 0)}^{2}\right)+\frac{3}{2 C} e^{2 t}\left\|\mathcal{H}^{\frac{s}{2}} h(t)\right\|_{(r, 0)}^{2} \leq 2 e^{2 t}\|h(t)\|_{(r, 0)}\|\mathcal{Q} h(t)\|_{(r, 0)}
$$

We obtain that for all $0 \leq t \leq T$,

$$
\begin{aligned}
& \|h(t)\|_{(r, 0)}^{2}+\frac{3}{2 C}\left\|\mathcal{H}^{\frac{s}{2}} h\right\|_{L^{2}\left([t, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq\|h(t)\|_{(r, 0)}^{2}+\frac{3}{2 C} \int_{t}^{T} e^{2(\tau-t)}\left\|\mathcal{H}^{\frac{s}{2}} h(\tau)\right\|_{(r, 0)}^{2} d \tau \\
\leq & 2 \int_{t}^{T} e^{2(\tau-t)}\|h(\tau)\|_{(r, 0)}\|\mathcal{Q} h(\tau)\|_{(r, 0)} d \tau \leq 2 e^{2 T}\|h\|_{L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\|\mathcal{Q} h\|_{L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)},
\end{aligned}
$$

since $h(T)=0$. We deduce that for all $h \in C^{\infty}\left([0, T], \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)\right)$, with $h(T)=0$,

$$
\begin{equation*}
\|h\|_{L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq 2 e^{2 T}\|\mathcal{Q} h\|_{L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \tag{4.2}
\end{equation*}
$$

We consider the vector subspace

$$
\mathcal{W}=\left\{w=\mathcal{Q} h: h \in C^{\infty}\left([0, T], \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)\right), h(T)=0\right\} \subset L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)
$$

This inclusion holds since according to Lemma 2.5,

$$
\begin{aligned}
\left|\left(\Gamma(f, \cdot)^{*} h, g\right)_{(r, 0)}\right|=\left|(h, \Gamma(f, g))_{(r, 0)}\right| & =\left|\left(\mathcal{H}^{s} h, \mathcal{H}^{-s} \Gamma(f, g)\right)_{(r, 0)}\right| \\
\leq & \left\|\mathcal{H}^{-s} \Gamma(f, g)\right\|_{(r, 0)}\left\|\mathcal{H}^{s} h\right\|_{(r, 0)} \leq c_{r}\|f\|_{(r, 0)}\|g\|_{(r, 0)}\left\|\mathcal{H}^{s} h\right\|_{(r, 0)}
\end{aligned}
$$

we have

$$
\left\|\Gamma(f, \cdot)^{*} h\right\|_{(r, 0)} \leq c_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{s} h\right\|_{(r, 0)}
$$

Let $g_{0} \in H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)$. We define the linear functional

$$
\begin{aligned}
\mathcal{G}: \quad \mathcal{W} & \longrightarrow \mathbb{C} \\
w=\mathcal{Q} h & \mapsto\left(g_{0}, h(0)\right)_{(r, 0)},
\end{aligned}
$$

where $h \in C^{\infty}\left([0, T], \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)\right)$, with $h(T)=0$. According to (4.2), the operator $\mathcal{Q}$ is injective. The linear functional $\mathcal{G}$ is therefore well-defined. It follows from (4.2) that $\mathcal{G}$ is a continuous linear form on $\left(\mathcal{W},\|\cdot\|_{L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\right)$,

$$
\begin{aligned}
& |\mathcal{G}(w)| \leq\left\|g_{0}\right\|_{(r, 0)}\|h(0)\|_{(r, 0)} \leq\left\|g_{0}\right\|_{(r, 0)}\|h\|_{L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \\
& \quad \leq 2 e^{2 T}\left\|g_{0}\right\|_{(r, 0)}\|\mathcal{Q} h\|_{L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}=2 e^{2 T}\left\|g_{0}\right\|_{(r, 0)}\|w\|_{L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}
\end{aligned}
$$

By using the Hahn-Banach theorem, $\mathcal{G}$ may be extended as a continuous linear form on

$$
L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right),
$$

with a norm smaller than $2 e^{2 T}\left\|g_{0}\right\|_{(r, 0)}$. It follows that there exists $g \in L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ satisfying

$$
\|g\|_{L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq 2 e^{2 T}\left\|g_{0}\right\|_{(r, 0)}
$$

such that

$$
\forall w \in L^{1}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right), \quad \mathcal{G}(w)=\int_{0}^{T}(g(t), w(t))_{(r, 0)} d t
$$

This implies in particular that for all $h \in \mathscr{F}=C_{0}^{\infty}\left((-\infty, T), \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)\right)$,

$$
\mathcal{G}(\mathcal{Q} h)=\int_{0}^{T}(g(t), \mathcal{Q} h(t))_{(r, 0)} d t=\left(g_{0}, h(0)\right)_{(r, 0)} .
$$

This shows that $g \in L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ is a weak solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(f, g)  \tag{4.3}\\
\left.g\right|_{t=0}=g_{0}
\end{array}\right.
$$

We deduce from (1.9), (1.10), (4.1) and Lemma 2.5 that

$$
\begin{equation*}
\mathcal{H}^{-s} \mathcal{K} g \in L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right), \quad \mathcal{H}^{-s} \Gamma(f, g) \in L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right) \tag{4.4}
\end{equation*}
$$

since $f \in L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$. We define

$$
\begin{equation*}
g_{\delta}=\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} g, \quad 0<\delta \leq 1 \tag{4.5}
\end{equation*}
$$

We notice that

$$
\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) g_{\delta} \in L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right) \subset L^{2}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)
$$

On the other hand, we deduce from (4.3) that

$$
\begin{aligned}
\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \partial_{t} g_{\delta} & =\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-2} \mathcal{H}^{s} \mathcal{H}^{-s} \Gamma(f, g) \\
& -\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-2}\left(v \partial_{x} g\right)-\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-2} \mathcal{H}^{s} \mathcal{H}^{-s} \mathcal{K} g .
\end{aligned}
$$

It follows from (4.4) that

$$
\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \partial_{t} g_{\delta} \in L^{\infty}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right) \subset L^{2}\left([0, T], H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)
$$

since $0<s<1$. A direct adaptation of Theorem 3 in [17] (Section 5.9) shows that the mapping

$$
t \mapsto\left\|g_{\delta}(t)\right\|_{(r, 0)}^{2}
$$

is absolutely continuous with

$$
\begin{equation*}
\frac{d}{d t}\left\|g_{\delta}(t)\right\|_{(r, 0)}^{2}=2 \operatorname{Re}\left(\partial_{t} g_{\delta}(t), g_{\delta}(t)\right)_{(r, 0)} \tag{4.6}
\end{equation*}
$$

By using the multiplier in $H^{(r, 0)}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
h_{\delta}=\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-2} g
$$

we deduce from (1.9), (4.5) and (4.6) that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(\left\|g_{\delta}(t)\right\|_{(r, 0)}^{2}\right)+\operatorname{Re}\left(\mathcal{K} g_{\delta}, g_{\delta}\right)_{(r, 0)}+\operatorname{Re}\left(v \partial_{x} g_{\delta}, g_{\delta}\right)_{(r, 0)} \\
\quad & +\operatorname{Re}\left(\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, v\right]\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) \partial_{x} g_{\delta}, g_{\delta}\right)_{(r, 0)} \\
= & \operatorname{Re}\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(f,\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) g_{\delta}\right), g_{\delta}\right)_{(r, 0)},
\end{aligned}
$$

since $\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, \mathcal{K}\right]=0$. We deduce from (1.11) that for all $0 \leq t \leq T, 0<\delta \leq 1$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|g_{\delta}(t)\right\|_{(r, 0)}^{2}\right)+\frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}(t)\right\|_{(r, 0)}^{2}-\left\|g_{\delta}(t)\right\|_{(r, 0)}^{2}  \tag{4.7}\\
\leq & \left|\left(\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, v\right]\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) \partial_{x} g_{\delta}, g_{\delta}\right)_{(r, 0)}\right| \\
+ & \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(f,(1+\delta \sqrt{\mathcal{H}}) g_{\delta}\right), g_{\delta}\right)_{(r, 0)}\right| \\
+ & \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(f, \delta\left\langle D_{x}\right\rangle g_{\delta}\right), g_{\delta}\right)_{(r, 0)}\right|
\end{align*}
$$

since $\mathcal{K}$ is a selfadjoint operator and $\operatorname{Re}\left(v \partial_{x} g_{\delta}, g_{\delta}\right)_{(r, 0)}=0$. We deduce from Lemma 2.4 with $t=0$, $\delta_{1}=\delta, j_{1}=0$ and $j_{2}=1$ that for all $0<\delta \leq 1$,

$$
\begin{equation*}
\left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(f,(1+\delta \sqrt{\mathcal{H}}) g_{\delta}\right), g_{\delta}\right)_{(r, 0)}\right| \leq C_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}\right\|_{(r, 0)}^{2} \tag{4.8}
\end{equation*}
$$

On the other hand, it follows from Lemma 2.4 that for all $0<\delta \leq 1$,

$$
\begin{align*}
& \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(f, \delta\left\langle D_{x}\right\rangle g_{\delta}\right), g_{\delta}\right)_{(r, 0)}\right|  \tag{4.9}\\
= & \left|\left(\Gamma\left(f,\left\langle D_{x}\right\rangle g_{\delta}\right), \delta\left\langle D_{x}\right\rangle^{2 r}\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} g_{\delta}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \\
\leq & C_{r}\|f\|_{(r, 0)}\left\|\left\langle D_{x}\right\rangle \mathcal{H}^{\frac{s}{2}} g_{\delta}\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\left\|\delta\left\langle D_{x}\right\rangle^{2 r}\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \mathcal{H}^{\frac{s}{2}} g_{\delta}\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \\
\leq & C_{r}\|f\|_{(r, 0)}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}\right\|_{(2 r-1,0)},
\end{align*}
$$

since

$$
\left\|\delta\left\langle D_{x}\right\rangle\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq 1
$$

Next, we check that the operator $\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, v\right]\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) \partial_{x}$ is uniformly bounded on $L^{2}\left(\mathbb{R}_{x, v}^{2}\right)$ with respect to the parameter $0<\delta \leq 1$. Let $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$. We decompose this function into the Hermite basis in the velocity variable

$$
f(x, v)=\sum_{n=0}^{+\infty} f_{n}(x) \psi_{n}(v), \quad f_{n}(x)=\left(f(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}
$$

By using the creation and annihilation operators $v=A_{+}+A_{-}$, we deduce from (6.3) and (6.4) that

$$
\begin{aligned}
& {\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, v\right]\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) \partial_{x} f } \\
= & \sum_{n=0}^{+\infty} \sqrt{n+1} \frac{\delta\left(\sqrt{n+\frac{1}{2}}-\sqrt{n+\frac{3}{2}}\right)}{1+\delta \sqrt{n+\frac{3}{2}}+\delta\left\langle D_{x}\right\rangle} \partial_{x} f_{n}(x) \psi_{n+1}(v) \\
+ & \sum_{n=0}^{+\infty} \sqrt{n} \frac{\delta\left(\sqrt{n+\frac{1}{2}}-\sqrt{n-\frac{1}{2}}\right)}{1+\delta \sqrt{n-\frac{1}{2}}+\delta\left\langle D_{x}\right\rangle} \partial_{x} f_{n}(x) \psi_{n-1}(v) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \left\|\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, v\right]\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) \partial_{x} f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2} \\
\leq & \sum_{n=0}^{+\infty} \frac{2 n+2}{\left(\sqrt{n+\frac{1}{2}}+\sqrt{n+\frac{3}{2}}\right)^{2}}\left\|\left(1+\delta \sqrt{n+\frac{3}{2}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \delta \partial_{x} f_{n}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}^{2} \\
+ & \sum_{n=1}^{+\infty} \frac{2 n}{\left(\sqrt{n+\frac{1}{2}}+\sqrt{n-\frac{1}{2}}\right)^{2}}\left\|\left(1+\delta \sqrt{n-\frac{1}{2}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \delta \partial_{x} f_{n}\right\|_{L^{2}\left(\mathbb{R}_{x}\right)}^{2} .
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\left\|\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, v\right]\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) \partial_{x} f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2} \leq 4\|f\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2} \tag{4.10}
\end{equation*}
$$

By taking $r=1$, we deduce from (4.7), (4.8), (4.9) and (4.10) that for all $0 \leq t \leq T, 0<\delta \leq 1$,

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|g_{\delta}(t)\right\|_{(1,0)}^{2}\right)+\frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}(t)\right\|_{(1,0)}^{2} \leq 3\left\|g_{\delta}(t)\right\|_{(1,0)}^{2}+2 C_{1}\|f(t)\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}(t)\right\|_{(1,0)}^{2}
$$

When the source satisfies (4.1) with $r=1$, we obtain that for all $0 \leq t \leq T, 0<\delta \leq 1$,

$$
\frac{d}{d t}\left(\left\|g_{\delta}(t)\right\|_{(1,0)}^{2}\right)+\frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}(t)\right\|_{(1,0)}^{2} \leq 6\left\|g_{\delta}(t)\right\|_{(1,0)}^{2}
$$

It follows that for all $0 \leq t \leq T, 0<\delta \leq 1$,

$$
\left\|g_{\delta}(t)\right\|_{(1,0)}^{2}+\frac{1}{C} \int_{0}^{t} e^{6(t-\tau)}\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}(\tau)\right\|_{(1,0)}^{2} d \tau \leq e^{6 t}\left\|\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} g_{0}\right\|_{(1,0)}^{2}
$$

This implies that for all $0<\delta \leq 1$,

$$
\left\|g_{\delta}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}+\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq(C+1) e^{6 T}\left\|g_{0}\right\|_{(1,0)}^{2}
$$

Finally, by writing

$$
\begin{gathered}
\left\|g_{\delta}(t)\right\|_{(1,0)}^{2}=\frac{1}{2 \pi} \sum_{n=0}^{+\infty} \int_{\mathbb{R}}\langle\xi\rangle^{2}\left(1+\delta \sqrt{n+\frac{1}{2}}+\delta\langle\xi\rangle\right)^{-2}\left|\mathcal{F}_{x} g_{n}(t, \xi)\right|^{2} d \xi, \\
\left\|\mathcal{H}^{\frac{s}{2}} g_{\delta}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}=\int_{0}^{T} \sum_{n=0}^{+\infty}\left(n+\frac{1}{2}\right)^{s} \int_{\mathbb{R}}\langle\xi\rangle^{2}\left(1+\delta \sqrt{n+\frac{1}{2}}+\delta\langle\xi\rangle\right)^{-2}\left|\mathcal{F}_{x} g_{n}(t, \xi)\right|^{2} \frac{d \xi d t}{2 \pi},
\end{gathered}
$$

with $g_{n}=\left(g(t, x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}$, where $\mathcal{F}_{x}$ denotes the partial Fourier transform in the position variable, we deduce from the monotone convergence theorem by passing to the limit when $\delta \rightarrow 0_{+}$ that

$$
\|g\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}+\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq(C+1) e^{6 T}\left\|g_{0}\right\|_{(1,0)}^{2}
$$

This ends the proof of Lemma 4.1.
4.2. Convergence of approximate solutions. We prove the existence of a local solution for the Cauchy problem associated to the spatially inhomogeneous Kac equation with small initial fluctuations belonging to $H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$ as the limit of a sequence of approximate solutions:
Theorem 4.2. Let $T>0$. Then, there exist some positive constants $c_{0}>1, \varepsilon_{0}>0$ such that for all $g_{0} \in H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$ satisfying

$$
\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{0}
$$

the Cauchy problem associated to the spatially inhomogeneous Kac equation

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(g, g)  \tag{4.11}\\
\left.g\right|_{t=0}=g_{0}
\end{array}\right.
$$

admits a weak solution $g \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ satisfying

$$
\|g\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}+\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq c_{0}\left\|g_{0}\right\|_{(1,0)}
$$

Proof. Let $0<\lambda<1, T>0$ and $g_{0} \in H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$ be an initial fluctuation satisfying

$$
\begin{equation*}
\left\|g_{0}\right\|_{(1,0)} \leq \tilde{\varepsilon}_{0}, \quad \text { with } \quad 0<\tilde{\varepsilon}_{0}=\inf \left(\frac{\varepsilon_{0}}{c_{0} e^{3 T}}, \frac{1}{4 C C_{1} c_{0} e^{3 T}}, \frac{\lambda}{2 \sqrt{2 C} C_{1} c_{0} e^{6 T}}\right) \leq \varepsilon_{0} \tag{4.12}
\end{equation*}
$$

where $c_{0}>1, \varepsilon_{0}, C_{1}, C>0$ are the constants defined in (1.11) and Lemmas 2.4, 4.1. We define

$$
\begin{equation*}
\tilde{g}_{0}(t)=\exp \left(-\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) g_{0}, \quad 0 \leq t \leq T \tag{4.13}
\end{equation*}
$$

with $0 \leq \delta \leq 1$. We notice that

$$
\begin{equation*}
\left.\left.\left\|\tilde{g}_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\right)} \mathbb{R}_{x, v}^{2}\right)\right) \leq\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{0} . \tag{4.14}
\end{equation*}
$$

We deduce from (4.14) and Lemma 4.1 that we can construct a sequence of solutions $\left(\tilde{g}_{n}\right)_{n \geq 0}$ belonging to $L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ and satisfying the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} \tilde{g}_{n+1}+v \partial_{x} \tilde{g}_{n+1}+\mathcal{K} \tilde{g}_{n+1}=\Gamma\left(\tilde{g}_{n}, \tilde{g}_{n+1}\right), \quad n \geq 0  \tag{4.15}\\
\left.\tilde{g}_{n+1}\right|_{t=0}=g_{0}
\end{array}\right.
$$

together with the estimates

$$
\begin{equation*}
\left\|\tilde{g}_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}+\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq c_{0} e^{3 T}\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{0} \tag{4.16}
\end{equation*}
$$

for all $n \geq 1$. Indeed, if we assume that for some $n \geq 0$,

$$
\left\|\tilde{g}_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \varepsilon_{0}
$$

we deduce from (4.12) and Lemma 4.1 that there exists a solution

$$
\tilde{g}_{n+1} \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)
$$

to the Cauchy problem (4.15) satisfying

$$
\left\|\tilde{g}_{n+1}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}+\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n+1}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq c_{0} e^{3 T}\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{0}
$$

Then, we consider the difference

$$
\begin{equation*}
w_{n}=\tilde{g}_{n+1}-\tilde{g}_{n} \tag{4.17}
\end{equation*}
$$

for any $n \geq 0$. We deduce from (4.15) that for all $n \geq 1$,

$$
\left\{\begin{array}{l}
\partial_{t} w_{n}+v \partial_{x} w_{n}+\mathcal{K} w_{n}=\Gamma\left(\tilde{g}_{n}, w_{n}\right)+\Gamma\left(w_{n-1}, \tilde{g}_{n}\right)  \tag{4.18}\\
\left.w_{n}\right|_{t=0}=0
\end{array}\right.
$$

We define

$$
\begin{equation*}
w_{n, \delta}=\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} w_{n}, \quad 0<\delta \leq 1 \tag{4.19}
\end{equation*}
$$

By using the multiplier $\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-2} w_{n}$ in $H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$, we deduce from (1.9) and (4.19) that

$$
\begin{aligned}
& \quad \frac{1}{2} \frac{d}{d t}\left(\left\|w_{n, \delta}\right\|_{(1,0)}^{2}\right)+\operatorname{Re}\left(\mathcal{K} w_{n, \delta}, w_{n, \delta}\right)_{(1,0)}+\operatorname{Re}\left(v \partial_{x} w_{n, \delta}, w_{n, \delta}\right)_{(1,0)} \\
& \quad+\operatorname{Re}\left(\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, v\right]\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) \partial_{x} w_{n, \delta}, w_{n, \delta}\right)_{(1,0)} \\
& = \\
& \quad \operatorname{Re}\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\tilde{g}_{n},\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) w_{n, \delta}\right), w_{n, \delta}\right)_{(1,0)} \\
& \quad+\operatorname{Re}\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right) w_{n-1, \delta}, \tilde{g}_{n}\right), w_{n, \delta}\right)_{(1,0)},
\end{aligned}
$$

since $\left[\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}, \mathcal{K}\right]=0$. We deduce from (1.11) and (4.10) that for all $0 \leq t \leq T$, $0<\delta \leq 1$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}\right)+\frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(t)\right\|_{(1,0)}^{2}-\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}  \tag{4.20}\\
\leq & 2\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}+\left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\tilde{g}_{n},(1+\delta \sqrt{\mathcal{H}}) w_{n, \delta}\right), w_{n, \delta}\right)_{(1,0)}\right| \\
+ & \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\tilde{g}_{n}, \delta\left\langle D_{x}\right\rangle w_{n, \delta}\right), w_{n, \delta}\right)_{(1,0)}\right| \\
+ & \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left((1+\delta \sqrt{\mathcal{H}}) w_{n-1, \delta}, \tilde{g}_{n}\right), w_{n, \delta}\right)_{(1,0)}\right| \\
+ & \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\delta\left\langle D_{x}\right\rangle w_{n-1, \delta}, \tilde{g}_{n}\right), w_{n, \delta}\right)_{(1,0)}\right|,
\end{align*}
$$

since $\mathcal{K}$ is a selfadjoint operator and $\operatorname{Re}\left(v \partial_{x} w_{n, \delta}, w_{n, \delta}\right)_{(1,0)}=0$. We deduce from Lemma 2.4 with $t=0, \delta_{1}=\delta$ and $\left(j_{1}, j_{2}\right)=(0,1)$ that for all $0<\delta \leq 1$,

$$
\begin{equation*}
\left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\tilde{g}_{n},(1+\delta \sqrt{\mathcal{H}}) w_{n, \delta}\right), w_{n, \delta}\right)_{(1,0)}\right| \leq C_{1}\left\|\tilde{g}_{n}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{(1,0)}^{2} \tag{4.21}
\end{equation*}
$$

We also deduce from Lemma 2.4 with $t=0, \delta_{1}=\delta$ and $\left(j_{1}, j_{2}\right)=(1,0)$ that for all $0<\delta \leq 1$,

$$
\begin{align*}
\mid\left(( 1 + \delta \sqrt { \mathcal { H } } + \delta \langle D _ { x } \rangle ) ^ { - 1 } \Gamma \left((1+\delta \sqrt{\mathcal{H}}) w_{n-1, \delta}\right.\right. & \left.\left., \tilde{g}_{n}\right), w_{n, \delta}\right)_{(1,0)} \mid  \tag{4.22}\\
& \leq C_{1}\left\|w_{n-1, \delta}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}\right\|_{(1,0)}\left\|\mathcal{H} \mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{(1,0)}
\end{align*}
$$

On the other hand, it follows from Lemma 2.4 with $r=1$ that for all $0<\delta \leq 1$,

$$
\begin{align*}
& \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\tilde{g}_{n}, \delta\left\langle D_{x}\right\rangle w_{n, \delta}\right), w_{n, \delta}\right)_{(1,0)}\right|  \tag{4.23}\\
= & \left|\left(\Gamma\left(\tilde{g}_{n},\left\langle D_{x}\right\rangle w_{n, \delta}\right), \delta\left\langle D_{x}\right\rangle^{2}\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} w_{n, \delta}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \\
\leq & C_{1}\left\|\tilde{g}_{n}\right\|_{(1,0)}\left\|\left\langle D_{x}\right\rangle \mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\left\|\delta\left\langle D_{x}\right\rangle^{2}\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \\
\leq & C_{1}\left\|\tilde{g}_{n}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{(1,0)}^{2},
\end{align*}
$$

since

$$
\begin{equation*}
\left\|\delta\left\langle D_{x}\right\rangle\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq 1 \tag{4.24}
\end{equation*}
$$

We also deduce from (4.24) and Lemma 2.4 with $r=1$ that for all $0<\delta \leq 1$,

$$
\begin{align*}
& \left|\left(\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \Gamma\left(\delta\left\langle D_{x}\right\rangle w_{n-1, \delta}, \tilde{g}_{n}\right), w_{n, \delta}\right)_{(1,0)}\right|  \tag{4.25}\\
= & \left|\left(\Gamma\left(\left\langle D_{x}\right\rangle w_{n-1, \delta}, \tilde{g}_{n}\right), \delta\left\langle D_{x}\right\rangle^{2}\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} w_{n, \delta}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right.}\right| \\
\leq & C_{1}\left\|w_{n-1, \delta}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}\right\|_{(1,0)}\left\|\delta\left\langle D_{x}\right\rangle^{2}\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} \mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \\
\leq & C_{1}\left\|w_{n-1, \delta}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{(1,0)} .
\end{align*}
$$

It follows from (4.20), (4.21), (4.22), (4.23) and (4.25) that
(4.26) $\quad \frac{1}{2} \frac{d}{d t}\left(\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}\right)+\frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(t)\right\|_{(1,0)}^{2} \leq 3\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}$

$$
+2 C_{1}\left\|\tilde{g}_{n}(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(t)\right\|_{(1,0)}^{2}+2 C_{1}\left\|w_{n-1, \delta}(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(t)\right\|_{(1,0)} .
$$

We deduce from (4.16) that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}\right)+\frac{3}{4 C}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(t)\right\|_{(1,0)}^{2} \leq 3\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2} \\
& \quad+2 e^{3 T} c_{0} C_{1}\left\|g_{0}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(t)\right\|_{(1,0)}^{2}+4 C C_{1}^{2}\left\|w_{n-1, \delta}(t)\right\|_{(1,0)}^{2}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}(t)\right\|_{(1,0)}^{2}
\end{aligned}
$$

It follows from (4.12) that
$\frac{d}{d t}\left(\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}\right)+\frac{1}{2 C}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(t)\right\|_{(1,0)}^{2} \leq 6\left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}+8 C C_{1}^{2}\left\|w_{n-1, \delta}(t)\right\|_{(1,0)}^{2}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}(t)\right\|_{(1,0)}^{2}$.
We deduce from (4.12), (4.16), (4.18) and (4.19) that for all $0 \leq t \leq T, 0<\delta \leq 1$,

$$
\begin{aligned}
& \left\|w_{n, \delta}(t)\right\|_{(1,0)}^{2}+\frac{1}{2 C} \int_{0}^{t} e^{6(t-\tau)}\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}(\tau)\right\|_{(1,0)}^{2} d \tau \\
\leq & 8 C C_{1}^{2} \int_{0}^{t} e^{6(t-\tau)}\left\|w_{n-1, \delta}(\tau)\right\|_{(1,0)}^{2}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}(\tau)\right\|_{(1,0)}^{2} d \tau \\
\leq & 8 C C_{1}^{2} e^{6 T}\left\|w_{n-1, \delta}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \\
\leq & \lambda^{2}\left\|w_{n-1, \delta}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} .
\end{aligned}
$$

It follows that for all $n \geq 1,0<\delta \leq 1$,

$$
\begin{gathered}
\left\|w_{n, \delta}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \lambda\left\|w_{n-1, \delta}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}, \\
\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \sqrt{2 C} \lambda\left\|w_{n-1, \delta}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} .
\end{gathered}
$$

Recalling (4.19), we obtain that for all $n \geq 1,0<\delta \leq 1$,

$$
\begin{aligned}
\left\|w_{n, \delta}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \lambda^{n}\left\|\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} w_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \\
\leq \lambda^{n}\left\|w_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \\
\left\|\mathcal{H}^{\frac{s}{2}} w_{n, \delta}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right) \leq \sqrt{2 C} \lambda^{n}\left\|\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} w_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}} \\
\leq \sqrt{2 C} \lambda^{n}\left\|w_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} .
\end{aligned}
$$

By passing to the limit when $\delta \rightarrow 0_{+}$, it follows from (4.19) and the monotone convergence theorem that for all $n \geq 1$,

$$
\begin{gather*}
\left\|w_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \lambda^{n}\left\|w_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)},  \tag{4.27}\\
\left\|\mathcal{H}^{\frac{s}{2}} w_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \sqrt{2 C} \lambda^{n}\left\|w_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \tag{4.28}
\end{gather*}
$$

We deduce from (4.17), (4.27) and (4.28) the convergence of the sequences

$$
\begin{gather*}
g=\lim _{n \rightarrow+\infty} \tilde{g}_{n} \quad \text { in } L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right),  \tag{4.29}\\
G=\lim _{n \rightarrow+\infty} \mathcal{H}^{\frac{s}{2}} \tilde{g}_{n} \quad \text { in } L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right) . \tag{4.30}
\end{gather*}
$$

Let $H=\mathbb{1}_{\mathbb{R}_{+}}$be the Heaviside function. The convergences

$$
\begin{gathered}
H(t) g=\lim _{n \rightarrow+\infty} H(t) \tilde{g}_{n} \quad \text { in } L^{\infty}\left((-\infty, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right), \\
H(t) G=\lim _{n \rightarrow+\infty} H(t) \mathcal{H}^{\frac{s}{2}} \tilde{g}_{n} \quad \text { in } L^{2}\left((-\infty, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right),
\end{gathered}
$$

imply

$$
\begin{equation*}
H(t) g=\lim _{n \rightarrow+\infty} H(t) \tilde{g}_{n}, \quad H(t) G=\lim _{n \rightarrow+\infty} H(t) \mathcal{H}^{\frac{s}{2}} \tilde{g}_{n} \quad \text { in } \mathscr{D}^{\prime}\left((-\infty, T), \mathscr{S}^{\prime}\left(\mathbb{R}_{x, v}^{2}\right)\right) \tag{4.31}
\end{equation*}
$$

We obtain that for all $\varphi \in \mathscr{F}=C_{0}^{\infty}\left((-\infty, T), \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)\right)$,

$$
\begin{aligned}
\langle H(t) G, \varphi\rangle_{\mathscr{F} *, \mathscr{F}}=\lim _{n \rightarrow+\infty}\left\langle H(t) \mathcal{H}^{\frac{s}{2}} \tilde{g}_{n}, \varphi\right\rangle_{\mathscr{F}^{*}, \mathscr{F}}= & \lim _{n \rightarrow+\infty}\left\langle H(t) \tilde{g}_{n}, \mathcal{H}^{\frac{s}{2}} \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}} \\
& =\left\langle H(t) g, \mathcal{H}^{\frac{s}{2}} \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}}=\left\langle H(t) \mathcal{H}^{\frac{s}{2}} g, \varphi\right\rangle_{\mathscr{F} *}, \mathscr{F},
\end{aligned}
$$

where $\mathscr{F}^{*}$ stands for the anti-dual (anti-linear forms) of $\mathscr{F}$ and where $\langle\cdot, \cdot\rangle_{\mathscr{F} *, \mathscr{F}}$ denotes the duality bracket. It follows that

$$
\begin{equation*}
G=\mathcal{H}^{\frac{s}{2}} g . \tag{4.32}
\end{equation*}
$$

By passing to the limit in the estimate (4.16), we deduce from (4.29), (4.30) and (4.32) that

$$
\|g\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}+\left\|\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq c_{0} e^{3 T}\left\|g_{0}\right\|_{(1,0)}
$$

We find as well from (4.31) that

$$
\begin{equation*}
\partial_{t}(H(t) g)=\lim _{n \rightarrow+\infty} \partial_{t}\left(H(t) \tilde{g}_{n}\right), \quad H(t) v \partial_{x} g=\lim _{n \rightarrow+\infty} H(t) v \partial_{x} \tilde{g}_{n} \tag{4.33}
\end{equation*}
$$

with limits in $\mathscr{F}^{*}$. It follows from (1.9), (1.10) and (4.31) that

$$
\begin{equation*}
H(t) \mathcal{K} g=\lim _{n \rightarrow+\infty} H(t) \mathcal{K} \tilde{g}_{n} \tag{4.34}
\end{equation*}
$$

with limit in $\mathscr{F}^{*}$. On the other hand, we obtain that for all $\varphi \in \mathscr{F}$,

$$
\begin{align*}
&\left|\left\langle H(t) \Gamma\left(\tilde{g}_{n}, \tilde{g}_{n+1}\right), \varphi\right\rangle_{\mathscr{F} *}, \mathscr{F}-\langle H(t) \Gamma(g, g), \varphi\rangle_{\mathscr{F} *, \mathscr{F}}\right|  \tag{4.35}\\
& \leq\left|\left\langle H(t) \Gamma\left(\tilde{g}_{n}-g, \tilde{g}_{n+1}\right), \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}}\right|+\left|\left\langle H(t) \Gamma\left(g, \tilde{g}_{n+1}-g\right), \varphi\right\rangle_{\mathscr{F} *}, \mathscr{F}\right| .
\end{align*}
$$

We deduce from Lemma 2.4 with $r=1$ that

$$
\begin{aligned}
\left|\left\langle H(t) \Gamma\left(\tilde{g}_{n}-g, \tilde{g}_{n+1}\right), \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}}\right| & \leq \int_{\mathbb{R}} H(t)\left|\left(\Gamma\left(\tilde{g}_{n}-g, \tilde{g}_{n+1}\right), \varphi\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| d t \\
& \leq C_{1} \int_{0}^{T}\left\|\tilde{g}_{n}(t)-g(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n+1}(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \varphi(t)\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} d t
\end{aligned}
$$

It follows from (4.16) that

$$
\begin{align*}
& \left|\left\langle H(t) \Gamma\left(\tilde{g}_{n}-g, \tilde{g}_{n+1}\right), \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}}\right|  \tag{4.36}\\
\leq & C_{1}\left\|\tilde{g}_{n}-g\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n+1}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\left\|\mathcal{H}^{\frac{s}{2}} \varphi\right\|_{L^{2}\left([0, T], L^{2}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \\
\leq & \varepsilon_{0} C_{1}\left\|\mathcal{H}^{\frac{s}{2}} \varphi\right\|_{L^{2}\left([0, T], L^{2}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\left\|\tilde{g}_{n}-g\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} .
\end{align*}
$$

We deduce from (4.29) and (4.36) that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left\langle H(t) \Gamma\left(\tilde{g}_{n}-g, \tilde{g}_{n+1}\right), \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}}=0 . \tag{4.37}
\end{equation*}
$$

We deduce from Lemma 2.4 with $r=1$ that

$$
\begin{aligned}
&\left|\left\langle H(t) \Gamma\left(g, \tilde{g}_{n+1}-g\right), \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}}\right| \leq \int_{\mathbb{R}} H(t)\left|\left(\Gamma\left(g, \tilde{g}_{n+1}-g\right), \varphi\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| d t \\
& \leq C_{1} \int_{0}^{T}\|g(t)\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n+1}(t)-\mathcal{H}^{\frac{s}{2}} g(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} \varphi(t)\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} d t .
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \left|\left\langle H(t) \Gamma\left(g, \tilde{g}_{n+1}-g\right), \varphi\right\rangle_{\mathscr{F} *, \mathscr{F}}\right|  \tag{4.38}\\
& \quad \leq C_{1}\|g\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\left\|\mathcal{H}^{\frac{s}{2}} \varphi\right\|_{L^{2}\left([0, T], L^{2}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\left\|\mathcal{H}^{\frac{s}{2}} \tilde{g}_{n+1}-\mathcal{H}^{\frac{s}{2}} g\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} .
\end{align*}
$$

We deduce from (4.30) and (4.38) that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} H(t) \Gamma\left(g, \tilde{g}_{n+1}-g\right)=0 \tag{4.39}
\end{equation*}
$$

with limit in $\mathscr{F}^{*}$. It follows from (4.35), (4.37) and (4.39) that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} H(t) \Gamma\left(\tilde{g}_{n}, \tilde{g}_{n+1}\right)=H(t) \Gamma(g, g), \tag{4.40}
\end{equation*}
$$

with limit in $\mathscr{F}^{*}$. We deduce from (4.15), (4.33), (4.34) and (4.40) that

$$
\partial_{t}(H(t) g)+v \partial_{x} H(t) g+\mathcal{K} H(t) g=H(t) \Gamma(g, g)+\delta_{0}(t) \otimes g_{0},
$$

that is,

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(g, g) \\
g_{\mid t=0}=g_{0}
\end{array}\right.
$$

This ends the proof of Theorem 4.2.
4.3. Uniqueness. The following result provides the uniqueness for the Cauchy problem (4.11) in Theorem 4.2 when the initial fluctuation is sufficiently small $\left\|g_{0}\right\|_{(1,0)} \ll 1$.

Theorem 4.3. Let $T>0$. Then, there exists a positive constant $\tilde{\varepsilon}_{0}>0$ such that if

$$
g_{1}, g_{2} \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)
$$

are two solutions of the Cauchy problem associated to the spatially inhomogeneous Kac equation

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(g, g)  \tag{4.41}\\
\left.g\right|_{t=0}=g_{0}
\end{array}\right.
$$

with the same initial fluctuation

$$
g_{0} \in H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right), \quad\left\|g_{0}\right\|_{(1,0)} \leq \tilde{\varepsilon}_{0}
$$

satisfying

$$
\left\|g_{j}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \tilde{\varepsilon}_{0}, \quad \mathcal{H}^{\frac{s}{2}} g_{j} \in L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right), \quad j=1,2
$$

Then, the two solutions are identical

$$
\forall 0 \leq t \leq T, \quad g_{1}(t)=g_{2}(t)
$$

Proof. Let $g_{1}, g_{2} \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ be two solutions of the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} g+v \partial_{x} g+\mathcal{K} g=\Gamma(g, g) \\
\left.g\right|_{t=0}=g_{0}
\end{array}\right.
$$

associated to the same initial datum

$$
g_{0} \in H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right), \quad\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{0}
$$

satisfying

$$
\begin{equation*}
\left\|g_{j}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \frac{3}{8 C C_{1}}, \quad \mathcal{H}^{\frac{s}{2}} g_{j} \in L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right), \quad j=1,2 \tag{4.42}
\end{equation*}
$$

where $C, C_{1}, \varepsilon_{0}>0$ are the constants defined in (1.11), Lemma 2.4 and Theorem 4.2. We consider the difference $f=g_{1}-g_{2}$. This function satisfies the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} f+v \partial_{x} f+\mathcal{K} f=\Gamma\left(g_{1}, f\right)+\Gamma\left(f, g_{2}\right)  \tag{4.43}\\
\left.f\right|_{t=0}=0
\end{array}\right.
$$

We define

$$
\begin{equation*}
f_{\delta}=\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} f, \quad 0<\delta \leq 1 \tag{4.44}
\end{equation*}
$$

By proceeding as in (4.18) and (4.19), we use the multiplier $\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-2} f$ in $H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)$. The very same arguments allow to prove as in (4.26) that for all $0<\delta \leq 1$,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|f_{\delta}(t)\right\|_{(1,0)}^{2} & +\frac{1}{C}\left\|\mathcal{H}^{\frac{s}{2}} f_{\delta}(t)\right\|_{(1,0)}^{2} \leq 3\left\|f_{\delta}(t)\right\|_{(1,0)}^{2} \\
& +2 C_{1}\left\|g_{1}(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} f_{\delta}(t)\right\|_{(1,0)}^{2}+2 C_{1}\left\|f_{\delta}(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} g_{2}(t)\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} f_{\delta}(t)\right\|_{(1,0)}
\end{aligned}
$$

It follows from (4.42) that for all $0<\delta \leq 1$,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|f_{\delta}(t)\right\|_{(1,0)}^{2}+\frac{3}{4 C}\left\|\mathcal{H}^{\frac{s}{2}} f_{\delta}(t)\right\|_{(1,0)}^{2} \\
\leq & 3\left\|f_{\delta}(t)\right\|_{(1,0)}^{2}+2 C_{1}\left\|g_{1}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\left\|\mathcal{H}^{\frac{s}{2}} f_{\delta}(t)\right\|_{(1,0)}^{2}+4 C C_{1}^{2}\left\|f_{\delta}(t)\right\|_{(1,0)}^{2}\left\|\mathcal{H}^{\frac{s}{2}} g_{2}(t)\right\|_{(1,0)}^{2} \\
\leq & 3\left\|f_{\delta}(t)\right\|_{(1,0)}^{2}+\frac{3}{4 C}\left\|\mathcal{H}^{\frac{s}{2}} f_{\delta}(t)\right\|_{(1,0)}^{2}+4 C C_{1}^{2}\left\|f_{\delta}(t)\right\|_{(1,0)}^{2}\left\|\mathcal{H}^{\frac{s}{2}} g_{2}(t)\right\|_{(1,0)}^{2} .
\end{aligned}
$$

We deduce that for all $0<\delta \leq 1$,

$$
\frac{d}{d t}\left\|f_{\delta}(t)\right\|_{(1,0)}^{2} \leq 8\left\|f_{\delta}(t)\right\|_{(1,0)}^{2}\left(1+C C_{1}^{2}\left\|\mathcal{H}^{\frac{s}{2}} g_{2}(t)\right\|_{(1,0)}^{2}\right)
$$

that is,

$$
\frac{d}{d t}\left(\left\|f_{\delta}(t)\right\|_{(1,0)}^{2} \exp \left(-8 t-8 C C_{1}^{2} \int_{0}^{t}\left\|\mathcal{H}^{\frac{s}{2}} g_{2}(\tau)\right\|_{(1,0)}^{2} d \tau\right)\right) \leq 0
$$

It follows from (4.42), (4.43) and (4.44) that for all $0<\delta \leq 1$,

$$
\begin{aligned}
\left\|f_{\delta}(t)\right\|_{(1,0)}^{2} & \leq\left\|\left(1+\delta \sqrt{\mathcal{H}}+\delta\left\langle D_{x}\right\rangle\right)^{-1} f(0)\right\|_{(1,0)}^{2} \exp \left(8 t+8 C C_{1}^{2} \int_{0}^{t}\left\|\mathcal{H}^{\frac{s}{2}} g_{2}(\tau)\right\|_{(1,0)}^{2} d \tau\right) \\
& \leq\|f(0)\|_{(1,0)}^{2} \exp \left(8 T+8 C C_{1}^{2}\left\|\mathcal{H}^{\frac{s}{2}} g_{2}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}\right)=0
\end{aligned}
$$

since $f(0)=0$. This proves that $f_{\delta}(t)=0$ for all $0 \leq t \leq T$. According to (4.44), this ends the proof of Theorem 4.3.

## 5. Gelfand-Shilov and Gevrey regularizing effect

We aim at establishing that the Cauchy problem (4.41) enjoys some Gelfand-Shilov regularizing properties with respect to the velocity variable and Gevrey regularizing properties with respect to the position variable.
5.1. A priori estimates with exponential weights. We begin by establishing some a priori estimates with exponential weights satisfied by the sequence of approximate solutions $\left(\tilde{g}_{n}\right)_{n \geq 0}$ defined in (4.15) for sufficiently small initial data:

Lemma 5.1. Let $T>0$. Then, there exist some positive constants $c, \varepsilon_{1}>0,0<\delta_{0} \leq 1$ such that for all initial data $\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{1}$, the sequence of approximate solutions $\left(\tilde{g}_{n}\right)_{n \geq 0}$ defined in (4.15) satisfies for all $0<\delta_{1} \leq 1,0 \leq \delta \leq \delta_{0}, n \geq 1$,

$$
\begin{align*}
\left\|M_{\delta_{1}}(\delta t) \tilde{g}_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} & +\left\|\mathcal{H}^{\frac{s}{2}} M_{\delta_{1}}(\delta t) \tilde{g}_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}  \tag{5.1}\\
& +\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} M_{\delta_{1}}(\delta t) \tilde{g}_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq c e^{c T}\left\|g_{0}\right\|_{(1,0)}^{2}
\end{align*}
$$

with

$$
M_{\delta_{1}}(t)=\frac{\exp \left(t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{1+\delta_{1} \exp \left(t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}
$$

Let $0 \leq \delta \leq 1$ and $0<\delta_{1} \leq 1$. We define

$$
\begin{equation*}
h_{n, \delta, \delta_{1}}=M_{\delta_{1}}(\delta t) \tilde{g}_{n}, \quad n \geq 0 . \tag{5.2}
\end{equation*}
$$

The functions $h_{n, \delta, \delta_{1}}$ depend on the parameters $0 \leq \delta \leq 1$ and $0<\delta_{1} \leq 1$. For simplicity, we omit this dependence in the notation and write $h_{n}$ for $h_{n, \delta, \delta_{1}}$. We notice from (4.13) that

$$
h_{0}(t)=\left(1+\delta_{1} \exp \left(\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)\right)^{-1} g_{0}, \quad 0 \leq t \leq T
$$

satisfies

$$
\begin{equation*}
\left\|h_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq\left\|g_{0}\right\|_{(1,0)} . \tag{5.3}
\end{equation*}
$$

By using that

$$
\tilde{g}_{n}=\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n}=\left(\delta_{1}+\exp \left(-\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)\right) h_{n},
$$

the equation

$$
\partial_{t} \tilde{g}_{n+1}+v \partial_{x} \tilde{g}_{n+1}+\mathcal{K} \tilde{g}_{n+1}=\Gamma\left(\tilde{g}_{n}, \tilde{g}_{n+1}\right)
$$

reads as

$$
\begin{gathered}
\left(M_{\delta_{1}}(\delta t)\right)^{-1} \partial_{t} h_{n+1}-\delta\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}} \exp \left(-\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) h_{n+1}+v \partial_{x}\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n+1} \\
+\left(M_{\delta_{1}}(\delta t)\right)^{-1} \mathcal{K} h_{n+1}=\Gamma\left(\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n},\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n+1}\right)
\end{gathered}
$$

since according to (1.9), the linearized Kac operator $\mathcal{K}=f(\mathcal{H})$ is a function of the harmonic oscillator acting only in the velocity variable, which therefore commutes with the exponential weight $\left(M_{\delta_{1}}(\delta t)\right)^{-1}$. It follows that

$$
\begin{align*}
& \partial_{t} h_{n+1}-\frac{\delta\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}}{1+\delta_{1} \exp \left(\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)} h_{n+1}+M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1} \partial_{x} h_{n+1}  \tag{5.4}\\
& \quad+\mathcal{K} h_{n+1}=M_{\delta_{1}}(\delta t) \Gamma\left(\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n},\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n+1}\right)
\end{align*}
$$

By integrating with respect to the $\xi$-variable and coming back to the direct side, we deduce from Lemma 3.1 and (3.3) that we can choose the positive parameter $0<\varepsilon \leq \varepsilon_{0}$ in order to ensure that the multiplier

$$
\begin{equation*}
Q=Q\left(v, D_{v}, D_{x}\right)=1-\varepsilon g^{w}\left(v, D_{v}, D_{x}\right) \tag{5.5}
\end{equation*}
$$

is a positive bounded isomorphism on $L^{2}\left(\mathbb{R}_{x, v}^{2}\right)$ such that for all $u \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
\begin{align*}
& \operatorname{Re}\left(\left(v \partial_{x}+a_{0}^{w}\left(v, D_{v}\right)\right) u, Q u\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \geq  \tag{5.6}\\
& \quad c_{1}\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2}+c_{1} \varepsilon\left\|\left\langle D_{x}\right\rangle^{\frac{s}{s+1}} u\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2}-c_{2}\|u\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2}
\end{align*}
$$

Furthermore, we notice from Lemma 3.2, (3.7) and (3.8) that the symbol $Q(\cdot, \xi)$ belongs to the symbol class $S\left(1, \Gamma_{0}\right)$ uniformly with respect to the parameter $\xi \in \mathbb{R}$. The operator $Q$ is therefore commuting with any operator of the type $f\left(D_{x}\right)$. It follows from (1.13), (1.14) and (5.6) that there exist some positive constants $c_{3}, c_{4}>0$ such that for all $u \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
\begin{equation*}
\operatorname{Re}\left(\left(v \partial_{x}+\mathcal{K}\right) u, Q u\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \geq c_{3}\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2}+c_{3}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} u\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2}-c_{4}\|u\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}^{2} \tag{5.7}
\end{equation*}
$$

Applying the estimate (5.7) to the function $\left\langle D_{x}\right\rangle u$, we obtain that for all $u \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
\begin{equation*}
\operatorname{Re}\left(\left(v \partial_{x}+\mathcal{K}\right) u,\left\langle D_{x}\right\rangle^{2} Q u\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \geq c_{3}\left\|\mathcal{H}^{\frac{s}{2}} u\right\|_{(1,0)}^{2}+c_{3}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} u\right\|_{(1,0)}^{2}-c_{4}\|u\|_{(1,0)}^{2} \tag{5.8}
\end{equation*}
$$

since the operator $\mathcal{K}$ only acts in the velocity variable. We define

$$
\begin{equation*}
h_{n, \delta_{2}}=\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1} h_{n}, \quad 0<\delta_{2} \leq 1 \tag{5.9}
\end{equation*}
$$

By using the multiplier

$$
\left\langle D_{x}\right\rangle^{2}\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1} Q\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1} h_{n+1}
$$

in $L^{2}\left(\mathbb{R}_{x, v}^{2}\right)$, we deduce from (5.4) that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|Q^{1 / 2} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+\operatorname{Re}\left(\mathcal{K} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \\
+ & \operatorname{Re}\left(\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1} \partial_{x} h_{n+1},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \\
- & \operatorname{Re}\left(\frac{\delta\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}}{1+\delta_{1} \exp \left(\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \\
= & \operatorname{Re}\left(\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{1}}(\delta t) \Gamma\left(\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n},\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n+1}\right), Q h_{n+1, \delta_{2}}\right)_{(1,0)},
\end{aligned}
$$

since $\left[\mathcal{K},\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1}\right]=0$. We obtain that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|Q^{1 / 2} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+\operatorname{Re}\left(\left(v \partial_{x}+\mathcal{K}\right) h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}  \tag{5.10}\\
+ & \operatorname{Re}\left(\left[A_{\delta_{1}, \delta_{2}}(\delta t) v\left(A_{\delta_{1}, \delta_{2}}(\delta t)\right)^{-1}-v\right] \partial_{x} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \\
\leq & \delta\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}\right\|_{(1,0)}\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{s+1}} Q h_{n+1, \delta_{2}}\right\|_{(1,0)} \\
+ & \left|\left(\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1} M_{\delta_{1}}(\delta t) \Gamma\left(\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n},\left(M_{\delta_{1}}(\delta t)\right)^{-1} h_{n+1}\right), Q h_{n+1, \delta_{2}}\right)_{(1,0)}\right|
\end{align*}
$$

with

$$
\begin{equation*}
A_{\delta_{1}, \delta_{2}}(\delta t)=\frac{M_{\delta_{1}}(\delta t)}{1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle}=\frac{e^{\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}}}{\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)\left(1+\delta_{1} e^{\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}}\right)} \tag{5.11}
\end{equation*}
$$

It follows from Lemma 2.4 with $r=1$, (5.8) and (5.10) that for all $0 \leq \delta \leq 1,0<\delta_{1} \leq 1$, $0<\delta_{2} \leq 1,0 \leq t \leq T$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|Q^{1 / 2} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+c_{3}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+c_{3}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}  \tag{5.12}\\
\leq & C_{1}\left\|h_{n}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} Q h_{n+1, \delta_{2}}\right\|_{(1,0)}+c_{4}\left\|h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2} \\
+ & \delta\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}\right\|_{(1,0)}\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{2 s+1}} Q h_{n+1, \delta_{2}}\right\|_{(1,0)} \\
+ & \left|\left(\left[A_{\delta_{1}, \delta_{2}}(\delta t) v\left(A_{\delta_{1}, \delta_{2}}(\delta t)\right)^{-1}-v\right] \partial_{x} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| .
\end{align*}
$$

We use the following instrumental lemmas:
Lemma 5.2. There exists a positive constant $c_{5}>0$ such that for all $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{2 s+1}} f\right\|_{(1,0)} \leq c_{5}\left\|\mathcal{H}^{\frac{s}{2}} f\right\|_{(1,0)}+c_{5}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} f\right\|_{(1,0)} .
$$

Proof. Let $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$. We decompose this function into the Hermite basis in the velocity variable

$$
f(x, v)=\sum_{n=0}^{+\infty} f_{n}(x) \psi_{n}(v)
$$

with

$$
f_{n}(x)=\left(f(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}
$$

We deduce from (2.11) that

$$
\begin{aligned}
& \left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{2 s+1}} f\right\|_{(1,0)}=\left(\frac{1}{2 \pi} \sum_{n=0}^{+\infty} \int_{\mathbb{R}}\langle\xi\rangle^{2}\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\left|\hat{f}_{n}(\xi)\right|^{2} d \xi\right)^{\frac{1}{2}} \\
\leq & \left(\sum_{n=0}^{+\infty} \int_{\mathbb{R}}\langle\xi\rangle^{2}\left[\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}+\langle\xi\rangle^{\frac{2 s}{2 s+1}}\right]\left|\hat{f}_{n}(\xi)\right|^{2} \frac{d \xi}{2 \pi}\right)^{\frac{1}{2}}=\left(\left\|\mathcal{H} \mathcal{H}^{\frac{s}{4 s+2}} f\right\|_{(1,0)}^{2}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} f\right\|_{(1,0)}^{2}\right)^{\frac{1}{2}} \\
\lesssim & \left\|\mathcal{H} \mathcal{H}^{\frac{s}{4 s+2}} f\right\|_{(1,0)}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} f\right\|_{(1,0)} \lesssim\left\|\mathcal{H}^{\frac{s}{2}} f\right\|_{(r, 0)}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} f\right\|_{(1,0)} .
\end{aligned}
$$

This ends the proof of Lemma 5.2.
Lemma 5.3. For all $0 \leq m \leq 1$, there exists a positive constant $\tilde{c}_{m}>0$ such that for all $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$,

$$
\left\|\mathcal{H}^{m} Q f\right\|_{(1,0)} \leq \tilde{c}_{m}\left\|\mathcal{H}^{m} f\right\|_{(1,0)}
$$

Proof. We notice from (3.9) that

$$
\begin{align*}
& \text { 13) }\left\|\mathcal{H}^{m} Q f\right\|_{(1,0)} \lesssim\left\|\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{m}\right) Q\left\langle D_{x}\right\rangle f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}  \tag{5.13}\\
& \leq\left\|Q \mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{m}\right)\left\langle D_{x}\right\rangle f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}+\left\|\left[\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{m}\right), Q\right]\left\langle D_{x}\right\rangle f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}
\end{align*}
$$

since $\left[Q,\left\langle D_{x}\right\rangle\right]=0$. By using again (3.9), it follows from the fact that the multiplier $Q$ is a bounded operator on $L^{2}\left(\mathbb{R}_{x, v}^{2}\right)$ that

$$
\begin{align*}
\left\|Q \mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{m}\right)\left\langle D_{x}\right\rangle f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \lesssim \| \mathrm{Op}^{w} & \left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{m}\right)\left\langle D_{x}\right\rangle f \|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}  \tag{5.14}\\
& \lesssim\left\|\mathcal{H}^{m}\left\langle D_{x}\right\rangle f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}=\left\|\mathcal{H}^{m} f\right\|_{(1,0)}
\end{align*}
$$

On the other hand, we notice from (3.7), (3.8), (5.5) and Lemma 3.2 that

$$
\left[\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{m}\right), Q\right] \in \mathrm{Op}^{w}\left(S\left(\langle(v, \eta)\rangle^{2 m-2}, \Gamma_{0}\right)\right) \subset \mathrm{Op}^{w}\left(S\left(1, \Gamma_{0}\right)\right)
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}$, because $0 \leq m \leq 1$. This implies that

$$
\begin{equation*}
\left\|\left[\mathrm{Op}^{w}\left(\left(1+\eta^{2}+\frac{v^{2}}{4}\right)^{m}\right), Q\right]\left\langle D_{x}\right\rangle f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \lesssim\left\|\left\langle D_{x}\right\rangle f\right\|_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}=\|f\|_{(1,0)} \tag{5.15}
\end{equation*}
$$

We deduce from (5.13), (5.14) and (5.15) that

$$
\left\|\mathcal{H}^{m} Q f\right\|_{(1,0)} \lesssim\left\|\mathcal{H}^{m} f\right\|_{(1,0)} .
$$

This ends the proof of Lemma 5.3.
We deduce from Lemmas 5.2 and 5.3 that

$$
\begin{aligned}
& \left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{2 s+1}} f\right\|_{(1,0)}\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{s}{2 s+1}} Q f\right\|_{(1,0)} \\
\lesssim & \left(\left\|\mathcal{H}^{\frac{s}{2}} f\right\|_{(1,0)}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} f\right\|_{(1,0)}\right)\left(\left\|\mathcal{H}^{\frac{s}{2}} Q f\right\|_{(1,0)}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} Q f\right\|_{(1,0)}\right) \\
\lesssim & \left\|\mathcal{H}^{\frac{s}{2}} f\right\|_{(1,0)}^{2}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} f\right\|_{(1,0)}^{2}
\end{aligned}
$$

since the operator $Q$ is bounded on $L^{2}\left(\mathbb{R}_{x, v}^{2}\right)$ and commutes with the operator $\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}+1}$. It follows from (5.12) and Lemma 5.3 that there exist some positive constants $0<\delta_{0} \leq 1, c_{6}, c_{7}>0$ such that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1,0<\delta_{2} \leq 1,0 \leq t \leq T$,

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|Q^{1 / 2} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+c_{6}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+c_{6}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}  \tag{5.16}\\
& \leq c_{7}\left\|h_{n}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}\right\|_{(1,0)}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1, \delta_{2}}\right\|_{(1,0)}+c_{7}\left\|h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2} \\
& \quad+\left|\left(\left[A_{\delta_{1}, \delta_{2}}(\delta t) v\left(A_{\delta_{1}, \delta_{2}}(\delta t)\right)^{-1}-v\right] \partial_{x} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| .
\end{align*}
$$

We use the two following instrumental lemmas:
Lemma 5.4. There exists a positive constant $\tilde{c}_{1}>0$ such that for all $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right), 0 \leq \delta \leq 1$, $0<\delta_{1} \leq 1, t \geq 0$,

$$
\left\|\left\langle D_{x}\right\rangle^{\frac{s+1}{2 s+1}}\left(M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1}-v\right) f\right\|_{(1,0)} \leq \tilde{c}_{1} \delta t e^{\tilde{c}_{1} t}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} f\right\|_{(1,0)}
$$

Proof. Let $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$. We decompose this function into the Hermite basis in the velocity variable

$$
f(x, v)=\sum_{n=0}^{+\infty} f_{n}(x) \psi_{n}(v), \quad f_{n}(x)=\left(f(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}
$$

By using the identities (6.3) satisfied by the creation and annihilation operators

$$
A_{+} \psi_{n}=\left(\frac{v}{2}-\partial_{v}\right) \psi_{n}=\sqrt{n+1} \psi_{n+1}, \quad A_{-} \psi_{n}=\left(\frac{v}{2}+\partial_{v}\right) \psi_{n}=\sqrt{n} \psi_{n-1}, \quad v=A_{+}+A_{-}
$$

we notice that

$$
\begin{align*}
& \left(\frac{\exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}\right)}{1+\delta_{1} \exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}\right)} v \frac{1+\delta_{1} \exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle\rangle^{\frac{2 s}{2 s+1}}\right)}{\exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle\rangle^{\frac{2 s}{2 s+1}}\right)}-v\right) \mathcal{F}_{x} f  \tag{5.17}\\
= & \sum_{n=0}^{+\infty} \hat{f}_{n}(\xi) \sqrt{n+1} \frac{\exp \left(\delta t\left(\sqrt{n+\frac{3}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\delta t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)-1}{\left(1+\delta_{1} \exp \left(\delta t\left(\sqrt{n+\frac{3}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)\right)} \psi_{n+1} \\
+ & \sum_{n=0}^{+\infty} \hat{f}_{n}(\xi) \sqrt{n} \frac{\exp \left(\delta t\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\delta t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)-1}{\left(1+\delta_{1} \exp \left(\delta t\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)\right)} \psi_{n-1},
\end{align*}
$$

where $\mathcal{F}_{x}$ stands for the partial Fourier transform with respect to the position variable. We notice that for all $x>0$,

$$
\begin{align*}
0 \leq(\sqrt{x+1}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}-(\sqrt{x}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}=\frac{s}{2 s+1} \int_{x}^{x+1} & \frac{d y}{\sqrt{y}(\sqrt{y}+\langle\xi\rangle)^{\frac{1}{2 s+1}}}  \tag{5.18}\\
& \leq \frac{s}{(2 s+1) \sqrt{x}(\sqrt{x}+\langle\xi\rangle)^{\frac{1}{2 s+1}}}
\end{align*}
$$

It follows from (5.18) for all $n \geq 0, t \geq 0,0 \leq \delta \leq 1$,

$$
0 \leq \exp \left(\delta t\left(\sqrt{n+\frac{3}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\delta t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)-1=\int_{0}^{A_{1}} e^{y} d y \leq \int_{0}^{A_{2}} e^{y} d y
$$

with

$$
A_{1}=\delta t\left[\left(\sqrt{n+\frac{3}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right]
$$

$$
A_{2}=\frac{s \delta t}{(2 s+1) \sqrt{n+\frac{1}{2}}\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{1}{2 s+1}}}
$$

This implies that there exists a positive constant $c_{8}>0$ such that for all $n \geq 0, t \geq 0,0 \leq \delta \leq 1$,

$$
\begin{align*}
0 \leq \exp \left(\delta t \left(\sqrt{n+\frac{3}{2}}\right.\right. & \left.+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}-\delta t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)-1  \tag{5.19}\\
& \leq \frac{s \delta t}{(2 s+1) \sqrt{n+\frac{1}{2}}\langle\xi\rangle^{\frac{1}{2 s+1}}} \exp \left(\frac{2^{\frac{1}{2}} s t}{2 s+1}\right) \leq c_{8} \delta t e^{c_{8} t}\langle n\rangle^{-\frac{1}{2}}\langle\xi\rangle^{-\frac{1}{2 s+1}}
\end{align*}
$$

On the other hand, we have for all $n \geq 1, t \geq 0,0 \leq \delta \leq 1$,

$$
0 \leq 1-\exp \left(-\delta t\left[\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right]\right)=\int_{-A_{3}}^{0} e^{y} d y
$$

with

$$
A_{3}=\delta t\left[\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right] .
$$

It follows from (5.18) that

$$
\begin{aligned}
0 & \leq 1-\exp \left(-\delta t\left[\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right]\right) \\
& \leq \delta t\left[\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right] \leq \frac{s \delta t}{(2 s+1) \sqrt{n-\frac{1}{2}}\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{1}{2 s+1}}}
\end{aligned}
$$

This implies that there exists a positive constant $c_{9}>0$ such that for all $n \geq 1, t \geq 0,0 \leq \delta \leq 1$, (5.20) $0 \leq 1-\exp \left(-\delta t\left[\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right]\right) \leq c_{9} \delta t\langle n\rangle^{-\frac{1}{2}}\langle\xi\rangle^{-\frac{1}{2 s+1}}$.

By noticing that

$$
\begin{aligned}
& \sqrt{2 \pi}\left\|\left\langle D_{x}\right\rangle^{\frac{s+1}{2 s+1}}\left(M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1}-v\right) f\right\|_{(1,0)}= \\
& \left\|\langle\xi\rangle^{\frac{s+1}{2 s+1}+1}\left(\frac{\exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}\right)}{1+\delta_{1} \exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}\right)} v \frac{1+\delta_{1} \exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}\right)}{\exp \left(\delta t(\sqrt{\mathcal{H}}+\langle\xi\rangle)^{\frac{2 s}{2 s+1}}\right)}-v\right) \mathcal{F}_{x} f\right\|_{L^{2}\left(\mathbb{R}_{\xi, v}^{2}\right)}
\end{aligned}
$$

we deduce from (5.17), (5.19) and (5.20) that for all $0 \leq \delta \leq 1,0<\delta_{1} \leq 1, t \geq 0$,

$$
\begin{aligned}
\sqrt{2 \pi} \|\left\langle D_{x}\right\rangle^{\frac{s+1}{2 s+1}} & \left(M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1}-v\right) f \|_{(1,0)} \\
& \leq c_{8} \delta t e^{c_{8} t}\left(\sum_{n=0}^{+\infty}\left\|f_{n}\right\|_{H^{\frac{s}{2 s+1}+1}\left(\mathbb{R}_{x}\right)}^{2} \frac{n+1}{\langle n\rangle}\right)^{\frac{1}{2}}+c_{9} \delta t\left(\sum_{n=0}^{+\infty}\left\|f_{n}\right\|_{H^{\frac{s}{2 s+1}+1}\left(\mathbb{R}_{x}\right)}^{2} \frac{n}{\langle n\rangle}\right)^{\frac{1}{2}} .
\end{aligned}
$$

It follows that there exists a positive constant $c_{10}>0$ such that for all $0 \leq \delta \leq 1,0<\delta_{1} \leq 1$, $t \geq 0$,

$$
\left.\begin{array}{rl}
\left\|\left\langle D_{x}\right\rangle^{\frac{s+1}{2 s+1}}\left(M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1}-v\right) f\right\|_{(1,0)} \leq c_{10} \delta t e^{c_{10} t}\left(\sum_{n=0}^{+\infty}\left\|f_{n}\right\|_{H^{\frac{s}{2 s+1}}+1}^{2}\left(\mathbb{R}_{x}\right)\right.
\end{array}\right)^{\frac{1}{2}} .
$$

Lemma 5.5. There exists a positive constant $\tilde{c}_{2}>0$ such that for all $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right), 0 \leq \delta \leq 1$, $0<\delta_{1} \leq 1,0 \leq t \leq T$,

$$
\left\|M_{\delta_{1}}(\delta t)[v, \sqrt{\mathcal{H}}]\left(M_{\delta_{1}}(\delta t)\right)^{-1} f\right\|_{(1,0)} \leq \tilde{c}_{2}\left(\delta T e^{\tilde{c}_{2} T}+1\right)\|f\|_{(1,0)}
$$

Proof. Recalling that $v=A_{+}+A_{-}$, we may write

$$
\begin{align*}
M_{\delta_{1}}(\delta t)[v, \sqrt{\mathcal{H}}]\left(M_{\delta_{1}}(\delta t)\right)^{-1}= & M_{\delta_{1}}(\delta t)\left[A_{+}, \sqrt{\mathcal{H}}\right]\left(M_{\delta_{1}}(\delta t)\right)^{-1}  \tag{5.21}\\
& +M_{\delta_{1}}(\delta t)\left[A_{-}, \sqrt{\mathcal{H}}\right]\left(M_{\delta_{1}}(\delta t)\right)^{-1}
\end{align*}
$$

Let $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$. We decompose this function into the Hermite basis in the velocity variable

$$
f(x, v)=\sum_{n=0}^{+\infty} f_{n}(x) \psi_{n}(v), \quad f_{n}(x)=\left(f(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}
$$

By proceeding as in the proof of Lemma 5.4, we notice that

$$
\begin{aligned}
& \mathcal{F}_{x}\left(M_{\delta_{1}}(\delta t)\left[A_{+}, \sqrt{\mathcal{H}}\right]\left(M_{\delta_{1}}(\delta t)\right)^{-1} f\right) \\
& =\sum_{n=0}^{+\infty} \hat{f}_{n}(\xi) \sqrt{n+1}\left(\sqrt{n+\frac{1}{2}}-\sqrt{n+\frac{3}{2}}\right)\left(\frac{e^{\delta t\left(\sqrt{n+\frac{3}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\delta t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}}-1}{\left.1+\delta_{1} e^{\delta t\left(\sqrt{n+\frac{3}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}}+1\right) \psi_{n+1},}\right. \\
& \mathcal{F}_{x}\left(M_{\delta_{1}}(\delta t)\left[A_{-}, \sqrt{\mathcal{H}}\right]\left(M_{\delta_{1}}(\delta t)\right)^{-1} f\right) \\
& \quad=\sum_{n=0}^{+\infty} \hat{f}_{n}(\xi) \sqrt{n}\left(\sqrt{n+\frac{1}{2}}-\sqrt{n-\frac{1}{2}}\right)\left(\frac{e^{\delta t\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-\delta t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}-1}}{1+\delta_{1} e^{\delta t\left(\sqrt{n-\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}}}+1\right) \psi_{n-1},
\end{aligned}
$$

where $\mathcal{F}_{x}$ stands for the partial Fourier transform with respect to the position variable. We deduce from (5.19) and (5.20) that

$$
\begin{align*}
& \left\|M_{\delta_{1}}(\delta t)\left[A_{+}, \sqrt{\mathcal{H}}\right]\left(M_{\delta_{1}}(\delta t)\right)^{-1} f\right\|_{(1,0)}^{2}  \tag{5.22}\\
& \quad \leq \sum_{n=0}^{+\infty} \frac{2 n+2}{4 n+2}\left(c_{8}^{2} \delta^{2} t^{2} e^{2 c_{8} t}\langle n\rangle^{-1}\langle\xi\rangle^{-\frac{2}{2 s+1}}+1\right)\left\|f_{n}\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}^{2} \leq\left(c_{8}^{2} \delta^{2} t^{2} e^{2 c_{8} t}+1\right)\|f\|_{(1,0)}^{2},
\end{align*}
$$

$$
\begin{align*}
& \left\|M_{\delta_{1}}(\delta t)\left[A_{-}, \sqrt{\mathcal{H}}\right]\left(M_{\delta_{1}}(\delta t)\right)^{-1} f\right\|_{(1,0)}^{2}  \tag{5.23}\\
& \\
& \quad \leq \sum_{n=1}^{+\infty} \frac{2 n}{4 n-2}\left(c_{9}^{2} \delta^{2} t^{2}\langle n\rangle^{-1}\langle\xi\rangle^{-\frac{2}{2 s+1}}+1\right)\left\|f_{n}\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}^{2} \leq\left(c_{9}^{2} \delta^{2} t^{2}+1\right)\|f\|_{(1,0)}^{2} .
\end{align*}
$$

It follows from $(5.21),(5.22)$ and (5.23) that there exists a positive constant $\tilde{c}_{2}>0$ such that for all $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right), 0 \leq \delta \leq 1,0<\delta_{1} \leq 1,0 \leq t \leq T$,

$$
\left\|M_{\delta_{1}}(\delta t)[v, \sqrt{\mathcal{H}}]\left(M_{\delta_{1}}(\delta t)\right)^{-1} f\right\|_{(1,0)} \leq \tilde{c}_{2}\left(\delta T e^{\tilde{c}_{2} T}+1\right)\|f\|_{(1,0)}
$$

This ends the proof of Lemma 5.5.
We notice from (5.11) that

$$
\begin{aligned}
A_{\delta_{1}, \delta_{2}}(\delta t) v\left(A_{\delta_{1}, \delta_{2}}(\delta t)\right)^{-1}-v=M_{\delta_{1}} & (\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1}-v \\
& +\frac{\delta_{2}\left\langle D_{x}\right\rangle}{1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle} M_{\delta_{1}}(\delta t)[v, \sqrt{\mathcal{H}}]\left(M_{\delta_{1}}(\delta t)\right)^{-1}\left\langle D_{x}\right\rangle^{-1} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \left|\left(\left[A_{\delta_{1}, \delta_{2}}(\delta t) v\left(A_{\delta_{1}, \delta_{2}}(\delta t)\right)^{-1}-v\right] \partial_{x} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \\
\leq & \left|\left(\left[M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1}-v\right] \partial_{x} h_{n+1, \delta_{2}}, Q h_{n+1, \delta_{2}}\right)_{(1,0)}\right| \\
+ & \left|\left(\frac{\delta_{2}\left\langle D_{x}\right\rangle}{1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle} M_{\delta_{1}}(\delta t)[v, \sqrt{\mathcal{H}}]\left(M_{\delta_{1}}(\delta t)\right)^{-1}\left\langle D_{x}\right\rangle^{-1} \partial_{x} h_{n+1, \delta_{2}}, Q h_{n+1, \delta_{2}}\right)_{(1,0)}\right|
\end{aligned}
$$

that is

$$
\begin{aligned}
& \left|\left(\left[A_{\delta_{1}, \delta_{2}}(\delta t) v\left(A_{\delta_{1}, \delta_{2}}(\delta t)\right)^{-1}-v\right] \partial_{x} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)}\right| \\
\leq & \left|\left(\left\langle D_{x}\right\rangle^{\frac{s+1}{s+1}}\left[M_{\delta_{1}}(\delta t) v\left(M_{\delta_{1}}(\delta t)\right)^{-1}-v\right] h_{n+1, \delta_{2}}, Q\left\langle D_{x}\right\rangle^{-\frac{s+1}{2 s+1}} \partial_{x} h_{n+1, \delta_{2}}\right)_{(1,0)}\right| \\
+ & \left|\left(\frac{\delta_{2}\left\langle D_{x}\right\rangle}{1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle} M_{\delta_{1}}(\delta t)[v, \sqrt{\mathcal{H}}]\left(M_{\delta_{1}}(\delta t)\right)^{-1}\left\langle D_{x}\right\rangle^{-1} \partial_{x} h_{n+1, \delta_{2}}, Q h_{n+1, \delta_{2}}\right)_{(1,0)}\right|,
\end{aligned}
$$

since according to (5.5), $Q$ is commuting with any function of the operator $D_{x}$. We deduce from Lemmas 5.4 and 5.5 that there exists a positive constant $c_{11}>0$ such that for all $0 \leq \delta \leq \delta_{0}$, $0<\delta_{1} \leq 1,0<\delta_{2} \leq 1,0 \leq t \leq T$,

$$
\begin{align*}
\mid\left(\left[A_{\delta_{1}, \delta_{2}}(\delta t) v\left(A_{\delta_{1}, \delta_{2}}(\delta t)\right)^{-1}-v\right]\right. & \left.\partial_{x} h_{n+1, \delta_{2}},\left\langle D_{x}\right\rangle^{2} Q h_{n+1, \delta_{2}}\right)_{L^{2}\left(\mathbb{R}_{x, v}^{2}\right)} \mid  \tag{5.24}\\
& \leq c_{11} \delta T e^{c_{11} T}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+c_{11}\left\|h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}
\end{align*}
$$

since $Q$ is a bounded operator on $L^{2}\left(\mathbb{R}_{x, v}^{2}\right)$ and

$$
\left\|\frac{\delta_{2}\left\langle D_{x}\right\rangle}{1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle}\right\|_{\mathcal{L}\left(L^{2}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq 1 .
$$

It follows from (5.16) and (5.24) that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1,0<\delta_{2} \leq 1,0 \leq t \leq T$,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|Q^{1 / 2} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+c_{6}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+\left(c_{6}-c_{11} \delta T e^{c_{11} T}\right)\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2} \\
\leq & c_{7}\left\|h_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}\right\|_{(1,0)}^{2}+\left(c_{7}+c_{11}\right)\left\|h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2},
\end{aligned}
$$

since according to (5.9), we have

$$
\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1, \delta_{2}}\right\|_{(1,0)} \leq\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}\right\|_{(1,0)} .
$$

We may assume that the constant $0<\delta_{0} \leq 1$ is chosen sufficiently small so that

$$
c_{11} \delta_{0} T e^{c_{11} T} \leq \frac{c_{6}}{2}
$$

Under the assumption

$$
\left\|h_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \frac{c_{6}}{2 c_{7}}
$$

we obtain that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1,0<\delta_{2} \leq 1,0 \leq t \leq T$,

$$
\begin{aligned}
& \frac{d}{d t}\left\|Q^{1 / 2} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+2 c_{6}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2}+c_{6}\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}\right\|_{(1,0)}^{2} \\
& \leq c_{6}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}\right\|_{(1,0)}^{2}+2 c_{12}\left\|Q^{1 / 2} h_{n+1, \delta_{2}}\right\|_{(r, 0)}^{2}
\end{aligned}
$$

with $c_{12}=\left(c_{7}+c_{11}\right)\left\|\left(Q^{1 / 2}\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}\right)}>0$. We deduce from (4.15), (5.2) and (5.9) that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1,0<\delta_{2} \leq 1,0 \leq t \leq T$,

$$
\begin{aligned}
& \left\|Q^{1 / 2} h_{n+1, \delta_{2}}(t)\right\|_{(1,0)}^{2}+c_{6} \int_{0}^{t} e^{2 c_{12}(t-\tau)}\left(2\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1, \delta_{2}}(\tau)\right\|_{(1,0)}^{2}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n+1, \delta_{2}}(\tau)\right\|_{(1,0)}^{2}\right) d \tau \\
\leq & e^{2 c_{12} t}\left\|Q^{1 / 2}\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1} g_{0}\right\|_{(1,0)}^{2}+c_{6} \int_{0}^{t} e^{2 c_{12}(t-\tau)}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}(\tau)\right\|_{(1,0)}^{2} d \tau \\
\leq & e^{2 c_{12} t}\left\|Q^{1 / 2}\right\|_{\mathcal{L}\left(L^{2}\right)}^{2}\left\|g_{0}\right\|_{(1,0)}^{2}+c_{6} \int_{0}^{t} e^{2 c_{12}(t-\tau)}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}(\tau)\right\|_{(1,0)}^{2} d \tau
\end{aligned}
$$

since

$$
h_{n+1, \delta_{2}}(0)=\left(1+\delta_{2} \sqrt{\mathcal{H}}+\delta_{2}\left\langle D_{x}\right\rangle\right)^{-1}\left(1+\delta_{1}\right)^{-1} g_{0} .
$$

By passing to the limit when $\delta_{2} \rightarrow 0_{+}$, it follows from (5.9) and the convergence monotone theorem that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1,0 \leq t \leq T$,

$$
\begin{aligned}
& \left\|Q^{1 / 2} h_{n+1}(t)\right\|_{(1,0)}^{2}+c_{6} \int_{0}^{t} e^{2 c_{12}(t-\tau)}\left(2\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}(\tau)\right\|_{(1,0)}^{2}+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n+1}(\tau)\right\|_{(1,0)}^{2}\right) d \tau \\
\leq & e^{2 c_{12} t}\left\|Q^{1 / 2}\right\|_{\mathcal{L}\left(L^{2}\right)}^{2}\left\|g_{0}\right\|_{(1,0)}^{2}+c_{6} \int_{0}^{t} e^{2 c_{12}(t-\tau)}\left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}(\tau)\right\|_{(1,0)}^{2} d \tau
\end{aligned}
$$

We obtain that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1$,

$$
\begin{align*}
\left\|h_{n+1}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}+ & \left\|\mathcal{H}^{\frac{s}{2}} h_{n+1}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}  \tag{5.25}\\
& +\left\|\left\langle D_{x}\right)^{\frac{s}{2^{s+1}}} h_{n+1}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq c_{13} e^{2 c_{12} T}\left\|g_{0}\right\|_{(1,0)}^{2},
\end{align*}
$$

with

$$
c_{13}=\left\|Q^{1 / 2}\right\|_{\mathcal{L}\left(L^{2}\right)}^{2}\left\|\left(Q^{1 / 2}\right)^{-1}\right\|_{\mathcal{L}\left(L^{2}\right)}^{2}+\frac{\left\|Q^{1 / 2}\right\|_{\mathcal{L}\left(L^{2}\right)}^{2}}{c_{6}}>0
$$

Under the assumption

$$
\begin{equation*}
\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{1}, \text { with } 0<\varepsilon_{1}=\inf \left(\tilde{\varepsilon}_{0}, \frac{c_{6}}{2 c_{7}}, \frac{c_{6}}{2 c_{7} \sqrt{c_{13}} e^{c_{12} T}}\right) \leq \tilde{\varepsilon}_{0} \tag{5.26}
\end{equation*}
$$

where the positive parameter $\tilde{\varepsilon}_{0}>0$ is defined in (4.12), the sequence of approximate solutions $\left(\tilde{g}_{n}\right)_{n \geq 0}$ is well-defined. Then, we consider the sequence $\left(h_{n}\right)_{n \geq 0}$ defined in (5.2) and we notice from (5.3) that

$$
\left\|h_{0}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq\left\|g_{0}\right\|_{(1,0)} \leq \frac{c_{6}}{2 c_{7}}
$$

On the other hand, we deduce from (5.25) and (5.26) that the condition

$$
\left\|h_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \frac{c_{6}}{2 c_{7}}
$$

implies that

$$
\left\|h_{n+1}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \frac{c_{6}}{2 c_{7}}
$$

We may therefore deduce from (5.25) that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1, n \geq 1$,

$$
\begin{aligned}
&\left\|h_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}+\left\|\mathcal{H}^{\frac{s}{2}} h_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \\
&+\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} h_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq c_{13} e^{2 c_{12} T}\left\|g_{0}\right\|_{(1,0)}^{2} .
\end{aligned}
$$

This ends the proof of Lemma 5.1. By passing to the limit when $\delta_{1} \rightarrow 0_{+}$in the estimate (5.1), we deduce from the monotone convergence theorem the following result:

Lemma 5.6. Let $T>0$. Then, there exist some positive constants $c, \varepsilon_{1}>0,0<\delta_{0} \leq 1$ such that for all initial data $\left\|g_{0}\right\|_{(1,0)} \leq \varepsilon_{1}$, the sequence of approximate solutions $\left(\tilde{g}_{n}\right)_{n \geq 0}$ defined in (4.15) satisfies for all $0 \leq \delta \leq \delta_{0}, n \geq 1$,

$$
\begin{aligned}
\left\|M_{0}(\delta t) \tilde{g}_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2}+\| & \mathcal{H}^{\frac{s}{2}} \\
& M_{0}(\delta t) \tilde{g}_{n} \|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \\
& +\left\|\left\langle D_{x}\right\rangle^{\frac{s}{2 s+1}} M_{0}(\delta t) \tilde{g}_{n}\right\|_{L^{2}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq c e^{c T}\left\|g_{0}\right\|_{(1,0)}^{2},
\end{aligned}
$$

with

$$
M_{0}(t)=\exp \left(t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)
$$

5.2. Gelfand-Shilov and Gevrey regularities. We begin by noticing from the Cauchy-Schwarz inequality and (2.18) that for all $0 \leq \delta \leq \delta_{0}, 0<\delta_{1} \leq 1$,

$$
\begin{aligned}
\left\|M_{\delta_{1}}(\delta t) f(t)\right\|_{(1,0)}^{2}=\left(\frac{\exp \left(2 \delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)}{\left(1+\delta_{1} \exp \left(\delta t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right)\right)^{2}} f(t)\right. & , f(t))_{(1,0)} \\
& \leq\left\|M_{0}(2 \delta t) f(t)\right\|_{(1,0)}\|f(t)\|_{(1,0)}
\end{aligned}
$$

By passing to the limit when $\delta_{1} \rightarrow 0_{+}$in this estimate, we deduce from the monotone convergence theorem that for all $0 \leq \delta \leq \delta_{0}$,

$$
\left\|M_{0}(\delta t) f(t)\right\|_{(1,0)}^{2} \leq\left\|M_{0}(2 \delta t) f(t)\right\|_{(1,0)}\|f(t)\|_{(1,0)}
$$

This implies that for all $0 \leq \delta \leq \delta_{0}$,
(5.27) $\left\|M_{0}(\delta t) f\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq\left\|M_{0}(2 \delta t) f\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}\|f\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}$.

By using that $\left(\tilde{g}_{n}\right)_{n \geq 1}$ is a Cauchy sequence in $L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$, we deduce from Lemma 5.6 and (5.27) that $\left(M_{0}(\delta t) \tilde{g}_{n}\right)_{n \geq 1}$ is a Cauchy sequence in $L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$,

$$
\left\|M_{0}(\delta t) \tilde{g}_{n+p}-M_{0}(\delta t) \tilde{g}_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}^{2} \leq 2 \sqrt{c} e^{\frac{c T}{2}}\left\|g_{0}\right\|_{(1,0)}\left\|\tilde{g}_{n+p}-\tilde{g}_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}
$$

for all $0 \leq \delta \leq \frac{\delta_{0}}{2}$. Let $h$ be the limit of the Cauchy sequence $\left(M_{0}\left(\frac{\delta_{0}}{2} t\right) \tilde{g}_{n}\right)_{n \geq 1}$ in the space $L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$. By noticing that

$$
\begin{aligned}
& \left\|\tilde{g}_{n}-\left(M_{0}\left(\frac{\delta_{0}}{2} t\right)\right)^{-1} h\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \\
= & \left\|\left(M_{0}\left(\frac{\delta_{0}}{2} t\right)\right)^{-1}\left(M_{0}\left(\frac{\delta_{0}}{2} t\right) \tilde{g}_{n}-h\right)\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \\
\leq & \left\|M_{0}\left(\frac{\delta_{0}}{2} t\right) \tilde{g}_{n}-h\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)},
\end{aligned}
$$

we deduce from (4.29) and the uniqueness of the limit that $g \in L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)$ the solution to the Cauchy problem (4.11) is equal to

$$
\begin{equation*}
g=\left(M_{0}\left(\frac{\delta_{0}}{2} t\right)\right)^{-1} h=\exp \left(-\frac{\delta_{0}}{2} t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) h . \tag{5.28}
\end{equation*}
$$

On the other hand, it follows from Lemma 5.6 that for all $n \geq 1$,

$$
\begin{equation*}
\left\|M_{0}\left(\frac{\delta_{0}}{2} t\right) \tilde{g}_{n}\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)} \leq \sqrt{c} e^{\frac{c T}{2}}\left\|g_{0}\right\|_{(1,0)} \tag{5.29}
\end{equation*}
$$

By passing to the limit in the estimate (5.29) when $n \rightarrow+\infty$, we deduce from (5.28) that

$$
\begin{align*}
&\|h\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}=\left\|\exp \left(\delta_{1} t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) g\right\|_{L^{\infty}\left([0, T], H^{(1,0)}\left(\mathbb{R}_{x, v}^{2}\right)\right)}  \tag{5.30}\\
& \leq \sqrt{c} e^{\frac{c T}{2}}\left\|g_{0}\right\|_{(1,0)}
\end{align*}
$$

with $\delta_{1}=\frac{\delta_{0}}{2}>0$. Next, we notice that

$$
\begin{align*}
\forall x, c>0, \quad x^{k} \exp \left(-\frac{2 s+1}{s} c x^{\frac{s}{2 s+1}}\right) & =\left(\frac{\left(c x^{\frac{s}{2 s+1}}\right)^{k}}{c^{k}} e^{-c x^{\frac{s}{2 s+1}}}\right)^{\frac{2 s+1}{s}}  \tag{5.31}\\
& =\frac{(k!)^{\frac{2 s+1}{s}}}{c^{\frac{2 s+1}{s} k}}\left(\frac{\left(c x^{\frac{s}{2 s+1}}\right)^{k}}{k!} e^{-c x^{\frac{s}{2 s+1}}}\right)^{\frac{2 s+1}{s}} \leq \frac{(k!)^{\frac{2 s+1}{s}}}{c^{\frac{2 s+1}{s} k}}
\end{align*}
$$

since

$$
\forall k \geq 0, \quad \frac{\left(c x^{\frac{s}{2 s+1}}\right)^{k}}{k!} \leq e^{c x^{\frac{s}{s+1}}}
$$

Let $f \in \mathscr{S}\left(\mathbb{R}_{x, v}^{2}\right)$ be a Schwartz function. We decompose this function into the Hermite basis in the velocity variable

$$
f(x, v)=\sum_{n=0}^{+\infty} f_{n}(x) \psi_{n}(v), \quad f_{n}(x)=\left(f(x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)} .
$$

We deduce from (5.31) that for all $k \geq 0$,

$$
\begin{align*}
& \left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{k} \exp \left(-\delta_{1} t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) f\right\|_{(1,0)}^{2}  \tag{5.32}\\
= & \frac{1}{2 \pi} \sum_{n=0}^{+\infty} \int_{\mathbb{R}}\langle\xi\rangle^{2}\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{2 k} \exp \left(-2 \delta_{1} t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)\left|\widehat{f}_{n}(\xi)\right|^{2} d \xi \\
\leq & \left(\frac{2 s+1}{2 s \delta_{1}}\right)^{\frac{2 s+1}{s} k} \frac{(k!)^{\frac{2 s+1}{s}}}{t^{\frac{2 s+1}{s} k}}\|f\|_{(1,0)}^{2} .
\end{align*}
$$

It follows from (5.30) and (5.32) that the solution to the Cauchy problem (4.11) satisfies for all $0<t \leq T, k \geq 0$,

$$
\begin{aligned}
& \left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{k} g(t)\right\|_{(1,0)} \\
= & \left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{k} \exp \left(-\delta_{1} t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) \exp \left(\delta_{1} t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) g(t)\right\|_{(1,0)} \\
\leq & \left(\frac{2 s+1}{2 s \delta_{1}}\right)^{\frac{2 s+1}{2 s} k} \frac{(k!)^{\frac{2 s+1}{2 s}}}{t^{\frac{2 s+1}{2 s} k}} \sqrt{c} e^{\frac{c T}{2}}\left\|g_{0}\right\|_{(1,0)} .
\end{aligned}
$$

This implies that there exists a positive constant $C>1$ such that

$$
\begin{equation*}
\forall 0<t \leq T, \forall k \geq 0, \quad\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{k} g(t)\right\|_{(1,0)} \leq \frac{1}{t^{\frac{2 s+1}{2 s} k}} C^{k+1}(k!)^{\frac{2 s+1}{2 s}}\left\|g_{0}\right\|_{(1,0)} \tag{5.33}
\end{equation*}
$$

It proves the Gelfand-Shilov property in Theorem 1.1. We may therefore notice from (5.33) that for all $0<t \leq T, k \geq 0$,

$$
\|g(t)\|_{H^{k}\left(\mathbb{R}_{x, v}^{2}\right)} \lesssim\left\|\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{k} g(t)\right\|_{(1,0)}<+\infty .
$$

This implies in particular that

$$
\forall 0<t \leq T, \quad g(t) \in C^{\infty}\left(\mathbb{R}_{x, v}^{2}\right)
$$

On the other hand, we notice that for all $p \geq 0$,

$$
\begin{equation*}
\partial_{x}^{p} g(t, x, v)=\sum_{n=0}^{+\infty} \partial_{x}^{p} g_{n}(t, x) \psi_{n}(v), \quad \text { with } \quad g_{n}(t, x)=\left(g(t, x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)} \tag{5.34}
\end{equation*}
$$

since

$$
\partial_{x}^{p} g_{n}(t, x)=\left(\partial_{x}^{p} g(t, x, \cdot), \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)}
$$

It follows from (5.34), Lemma 6.1 and the Sobolev imbedding that there exist some positive constants $C_{1}, C_{2}, C_{3}>0$ such that for all $k, l, p \geq 0, \varepsilon>0$,

$$
\begin{align*}
& \left\|v^{k} \partial_{v}^{l} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}, L^{2}\left(\mathbb{R}_{v}\right)\right)} \leq \sum_{n=0}^{+\infty}\left\|\partial_{x}^{p} g_{n}(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}\left\|v^{k} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}\left(\mathbb{R}_{v}\right)}  \tag{5.35}\\
\leq & C_{1}\left(\frac{C_{2}}{\inf \left(\varepsilon^{\frac{2 s+1}{2 s}}, 1\right)}\right)^{k+l}(k!)^{\frac{2 s+1}{2 s}}(l!)^{\frac{2 s+1}{2 s}} \sum_{n=0}^{+\infty}\left\|\partial_{x}^{p} g_{n}(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}\right)}\left(\left(1-\delta_{n, 0}\right) e^{\varepsilon \frac{2 s+1}{2 s} n^{\frac{s}{2 s+1}}}+\delta_{n, 0}\right) \\
\leq & C_{3}\left(\frac{C_{2}}{\inf \left(\varepsilon^{\frac{2 s+1}{2 s}}, 1\right)}\right)^{k+l}(k!)^{\frac{2 s+1}{2 s}}(l!)^{\frac{2 s+1}{2 s}} \sum_{n=0}^{+\infty}\left\|\partial_{x}^{p} g_{n}(t)\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}\left(\left(1-\delta_{n, 0}\right) e^{\left.\varepsilon^{\frac{2 s+1}{2 s} n^{\frac{s}{2 s+1}}}+\delta_{n, 0}\right),}\right.
\end{align*}
$$

where $\delta_{n, 0}$ stands for the Kronecker delta, i.e., $\delta_{n, 0}=1$ if $n=0, \delta_{n, 0}=0$ if $n \neq 0$. We notice that the estimate (5.30)

$$
\begin{aligned}
\forall 0 \leq t \leq T, \quad\left\|\exp \left(\delta_{1} t\left(\sqrt{\mathcal{H}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) g(t)\right\|_{(1,0)}^{2} \\
=\sum_{n=0}^{+\infty}\left\|\exp \left(\delta_{1} t\left(\sqrt{n+\frac{1}{2}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) g_{n}(t)\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}^{2} \leq c e^{c T}\left\|g_{0}\right\|_{(1,0)}^{2}<+\infty
\end{aligned}
$$

implies that

$$
\begin{equation*}
\forall 0 \leq t \leq T, \quad \sup _{n \geq 0}\left\|\exp \left(\delta_{1} t\left(\sqrt{n+\frac{1}{2}}+\left\langle D_{x}\right\rangle\right)^{\frac{2 s}{2 s+1}}\right) g_{n}(t)\right\|_{H^{1}\left(\mathbb{R}_{x}\right)} \leq \sqrt{c} e^{\frac{c T}{2}}\left\|g_{0}\right\|_{(1,0)} \tag{5.36}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \left\|\partial_{x}^{p} g_{n}(t)\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}^{2}=\frac{1}{2 \pi} \int_{\mathbb{R}}|\xi|^{2 p}\langle\xi\rangle^{2}\left|\widehat{g_{n}}(\xi)\right|^{2} d \xi \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}}|\xi|^{2 p} \exp \left(-2 \delta_{1} t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right)\langle\xi\rangle^{2}\left|\exp \left(\delta_{1} t\left(\sqrt{n+\frac{1}{2}}+\langle\xi\rangle\right)^{\frac{2 s}{2 s+1}}\right) \widehat{g_{n}}(\xi)\right|^{2} d \xi
\end{aligned}
$$

We obtain that

$$
\left.\begin{array}{rl}
\left\|\partial_{x}^{p} g_{n}(t)\right\|_{H^{1}\left(\mathbb{R}_{x}\right)}^{2} \leq & \frac{1}{2 \pi} \tag{5.37}
\end{array}\right) \exp \left(-\delta_{1} t\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right) .
$$

By using that

$$
\begin{aligned}
\forall 0<t \leq & T, \forall p \geq 0, \forall \xi \in \mathbb{R}, \quad\langle\xi\rangle^{2 p} e^{-\delta_{1} t\langle\xi\rangle^{\frac{2 s}{2 s+1}}} \\
& =\left(\frac{\left(\frac{s \delta_{1} t}{2 s+1}\langle\xi\rangle^{\frac{2 s}{2 s+1}}\right)^{p}}{p!}\right)^{\frac{2 s+1}{s}} e^{-\delta_{1} t\langle\xi\rangle^{\frac{2 s}{2 s+1}}}\left(\frac{2 s+1}{s \delta_{1} t}\right)^{\frac{2 s+1}{s} p}(p!)^{\frac{2 s+1}{s}} \leq\left(\frac{2 s+1}{s \delta_{1} t}\right)^{\frac{2 s+1}{s} p}(p!)^{\frac{2 s+1}{s}}
\end{aligned}
$$

it follows from (5.36) and (5.37) that for all $0<t \leq T, n, p \geq 0$,

$$
\begin{equation*}
\left\|\partial_{x}^{p} g_{n}(t)\right\|_{H^{1}\left(\mathbb{R}_{x}\right)} \leq \sqrt{c} e^{\frac{c T}{2}}\left\|g_{0}\right\|_{(1,0)} \exp \left(-\frac{\delta_{1} t}{2}\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right)\left(\frac{2 s+1}{s \delta_{1} t}\right)^{\frac{2 s+1}{2 s} p}(p!)^{\frac{2 s+1}{2 s}} \tag{5.38}
\end{equation*}
$$

We deduce from (5.35) and (5.38) that for all $0<t \leq T, k, l, p \geq 0$,

$$
\begin{aligned}
& \left\|v^{k} \partial_{v}^{l} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}, L^{2}\left(\mathbb{R}_{v}\right)\right)} \\
\leq & \sqrt{c} e^{\frac{c T}{2}}\left\|g_{0}\right\|_{(1,0)} C_{3}\left(\frac{C_{2}}{\inf \left(\varepsilon^{\frac{2 s+1}{2 s}}, 1\right)}\right)^{k+l}\left(\frac{2 s+1}{s \delta_{1} t}\right)^{\frac{2 s+1}{2 s} p}(k!)^{\frac{2 s+1}{2 s}}(l!)^{\frac{2 s+1}{2 s}}(p!)^{\frac{2 s+1}{2 s}} \\
\times & \sum_{n=0}^{+\infty}\left(\left(1-\delta_{n, 0}\right) \exp \left(\varepsilon \frac{2 s+1}{2 s} n^{\frac{s}{2 s+1}}-\frac{\delta_{1} t}{2}\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right)+\delta_{n, 0} \exp \left(-\frac{\delta_{1} t}{2}\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right)\right) .
\end{aligned}
$$

If we choose

$$
\varepsilon=\frac{s \delta_{1} t}{4 s+2}>0
$$

we obtain that there exist some positive constants $C_{4}, C_{5}>0$ such that for all $0<t \leq T, k, l, p \geq 0$,

$$
\begin{equation*}
\left\|v^{k} \partial_{v}^{l} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}, L^{2}\left(\mathbb{R}_{v}\right)\right)} \leq C_{4} C_{5}^{k+l+p} \frac{\tilde{F}(t)}{t^{\frac{2 s+1}{2 s}(k+l+p)}}(k!)^{\frac{2 s+1}{2 s}}(l!)^{\frac{2 s+1}{2 s}}(p!)^{\frac{2 s+1}{2 s}}\left\|g_{0}\right\|_{(1,0)} \tag{5.39}
\end{equation*}
$$

where

$$
\tilde{F}(x)=\sum_{n=0}^{+\infty} \exp \left(-\frac{\delta_{1} x}{4}\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right), \quad x>0
$$

Let $\eta_{0}>0$ be a positive parameter. We notice that for all $x>0$

$$
\begin{align*}
& x^{\frac{2 s+1}{s}+\eta_{0}} \tilde{F}(x)  \tag{5.40}\\
= & \sum_{n=0}^{+\infty}\left(\frac{\delta_{1} x}{4}\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right)^{\frac{2 s+1}{s}+\eta_{0}} \exp \left(-\frac{\delta_{1} x}{4}\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right) \frac{1}{\left(\frac{\delta_{1}}{4}\left(n+\frac{1}{2}\right)^{\frac{s}{s+1}}\right)^{\frac{2 s+1}{s}+\eta_{0}}} \\
\leq & \left\|y^{\frac{2 s+1}{s}+\eta_{0}} e^{-y}\right\|_{L^{\infty}([0,+\infty[)} \sum_{n=0}^{+\infty} \frac{1}{\left(\frac{\delta_{1}}{4}\left(n+\frac{1}{2}\right)^{\frac{s}{2 s+1}}\right)^{\frac{2 s+1}{s}+\eta_{0}}}<+\infty .
\end{align*}
$$

It follows from (5.39) and (5.40) that for any $\eta_{0}>0$, there exist some positive constants $C_{6}, C_{7}>0$ such that for all $0<t \leq T, k, l, p \geq 0$,

$$
\begin{equation*}
\left\|v^{k} \partial_{v}^{l} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}, L^{2}\left(\mathbb{R}_{v}\right)\right)} \leq \frac{C_{6} C_{7}^{k+l+p}}{t^{\frac{2 s+1}{2 s}(k+l+p+2)+\eta_{0}}}(k!)^{\frac{2 s+1}{2 s}}(l!)^{\frac{2 s+1}{2 s}}(p!)^{\frac{2 s+1}{2 s}}\left\|g_{0}\right\|_{(1,0)} . \tag{5.41}
\end{equation*}
$$

We deduce from (5.41) and the Sobolev imbedding theorem that there exist some positive constants $C_{8}, C_{9}, C_{10}>0$ such that for all $0<t \leq T, k, l, p \geq 0$,

$$
\begin{aligned}
& \left\|v^{k} \partial_{v}^{l} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x, v}^{2}\right)} \\
\leq & C_{8}\left(\left\|v^{k} \partial_{v}^{l} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}, L^{2}\left(\mathbb{R}_{v}\right)\right)}+\left\|v^{k} \partial_{v}^{l+1} \partial_{x}^{p} g(t)\right\|_{L^{\infty}\left(\mathbb{R}_{x}, L^{2}\left(\mathbb{R}_{v}\right)\right)}\right) \\
\leq & \frac{C_{9} C_{10}^{k+l+p}}{t^{\frac{2 s+1}{2 s}(k+l+p+3)+\eta_{0}}}(k!)^{\frac{2 s+1}{2 s}}(l!)^{\frac{2 s+1}{2 s}}(p!)^{\frac{2 s+1}{2 s}}\left\|g_{0}\right\|_{(1,0)} .
\end{aligned}
$$

It proves the Gevrey smoothing property in Theorem 1.1.

## 6. Appendix

6.1. Hermite functions. The standard Hermite functions $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ are defined for $v \in \mathbb{R}$,

$$
\begin{equation*}
\varphi_{n}(v)=\frac{(-1)^{n}}{\sqrt{2^{n} n!\sqrt{\pi}}} e^{\frac{v^{2}}{2}} \frac{d^{n}}{d v^{n}}\left(e^{-v^{2}}\right)=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi}}}\left(v-\frac{d}{d v}\right)^{n}\left(e^{-\frac{v^{2}}{2}}\right)=\frac{a_{+}^{n} \varphi_{0}}{\sqrt{n!}}, \tag{6.1}
\end{equation*}
$$

where $a_{+}$is the creation operator

$$
a_{+}=\frac{1}{\sqrt{2}}\left(v-\frac{d}{d v}\right) .
$$

The family $\left(\varphi_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. We set for $n \in \mathbb{N}, v \in \mathbb{R}$,

$$
\begin{equation*}
\psi_{n}(v)=2^{-1 / 4} \varphi_{n}\left(2^{-1 / 2} v\right), \quad \psi_{n}=\frac{1}{\sqrt{n!}}\left(\frac{v}{2}-\frac{d}{d v}\right)^{n} \psi_{0} \tag{6.2}
\end{equation*}
$$

The family $\left(\psi_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$ composed by the eigenfunctions of the harmonic oscillator

$$
\mathcal{H}=-\Delta_{v}+\frac{v^{2}}{4}=\sum_{n \geq 0}\left(n+\frac{1}{2}\right) \mathbb{P}_{n}, \quad 1=\sum_{n \geq 0} \mathbb{P}_{n}
$$

where $\mathbb{P}_{n}$ stands for the orthogonal projection

$$
\mathbb{P}_{n} f=\left(f, \psi_{n}\right)_{L^{2}\left(\mathbb{R}_{v}\right)} \psi_{n}
$$

It satisfies the identities

$$
\begin{equation*}
A_{+} \psi_{n}=\sqrt{n+1} \psi_{n+1}, \quad A_{-} \psi_{n}=\sqrt{n} \psi_{n-1} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{ \pm}=\frac{v}{2} \mp \frac{d}{d v} . \tag{6.4}
\end{equation*}
$$

Instrumental in the core of the article are the estimates on the Hermite functions given in the following lemma which are an adaptation in a simpler setting of the analysis led in the work [27] (Lemma 3.2).
Lemma 6.1. We have

$$
\begin{align*}
& \forall n, k, l \geq 0, \quad\left\|v^{k} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq 2^{k} \sqrt{\frac{(k+l+n)!}{n!}}  \tag{6.5}\\
& \forall r \geq \frac{1}{2}, \forall \varepsilon>0, \forall n, k, l \geq 0  \tag{6.6}\\
& \left\|v^{k} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq \sqrt{2}\left(\left(1-\delta_{n, 0}\right) \exp \left(\varepsilon r n^{\frac{1}{2 r}}\right)+\delta_{n, 0}\right)\left(\frac{2^{\frac{3}{2}+r} e^{r}}{\inf \left(\varepsilon^{r}, 1\right)}\right)^{k+l}(k!)^{r}(l!)^{r},
\end{align*}
$$

where $\delta_{n, 0}$ stands for the Kronecker delta, i.e., $\delta_{n, 0}=1$ if $n=0, \delta_{n, 0}=0$ if $n \neq 0$.
Proof. The estimate (6.5) is trivial if $k=l=0$, since the family $\left(\psi_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. We notice from (6.3) and (6.4) that

$$
\begin{gather*}
v \psi_{n}=\left(A_{+}+A_{-}\right) \psi_{n}=\sqrt{n+1} \psi_{n+1}+\sqrt{n} \psi_{n-1}  \tag{6.7}\\
\partial_{v} \psi_{n}=\frac{1}{2}\left(A_{-}-A_{+}\right) \psi_{n}=\frac{1}{2} \sqrt{n} \psi_{n-1}-\frac{1}{2} \sqrt{n+1} \psi_{n+1} \tag{6.8}
\end{gather*}
$$

This implies that

$$
\left\|v \psi_{n}\right\|_{L^{2}(\mathbb{R})}=\sqrt{2 n+1}, \quad\left\|\partial_{v} \psi_{n}\right\|_{L^{2}(\mathbb{R})}=\frac{1}{2} \sqrt{2 n+1}
$$

since $\left(\psi_{n}\right)_{n \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. It follows that the estimate (6.5) holds as well when $(k, l)=(1,0)$ or $(k, l)=(0,1)$. We complete the proof of the estimate (6.5) by induction. We assume that the estimate holds for any $k, l \geq 0, k+l \leq m$, with $m \geq 1$. Let $k, l \geq 0$ such that $k+l=m$. It follows from (6.7) and (6.8) that

$$
\begin{gathered}
v^{k+1} \partial_{v}^{l} \psi_{n}=\sqrt{n+1} v^{k} \partial_{v}^{l} \psi_{n+1}+\sqrt{n} v^{k} \partial_{v}^{l} \psi_{n-1}-l v^{k} \partial_{v}^{l-1} \psi_{n} \\
v^{k} \partial_{v}^{l+1} \psi_{n}=\frac{1}{2} \sqrt{n} v^{k} \partial_{v}^{l} \psi_{n-1}-\frac{1}{2} \sqrt{n+1} v^{k} \partial_{v}^{l} \psi_{n+1}
\end{gathered}
$$

We deduce from the induction hypothesis that

$$
\begin{aligned}
& \left\|v^{k+1} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq \sqrt{n+1}\left\|v^{k} \partial_{v}^{l} \psi_{n+1}\right\|_{L^{2}(\mathbb{R})}+\sqrt{n}\left\|v^{k} \partial_{v}^{l} \psi_{n-1}\right\|_{L^{2}(\mathbb{R})}+l\left\|v^{k} \partial_{v}^{l-1} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \\
& \leq 2^{k+1} \sqrt{\frac{(k+l+n+1)!}{n!}}\left(\frac{1}{2}+\frac{\sqrt{n} \sqrt{n}+l}{2 \sqrt{(k+l+n+1)(k+l+n)}}\right) \leq 2^{k+1} \sqrt{\frac{(k+l+n+1)!}{n!}} \\
& \left\|v^{k} \partial_{v}^{l+1} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq \frac{1}{2} \sqrt{n}\left\|v^{k} \partial_{v}^{l} \psi_{n-1}\right\|_{L^{2}(\mathbb{R})}+\frac{1}{2} \sqrt{n+1}\left\|v^{k} \partial_{v}^{l} \psi_{n+1}\right\|_{L^{2}(\mathbb{R})} \\
& \quad \leq 2^{k} \sqrt{\frac{(k+l+n+1)!}{n!}}\left(\frac{1}{2}+\frac{\sqrt{n} \sqrt{n}}{2 \sqrt{(k+l+n+1)(k+l+n)}}\right) \leq 2^{k} \sqrt{\frac{(k+l+n+1)!}{n!}}
\end{aligned}
$$

This ends the proof of the estimate (6.5). We then prove the estimates (6.6). When $n=0$, we deduce from (6.5) that

$$
\forall k, l \geq 0, \quad\left\|v^{k} \partial_{v}^{l} \psi_{0}\right\|_{L^{2}(\mathbb{R})} \leq 2^{k} \sqrt{(k+l)!} \leq 2^{\frac{3 k+l}{2}} \sqrt{k!} \sqrt{l!},
$$

since

$$
C_{k+l}^{k}=\frac{(k+l)!}{k!l!} \leq 2^{k+l}
$$

It follows that

$$
\forall r \geq \frac{1}{2}, \forall \varepsilon>0, \forall k, l \geq 0, \quad\left\|v^{k} \partial_{v}^{l} \psi_{0}\right\|_{L^{2}(\mathbb{R})} \leq \sqrt{2}\left(\frac{2^{\frac{3}{2}+r} e^{r}}{\inf \left(\varepsilon^{r}, 1\right)}\right)^{k+l}(k!)^{r}(l!)^{r}
$$

since

$$
\forall r \geq \frac{1}{2}, \forall \varepsilon>0, \quad 2^{\frac{3 k+l}{2}} \sqrt{k!} \sqrt{l!} \leq\left(2^{\frac{3}{2}}\right)^{k+l}(k!)^{r}(l!)^{r} \leq \sqrt{2}\left(\frac{2^{\frac{3}{2}+r} e^{r}}{\inf \left(\varepsilon^{r}, 1\right)}\right)^{k+l}(k!)^{r}(l!)^{r}
$$

The estimates (6.6) therefore hold when $n=0$. When $k=l=0$ and $n \geq 1$, the estimates (6.6) also hold since $\left\|\psi_{n}\right\|_{L^{2}(\mathbb{R})}=1$. From now, we may therefore assume that $k+l \geq 1$ and $n \geq 1$. We notice that for all $n \geq 1$,

$$
\begin{aligned}
n!=\boldsymbol{\Gamma}(n+1)=\int_{0}^{+\infty} e^{-t} t^{n} d t=\left(\frac{n}{e}\right)^{n} & \int_{0}^{+\infty} n e^{-(s-1) n} s^{n} d s \\
& \geq\left(\frac{n}{e}\right)^{n} \int_{1}^{2} n e^{-(s-1) n} d s=\left(\frac{n}{e}\right)^{n}\left(1-e^{-n}\right) \geq \frac{1}{2}\left(\frac{n}{e}\right)^{n}
\end{aligned}
$$

so that

$$
\forall n \geq 1, \quad n^{\frac{n}{2}} \leq \sqrt{2} \sqrt{n!} e^{\frac{n}{2}}
$$

It follows that

$$
\begin{equation*}
\forall r \geq \frac{1}{2}, \forall n \geq 1, \quad n^{\frac{n}{2}} \leq \sqrt{2} \sqrt{n!e^{n}} \leq \sqrt{2}\left(n!e^{n}\right)^{r} \tag{6.9}
\end{equation*}
$$

We distinguish two cases. When $1 \leq k+l \leq n$, we deduce from (6.5) that for all $r \geq 1 / 2, \varepsilon>0$,

$$
\begin{align*}
&\left\|v^{k} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq 2^{k} \sqrt{\frac{(k+l+n)!}{n!}} \leq 2^{k}(k+l+n)^{\frac{k+l}{2}} \leq 2^{k}(2 n)^{\frac{k+l}{2}}  \tag{6.10}\\
& \leq\left(\frac{2^{\frac{3}{2}}}{\varepsilon^{r}}\right)^{k+l}((k+l)!)^{r}\left(\frac{\left(\varepsilon n^{\frac{1}{2 r}}\right)^{k+l}}{(k+l)!}\right)^{r} \leq\left(\frac{2^{\frac{3}{2}}}{\varepsilon^{r}}\right)^{k+l} \exp \left(\varepsilon r n^{\frac{1}{2 r}}\right)((k+l)!)^{r}
\end{align*}
$$

When $k+l>n \geq 1$, we deduce from (6.5) and (6.9) that for all $r \geq 1 / 2$,

$$
\begin{align*}
\left\|v^{k} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq 2^{k} \sqrt{\frac{(k+l+n)!}{n!}} \leq 2^{k}(k+l+n)^{\frac{k+l}{2}} \leq 2^{k}(2 k+2 l)^{\frac{k+1}{2}}  \tag{6.11}\\
\leq \sqrt{2}\left(2^{\frac{3}{2}} e^{r}\right)^{k+l}((k+l)!)^{r}
\end{align*}
$$

It follows from (6.10) and (6.11) that for all $r \geq 1 / 2, \varepsilon>0, n \geq 1, k+l \geq 1$,

$$
\left\|v^{k} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq \sqrt{2}\left(\frac{2^{\frac{3}{2}} e^{r}}{\inf \left(\varepsilon^{r}, 1\right)}\right)^{k+l} \exp \left(\varepsilon r n^{\frac{1}{2 r}}\right)((k+l)!)^{r} .
$$

By using that

$$
\frac{(k+l)!}{k!l!}=C_{k+l}^{k} \leq 2^{k+l}
$$

we finally obtain that for all $r \geq 1 / 2, \varepsilon>0, n \geq 1, k+l \geq 1$,

$$
\left\|v^{k} \partial_{v}^{l} \psi_{n}\right\|_{L^{2}(\mathbb{R})} \leq \sqrt{2}\left(\frac{2^{\frac{3}{2}+r} e^{r}}{\inf \left(\varepsilon^{r}, 1\right)}\right)^{k+l} \exp \left(\varepsilon r n^{\frac{1}{2 r}}\right)(k!)^{r}(l!)^{r}
$$

The estimates (6.6) therefore hold when $k+l \geq 1$ and $n \geq 1$. The proof of Lemma 6.1 is complete.
6.2. Gelfand-Shilov regularity. We refer the reader to the works $[18,22,35,36]$ and the references herein for extensive expositions of the Gelfand-Shilov regularity theory. The Gelfand-Shilov spaces $S_{\nu}^{\mu}(\mathbb{R})$, with $\mu, \nu>0, \mu+\nu \geq 1$, are defined as the spaces of smooth functions $f \in C^{\infty}(\mathbb{R})$ satisfying

$$
\exists C \geq 1, \quad\left|\partial_{v}^{p} f(v)\right| \leq C^{p+1}(p!)^{\mu} e^{-\frac{1}{C}|v|^{1 / \nu}}, \quad v \in \mathbb{R}, p \geq 0
$$

or, equivalently

$$
\exists C \geq 1, \quad \sup _{v \in \mathbb{R}}\left|v^{q} \partial_{v}^{p} f(v)\right| \leq C^{p+q+1}(p!)^{\mu}(q!)^{\nu}, \quad p, q \geq 0
$$

These Gelfand-Shilov spaces $S_{\nu}^{\mu}(\mathbb{R})$ may also be characterized as the spaces of Schwartz functions $f \in \mathscr{S}(\mathbb{R})$ satisfying

$$
\exists C>0, \varepsilon>0, \quad|f(v)| \leq C e^{-\varepsilon|v|^{1 / \nu}}, \quad v \in \mathbb{R}, \quad|\widehat{f}(\xi)| \leq C e^{-\varepsilon|\xi|^{1 / \mu}}, \quad \xi \in \mathbb{R}
$$

In particular, we notice that Hermite functions belong to the symmetric Gelfand-Shilov space $S_{1 / 2}^{1 / 2}(\mathbb{R})$. More generally, the symmetric Gelfand-Shilov spaces $S_{\mu}^{\mu}(\mathbb{R})$, with $\mu \geq 1 / 2$, can be characterized through the decomposition into the Hermite basis $\left(\psi_{n}\right)_{n \geq 0}$, see e.g. [36] (Proposition 1.2),

$$
\begin{aligned}
& f \in S_{\mu}^{\mu}(\mathbb{R}) \Leftrightarrow f \in L^{2}(\mathbb{R}), \exists t_{0}>0,\left\|\left(\left(f, \psi_{n}\right)_{L^{2}} \exp \left(t_{0} n^{\frac{1}{2 \mu}}\right)\right)_{n \geq 0}\right\|_{l^{2}(\mathbb{N})}<+\infty \\
& \Leftrightarrow f \in L^{2}(\mathbb{R}), \exists t_{0}>0,\left\|e^{t_{0} \mathcal{H}^{1 / 2 \mu}} f\right\|_{L^{2}}<+\infty
\end{aligned}
$$

where $\mathcal{H}=-\Delta_{v}+\frac{v^{2}}{4}$ is the harmonic oscillator and $\left(\psi_{n}\right)_{n \geq 0}$ stands for the Hermite basis defined in Section 6.1.
6.3. The Kac collision operator. For $\varphi$ a function defined on $\mathbb{R}$, we denote its even part

$$
\breve{\varphi}(\theta)=\frac{1}{2}(\varphi(\theta)+\varphi(-\theta)) .
$$

The following lemma is proved in [31] (Lemma A.1):
Lemma 6.2. Let $\nu \in L_{l o c}^{1}\left(\mathbb{R}^{*}\right)$ be an even function such that $\theta^{2} \nu(\theta) \in L^{1}(\mathbb{R})$. Then, the mapping

$$
\varphi \in C_{c}^{2}(\mathbb{R}) \mapsto \lim _{\varepsilon \rightarrow 0_{+}} \int_{|\theta| \geq \varepsilon} \nu(\theta)(\varphi(\theta)-\varphi(0)) d \theta=\int_{0}^{1} \int_{\mathbb{R}}(1-t) \theta^{2} \nu(\theta) \varphi^{\prime \prime}(t \theta) d \theta d t
$$

defines a distribution of order 2 denoted $\mathrm{fp}(\nu)$. The linear form $\mathrm{fp}(\nu)$ can be extended to $C^{1,1}$ functions ( $C^{1}$ functions whose second derivative is $L^{\infty}$ ). For $\varphi \in C^{1,1}$ satisfying $\varphi(0)=0$, the function $\nu \breve{\varphi}$ belongs to $L^{1}(\mathbb{R})$ and

$$
\langle\operatorname{fp}(\nu), \varphi\rangle=\int \nu(\theta) \breve{\varphi}(\theta) d \theta
$$

Let $g, f \in \mathscr{S}(\mathbb{R})$ be Schwartz functions. We define

$$
F_{f, g}(\underbrace{v, v_{*}}_{w})=f(v) g\left(v_{*}\right), \quad \varphi_{f, g}(\theta, v)=\int_{\mathbb{R}}\left(F_{f, g}\left(R_{\theta} w\right)-F_{f, g}(w)\right) d v_{*},
$$

where $R_{\theta}$ stands for the rotation of angle $\theta$ in $\mathbb{R}^{2}$,

$$
R_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)=\exp (\theta J), \quad J=R_{\frac{\pi}{2}}
$$

We have

$$
F_{f, g}\left(R_{\theta} w\right)-F_{f, g}(w)=f\left(v \cos \theta-v_{*} \sin \theta\right) g\left(v \sin \theta+v_{*} \cos \theta\right)-f(v) g\left(v_{*}\right)
$$

so that by using the notations $f_{*}^{\prime}=f\left(v_{*}^{\prime}\right), f^{\prime}=f\left(v^{\prime}\right), f_{*}=f\left(v_{*}\right), f=f(v)$ with

$$
v^{\prime}=v \cos \theta-v_{*} \sin \theta, \quad v_{*}^{\prime}=v \sin \theta+v_{*} \cos \theta, \quad v, v_{*} \in \mathbb{R}
$$

we may write

$$
\varphi_{f, g}(\theta, v)=\int_{\mathbb{R}}\left(g_{*}^{\prime} f^{\prime}-g_{*} f\right) d v_{*}
$$

Furthermore, we easily check that its even part as a function of the variable $\theta$ is given by

$$
\breve{\varphi}_{f, g}(\theta, v)=\int_{\mathbb{R}}\left((\breve{g})_{*}^{\prime} f^{\prime}-g_{*} f\right) d v_{*}=\int_{\mathbb{R}}\left((\breve{g})_{*}^{\prime} f^{\prime}-(\breve{g})_{*} f\right) d v_{*} .
$$

Notice that for each $\theta \in \mathbb{R}$, the mapping

$$
(f, g) \in \mathscr{S}(\mathbb{R}) \times \mathscr{S}(\mathbb{R}) \mapsto \varphi_{f, g}(\theta, \cdot) \in \mathscr{S}(\mathbb{R})
$$

is continuous uniformly with respect to $\theta$. In fact, the function $F_{f, g}$ belongs to $\mathscr{S}\left(\mathbb{R}^{2}\right)$. By denoting $\Pi_{1}$ the projection onto the first variable, this implies that the function

$$
v^{l} \partial_{v}^{k} \varphi_{f, g}(\theta, v)=\int \Pi_{1}(w)^{l} \partial_{v}^{k} \Phi_{f, g}(\theta, w) d v_{*}
$$

is bounded since

$$
\Phi_{f, g}(\theta, w)=F_{f, g}\left(R_{\theta} w\right)-F_{f, g}(w) \in \mathscr{S}\left(\mathbb{R}^{2}\right) .
$$

As a result, the function $v \mapsto \varphi_{f, g}(\theta, v)$ belongs to $\mathscr{S}(\mathbb{R})$ uniformly with respect to $\theta$. Moreover, the second derivative with respect to $\theta$ of the function $\Phi_{f, g}$,

$$
F_{f, g}^{\prime \prime}\left(e^{\theta J} w\right)\left(e^{\theta J} J w, e^{\theta J} J w\right)-F_{f, g}^{\prime}\left(e^{\theta J} w\right) e^{\theta J} w
$$

belongs to $\mathscr{S}\left(\mathbb{R}^{2}\right)$ uniformly with respect to $\theta$. This implies that the second derivative with respect to $\theta$ of the function $\varphi_{f, g}$ is in $\mathscr{S}(\mathbb{R})$ uniformly with respect to $\theta$. We define the non-cutoff Kac operator as

$$
K(g, f)(v)=\left\langle\operatorname{fp}\left(\mathbb{1}_{\left(-\frac{\pi}{4}, \frac{\pi}{4}\right)} \beta\right), \varphi_{f, g}(\cdot, v)\right\rangle
$$

when $\beta$ is a function satisfying (1.5). Since $\varphi_{f, g}(0, v) \equiv 0$, Lemma 6.2 allows to replace the finite part by the absolutely converging integral

$$
K(g, f)(v)=\int_{|\theta| \leq \frac{\pi}{4}} \beta(\theta)\left(\int_{\mathbb{R}}\left(\breve{g}_{*}^{\prime} f^{\prime}-\breve{g}_{*} f\right) d v_{*}\right) d \theta=K(\breve{g}, f)(v) .
$$

It was established in [31] (Lemma A.2) that $K(g, f) \in \mathscr{S}(\mathbb{R})$, when $g, f \in \mathscr{S}(\mathbb{R})$. We also recall the Bobylev formula providing an explicit formula for the Fourier transform of the Kac operator

$$
\begin{equation*}
\widehat{K(g, f})(\xi)=\int_{|\theta| \leq \frac{\pi}{4}} \beta(\theta)[\widehat{g}(\xi \sin \theta) \widehat{f}(\xi \cos \theta)-\widehat{g}(0) \widehat{f}(\xi)] d \theta \tag{6.12}
\end{equation*}
$$

when $f, g \in \mathscr{S}(\mathbb{R})$. The proof of this formula may be found in [31] (Lemma A.4).
6.4. Metrics on the phase space. The purpose of this section is to check that the two metrics

$$
\Gamma_{0}=\frac{d v^{2}+d \eta^{2}}{\langle(v, \eta)\rangle^{2}}, \quad \Gamma_{1}=\frac{d v^{2}+d \eta^{2}}{M(v, \eta, \xi)}
$$

defined in (3.5) are admissible (slowly varying, temperate, satisfying the uncertainty principle). We refer the reader to [29] (Definition 2.2.15) for the definition of an admissible metric and the definition of an admissible weight associated to an admissible metric. Regarding the metric $\Gamma_{0}$, this property is established in [29] (Lemma 2.2.18). As powers of the gain function associated to the metric $\Gamma_{0}$, the functions $\langle(v, \eta)\rangle^{m}$, with $m \in \mathbb{R}$, are admissible weights for the metric $\Gamma_{0}$. Regarding the second metric

$$
\Gamma_{1}=\frac{d v^{2}+d \eta^{2}}{M(v, \eta, \xi)}
$$

we begin by checking that this metric is slowly varying. To that end, it is sufficient to check that

$$
\begin{aligned}
\exists C>0, \exists r>0, \forall & \left(v_{1}, \eta_{1}\right) \in \mathbb{R}^{2}, \forall\left(v_{2}, \eta_{2}\right)
\end{aligned} \in \mathbb{R}^{2}, \forall \xi \in \mathbb{R}, \quad \begin{array}{|l|l|} 
& \frac{\left|v_{1}-v_{2}\right|^{2}+\left|\eta_{1}-\eta_{2}\right|^{2}}{M\left(v_{1}, \eta_{1}, \xi\right)} \leq r \Rightarrow \frac{1}{C} M\left(v_{1}, \eta_{1}, \xi\right) \leq M\left(v_{2}, \eta_{2}, \xi\right) \leq C M\left(v_{1}, \eta_{1}, \xi\right) .
\end{array}
$$

Indeed, when

$$
\frac{\left|v_{1}-v_{2}\right|^{2}+\left|\eta_{1}-\eta_{2}\right|^{2}}{M\left(v_{1}, \eta_{1}, \xi\right)} \leq r
$$

it follows from (3.6) that

$$
\begin{align*}
& M\left(v_{2}, \eta_{2}, \xi\right)=1+v_{2}^{2}+\eta_{2}^{2}+\left(1+v_{2}^{2}+\eta_{2}^{2}+\xi^{2}\right)^{\frac{1}{2 s+1}} \lesssim 1+v_{2}^{2}+\eta_{2}^{2}+|\xi|^{\frac{2}{2 s+1}}  \tag{6.13}\\
& \quad \leq 1+2 v_{1}^{2}+2 \eta_{1}^{2}+2\left(v_{1}-v_{2}\right)^{2}+2\left(\eta_{1}-\eta_{2}\right)^{2}+|\xi|^{\frac{2}{2 s+1}} \leq 2(r+1) M\left(v_{1}, \eta_{1}, \xi\right)
\end{align*}
$$

since $0<s<1$. On the other hand, we have

$$
\begin{aligned}
& M\left(v_{1}, \eta_{1}, \xi\right)=1+v_{1}^{2}+\eta_{1}^{2}+\left(1+v_{1}^{2}+\eta_{1}^{2}+\xi^{2}\right)^{\frac{1}{2 s+1}} \lesssim 1+v_{1}^{2}+\eta_{1}^{2}+|\xi|^{\frac{2}{2 s+1}} \\
& \quad \leq 1+2 v_{2}^{2}+2 \eta_{2}^{2}+2\left(v_{1}-v_{2}\right)^{2}+2\left(\eta_{1}-\eta_{2}\right)^{2}+|\xi|^{\frac{2}{2 s+1}} \leq 2 M\left(v_{2}, \eta_{2}, \xi\right)+2 r M\left(v_{1}, \eta_{1}, \xi\right)
\end{aligned}
$$

This implies that $M\left(v_{1}, \eta_{1}, \xi\right) \lesssim M\left(v_{2}, \eta_{2}, \xi\right)$ when $0<r \ll 1$. This proves that the metric $\Gamma_{1}$ is slowly varying. According to [29] (Lemma 2.2.14), it is sufficient for checking the temperance to establish that

$$
\begin{aligned}
\exists C>0, \exists N \geq 0, \forall\left(v_{1}, \eta_{1}\right) \in \mathbb{R}^{2}, & \forall\left(v_{2}, \eta_{2}\right) \in \mathbb{R}^{2}, \forall \xi \in \mathbb{R}, \\
& \frac{M\left(v_{2}, \eta_{2}, \xi\right)}{M\left(v_{1}, \eta_{1}, \xi\right)} \leq C\left(1+M\left(v_{1}, \eta_{1}, \xi\right)\left(\left|v_{1}-v_{2}\right|^{2}+\left|\eta_{1}-\eta_{2}\right|^{2}\right)\right)^{N} .
\end{aligned}
$$

Indeed, we deduce from (6.13) that

$$
\frac{M\left(v_{2}, \eta_{2}, \xi\right)}{M\left(v_{1}, \eta_{1}, \xi\right)} \leq 2+\frac{2\left(v_{1}-v_{2}\right)^{2}+2\left(\eta_{1}-\eta_{2}\right)^{2}}{M\left(v_{1}, \eta_{1}, \xi\right)} \leq 2\left(1+M\left(v_{1}, \eta_{1}, \xi\right)\left(\left|v_{1}-v_{2}\right|^{2}+\left|\eta_{1}-\eta_{2}\right|^{2}\right)\right)
$$

since $M\left(v_{1}, \eta_{1}, \xi\right) \geq 1$. This proves that the metric $\Gamma_{1}$ is temperate. This metric also trivially satisfies the uncertainty principle since $M\left(v_{1}, \eta_{1}, \xi\right) \geq 1$. This implies that $\Gamma_{1}$ is an admissible metric on the phase space $\mathbb{R}_{v, \eta}^{2}$ uniformly with respect to the parameter $\xi \in \mathbb{R}$. As powers of the gain function associated to the metric $\Gamma_{1}$, the functions $M^{m}$, with $m \in \mathbb{R}$, are admissible weights for the metric $\Gamma_{1}$ uniformly with respect to the parameter $\xi \in \mathbb{R}$.
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