Rough flows
I. BAILLEUL' and S. RIEDEL

ABsTrRACT. We introduce in this work a concept of rough driver that somehow provides a
rough path-like analogue of an enriched object associated with time-dependent vector fields.
We use the machinery of approximate flows to build the integration theory of rough drivers
and prove well-posedness results for rough differential equations on flows and continuity of
the solution flow as a function of the generating rough driver. We show that the theory
of semimartingale stochastic flows developed in the 80’s and early 90’s fits nicely in this
framework, and obtain as a consequence some new strong approximation results for general
semimartingale flows and provide a fresh look at large deviation theorems for ’Gaussian’
stochastic flows.

Introduction

An elementary construction recipe of flows was recently introduced in [Bail5| and used
there to get back the core results of Lyons’ theory of rough differential equations [Lyo98,
FV10] in a very short and elementary way. This work emphasizes the fact that it may
be worth considering flows of maps as the primary objects from which the individual
trajectories can be built, as opposed to the classical point of view that constructs a flow
from an uncountable collection of individual trajectories. Probabilists know how tricky
it can be to deal with uncountably many null sets. As well-recognized now, the main
success of Lyons’ theory was to disentangle probability from pure dynamics in the study
of stochastic differential equations by showing that the dynamics is a deterministic and
continuous function of an enriched signal that is constructed from the noise in the equation
by purely probabilistic means. This very clean picture led to new proofs and extensions of
foundational results in the theory of stochastic differential equations, such as Stroock and
Varadhan support theorem or the basics of Freidlin and Ventzel theory of large deviations
for diffusions.

It was realized in the late 70’s that stochastic differential equations not only define
individual trajectories, they also define flows of regular homeomorphisms, depending on
the regularity of the vector fields involved in the dynamics [Elw78, Bis81, IW81, Kun81b|.
This opened the door to the study of stochastic flows of maps for themselves [Har81,
Bax80, 1.J82, L.LJ85] and it did not take long time before Le Jan and Watanabe [LIJW84]
clarified definitely the situation by showing that, in a semimartingale setting, there is a
one-to-one correspondence between flows of diffeomorphisms and time-varying stochastic
velocity fields, under proper regularity conditions on the objects involved. We offer in the
present work an embedding of the theory of semimartingale stochastic flows into the theory
of rough flows similar to the embedding of the theory of stochastic differential equations
into the theory of rough differential equations. While the acquainted reader will have
noticed that the latter framework can be used to deal with Brownian flows by seeing them
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as solution flows to some Banach space-valued rough differential equations driven by a
Brownian rough path in some space of vector fields, such as done in |Derl0, DD12]|, the
situation is not so clear for more general random velocity fields and stochastic flows of
maps. Our approach provides a simple setting for dealing with the general case, and we
provide in this work an elementary direct approach to the construction of stochastic flows
whose scope goes beyond the realm of semimartingale calculus.

Our theory of rough flows is based on the deterministic "Approximate flow-to-flow"
machinery introduced in [Bail5|, which gives body to the following fact. To a 2-index
family (pus)o<s<t<r of maps which falls short from being a flow one can associate a unique
flow (¢1s)o<s<t<T close to (us)ocs<e<r; moreover the flow ¢ depends continuously on the
approximate flow p. We introduce a notion of rough driver, that is an enriched version of
a time-dependent vector field, that is given by the additional datum of a time-dependent
second order differential operator satisfying some algebraic and analytic conditions. A
notion of solution to a differential equation driven by a rough driver will be given, in the
line of what was done in [Bail5] for rough differential equations, and the approximate flow-
to-flow machinery will be seen to lead to a clean and simple well-posedness result for such
equations. Importantly, the [t6 map, that associates to a rough driver the solution flow to
its agsociated equation, is continuous. This continuity result is the key to deep results in the
theory of stochastic flows. We shall indeed prove that reasonable semimartingale velocity
fields can be lifted to rough drivers under some mild boundedness and regularity conditions,
and that the solution flow associated to the semimartingale rough driver coincides almost
surely with the solution flow to the Kunita-type Stratonovich differential equation driven
by the velocity field. In this sense, our theory of rough flows encompasses the theory of
stochastic flows. A Wong-Zakai theorem will be proved for a general class of semimartingale
velocity fields and a sharp large deviation principle for Brownian flows will be proved will
be proved as a consequence of the continuity of the It6 map. No Wong-Zakai result was
available so far for semimartingale stochastic flows.

The setting of rough drivers and rough flows is presented in Section 1, together with
the approximate flow-to-flow machinery. This is the core of the deterministic machinery
and everything that follows elaborates on this material, in a probabilistic setting. Some
additional material on random rough drivers is in particular given in Section 1.5, where we
provide some new variations around the Kolmogorov regularity theorem needed along the
way and some sufficient conditions for a process to be bounded; this material may be of
independent interest. We show in Section 2 that reasonable semimartingale velocity fields
can be lifted to rough drivers under appropriate mild boundedness and regularity assump-
tions and prove that the theory of semimartingale stochastic flows of maps is naturally
embedded in the theory of rough flows. As an illustration of the continuity of the It6 map,
we prove in Section 2.5 a Wong-Zakai theorem for stochastic flows of maps, and provide
in Section 3 a fresh look at large deviation theorems for Brownian stochastic flows. We
proved in the follow up work [BRS17] that a large class of Gaussian vector fields can be
lifted into rough drivers; this shows explicitly that the setting of rough drivers and rough
flows goes beyond the semimartingale horizon. The point of view of rough flows presented
here was also used in [BC17| to investigate the problem of stochastic turbulence.

The size of this work is related to the fact that it is intended to be as self-contained
as possible; no a priori knowledge of the theory of stochastic flows is required for its
understanding in particular. We have included as a consequence some material that is
well-known from experts in stochastic flows or large deviation theory for instance. A
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reader interested only in the machinery of rough flows will have a complete picture by
reading sections 1.1 to 1.4 and Theorem 12 in Section 1.5.

Notations. We gather here for reference a number of notations that will be used throughout
the text.

o We shall exclusively use the letter E to denote a Banach space; we shall denote by
L(E) the set of continuous linear maps from E to itself, and for M € L(E), we shall
write |M| for its operator norm. In this setting, differentiability and regularity
notions are understood in the sense of Fréchet.

e For functions x: [0, 7] — E, we will use the notation x;s = x;—x for the increments
of z.

e Whenever useful, vector fields are identified with the first order differential operator
they define in a canonical way.

e As is common, we shall use Einstein’s summation convention that a’b; := > a’b;.

e Last, recall that a flow on E is a family (y4s)o<s<e<r of maps from E to itself such
that ¢y = Id, for all 0 < ¢t < T, and @, 0 Pus = s, forall 0 < s <u <t < T.
The letter T', here and below, will always stand for a finite time horizon.

1

Rough flows

1.1. Flows and approximate flows We introduced in [Bail5| a simple machinery for con-

structing flows on E from approximate flows that can
be understood as a generalization of Lyons’ workhorse [Lyo98| for constructing a rough
path from an almost rough path; this is the core tool for the construction of the rough
integral. Roughly speaking, the "Approximate flow-to-flow" machinery says that if we
are given a family of maps (puts)o<s<e<r from E to itself, and if the maps p are close to
defining a flow, in the sense that pus, o fys — pits is small in a quantitative way, for s < u < ¢t
with ¢ — s small, then there exists a unique flow close to u. In the rough paths setting,
Lyons almost multiplicative functionals involve a family a = (ats)o<s<t<r Of elements of a
tensor algebra such that a;, ays — ars has some given size whenever s < u <t with ¢t — s
small, with the product on the tensor space used here. Despite their similarity, Lyons’
setting differs from the present setting in that multiplication in a tensor algebra satisfies
the distributivity property ab — ac = a(b — ¢), which obviously does not hold if a, b, ¢ are
maps and the product stands for composition. This seemingly minor point makes a real
difference though, so it is fortunate that one can still get an analogue of Lyons’ theorem in
a function space setting. This comes at a little price on the regularity of the set of maps
w1 that one can consider. As usual, for 0 < r < 1, we denote by C" the space of r-Hdélder
functions, with the understanding that they are Lipschitz continuous for r = 1.
Definition. Let 0 < r < 1 be given. A C"-approximate flow on E is a family (“fs)ogsgth
of (1 4 p)-Lipschitz maps from E to itself, for some 0 < p < 1, depending continuously on
(s,t) in the topology of uniform convergence and enjoying the following two properties.

e Perturbation of the identity — There exists a constant « with
0<l—-—p<ax<l,
such that one has for any 0 < s <t < T, and any x € E, the decomposition
(1.1) Dypirs = Id + A + Bl



for some L(E)-valued p-Lipschitz maps A with p-Lipschitz norm bounded above by
c|t — s|% and some L(E)-valued C! bounded maps B, with C'-norm bounded above

by Ot—s(l)'
e C"-approximate flow property — There exists some positive constants ¢; and
a > 1, such that one has
(1.2) Hﬂtuoﬂus _Mts‘
foral0<s<u<<t<T.

or S|t —s|”

Note that one requires a quantitative bound on A while we only require a qualitative in-
formation on B, at the price of some more regularity for the latter. This fine decomposition
of the differential of p,, as opposed to assuming only Dyuss = Id + A*, makes the setting
more flexible. The introduction of the notion of approximate flow is justified by the follow-
ing result proved in [Bail5|. Given a partition ms = {s =59 < 51 < -+ < sp_1 < 8, = t}
of (s,t) C [0,T], set

Hrps = Hspsp1 O © Hsysg-

Theorem 1 (Constructing flows on E). A C"-approximate flow, with é < r, defines a unique
flow (¢1s)o<s<t<T on E to which one can associate a positive constant § such that the inequality
\lprs — s || o, < [t — 5]

holds for all 0 < s <t < T with ¢ — s < §; this flow satisfies the inequality
o <2 T ‘Wts

}ar—l

(1'3) H‘Pts — Mg

for any partition 75 of any interval (s,t) C [0,7], with mesh || < 8. Moreover, the C"
norm of the maps s is uniformly bounded by a function of the constant ¢; that appears in
(1.2), forall 0 <s<t<T.

This statement generalises Gubinelli” sewing lemma [Gub04], such as reshaped by Feyel
and de la Pradelle in [FALP06|, to the non-commutative, non-associative setting of maps
on E. (The non-commutative sewing lemma of Feyel, de la Pradelle and Mokobodski
[FALPMO8| requires associativity and cannot be used in the present setting.)

Theorem 1 is stated in [Bail5] for Cl-approximate flows; the proof given there works
verbatim for C"-approximate flows provided % < r; a C! map is then understood in that
setting as a Lipschitz map. The crucial point in the above statement is the fact that if p
depends continuously in C” on some parameter then ¢ also happens to depend continuously
on that parameter, in C°, as a direct consequence of estimate (1.3). As made clear in
[Bail5|, Theorem 1 can be seen as the cornerstone of the theory of rough differential
equations, with the continuity of the It6-Lyons solution map given as a consequence of
the aforementioned continuity of ¢ on a parameter. We shall see in the present work that
Theorem 1 is all we need to get back and extend the core results of the theory of stochastic
flows intensively developed in the 80’s and early 90’s. We shall need for that purpose to
introduce a notion of enriched velocity field that will somehow play the role in our setting
of weak geometric Holder p-rough paths, with 2 < p < 3, in rough paths theory.

We shall thus pick a reqularity exponent 2 < p < 3 here, once and for all. Let us insist
here that like for the theory of rough paths, the technical shape of the theory of rough
drivers depends on that regularity exponent. Only two objects are needed in the definition
of a rough driver when 2 < p < 3; for 3 < p < 4, we would need to introduce an additional
object in the definition of a rough driver, that would thus consist of three objects; and
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so on. There is no real difficulty other than notational in giving a general theory, but as
our applications of rough flows to the study of stochastic flows only require to develop the
theory in the case where 2 < p < 3, we stick to that setting and invite the reader to make
up herself her mind about what the general theory looks like.

1.2. Rough drivers Let (V(-,))
increments

0<i<T be a time-dependent vector field on E, with time

Vis(:) :=V (-, t) =V (-, 8).

To get a hand on the definition of a weak geometric p-rough driver given below, think of
Vis as given by the formula

(14) Vis = VXt57

where V(z) € L(R’,RY), for all z € R%, and X = (X, X) is a p-rough path over R’. Write
V; for the image by V of the i*® vector in the canonical basis of R. A solution path z, to
the rough differential equation

can be characterized as a path satisfying some uniform Euler-Taylor expansion of the form
. . 3
F(@e) = fl@s) + X (Vi) (s) + X3 (ViVief) () + O(It = s17)

for all sufficiently regular real-valued functions f on RZ. The present Section will make
it clear that the operators X V; = VX, and XiijVk = (DV)V X5 are all we need in
this formula to run the theory, with no need to separate their space part, given by V and
(DV)V, from their time part Xs.

Definition. Let 2 < p < 3, and p —2 < p < 1 be given. A weak geometric (p, p)-rough

driver is a family (Vt5)0<s<t<T’ with

Vis = (Vts,Vts),
and Vi, a second order differential operator, such that
(i) the vector fields V;, are additive as functions of time
Vis = Viu + Vs
for all s < u < t, and each V4 is of class C2T7 on E, with

Wil

0<s<t<T |f — s|¥

(ii) the second order differential operators
1
Wis := Vi — 5%3%57

are actually vector fields, and

up IWelloe o
0<s<t<T |t — s|»



(iii) we have
Vts = Vtu + Vus‘/;fu + Vusa
forany0<s<u<t<T.

With in mind the model weak geometric p-rough driver given by formula (1.4), the
requirement p — 2 < p appears as a natural assumption to impose, given known well-
posedness results on rough differential equations [Dav07]; the first order condition on the
operators Wy, justifies that we call V a weak geometric p-rough driver, and condition (iii)
stands for an analogue of Chen’s relation. We shall freely talk about rough drivers rather
than weak geometric (p, p)-rough drivers in the sequel.

Definition. We define the (pseudo-)norm of V to be

lpp = sup {HV}SHCZW vV HWtSHcl+p}.

0<s<t<T |t — 5|1% \t_3|%

(1.5) v

and define an associated (pseudo-)metric on the set D, , of weak geometric (p, p)-rough drivers
setting

dpp(V, V') = [V =V .

Like the space of rough paths the space of rough drivers is not a linear space. We will also
need the homogeneous metric

_ V7 _ /
(16) op,p(V7V/) = sup HWS V;/SHC%'P V. HWtS WtSHCH'P

0<s<t<T \t_g\% \t—s|%

We will often drop the subindices p, p when it is clear from the context in which space we are
working in. Note that d and 0 induce the same topology in the space of rough drivers.

Note that one should add the C?*P-norm of V(-,0) in formula (1.5) to define a proper
norm on the space of rough drivers. This has no consequences as rough drivers are only
used via their increments. Note also that given a rough driver V and 0 < a < 7T, one
defines another rough driver V¢ = (V%, V%), on the time interval [0, a], setting

a
V;ts — Vafs,afta

1.7
( ) V?s = *Vafs,aft + Vafs,aftvafs,afh

for all 0 < s <t < a. It is indeed elementary to check that these operators satisfy the
algebraic conditions (ii) and (iii), with

1
(1.8) Wis = Vis — ivt(;v;fi = —Wa—sa—t;

that they satisfy the above analytic requirements is obvious. This rough driver is called
the time reversal of the rough driver V, from time a. Note that ||[V*| < [ V]



1.3. Rough flows We shall adopt below a definition of a solution flow to the equation
(1.9) dp = V(p;dt)

similar to the above definition of a solution path to a rough differential equation. A solution
flow will be required to satisfy some uniform Euler-Taylor expansion of the form

fopis—{f +Vief +Viuf} = O(Jt = sl7),

for all sufficiently regular real-valued functions f on R?. It is actually elementary to
construct a family of maps (uts) O<s<t<T which enjoys the above Euler-Taylor expansion
property. The key point is that this family will turn out to be a CP-approximate flow, if p
is not too small, so we shall get the existence and uniqueness of a solution flow from its
very definition and Theorem 1.

Given 0 < s <t < T, consider the ordinary differential equation

and denote by s its well-defined time 1 map, associating to any x € E the value at
time 1 of the solution of equation (1.10) started from x. Elementary results on ordinary
differential equations imply that if one considers y, as a function of x , for 0 < u < 1, then
we have

(1.11) e — 1| x < e[V [t = s[7

for some universal positive constant c. Proposition 2 below shows that the maps p;s have
the awaited Euler-Taylor expansion expected from a solution flow to equation (1.9).

Proposition 2. We have
3
(1.12) | £ 0 mis = {5+ Visk + VasS Y| <ellfllcaselt — sl7,
(o]
forany f €C**? andany 0 < s <t < 7.

The proof of this statement is straightforward and relies on the the following formula.
For all z € E and all f € C2, we have

1 1
F(ues(@)) = f2) + / (Visf) (v) duu + / (Wisf) () du
0 0
= f(@) + (Visf) (2) + (Vs f) (z) + ()

where

o /01 /0 LViaVisf ) () = (ViaVi ) o) i + /01 /0 " (WisViaf) () drdu
+ /01 {(Wtsf) (yu) - (Wtsf) (f];)} du.

The inequality

3
(1.13) et <e@+IVIR) Il It = s,

ce
justifies Proposition 2.

Theorem 3. The family of maps (11t5) is a CP-approximate flow which depends con-

0<s<t<T
tinuously on ((s,t),V) in C° topology.



8

Proof — The family (Hts)o <ocpop Satisfies the regularity assumptions (1.1) as a direct con-
sequence of classical results on the dependence of solutions to ordinary differential
equations with respect to parameters, including the initial condition for the equation.
These results also imply the continuous dependence of s on ((s, t), V) in C? topology.
To show that the family u defines a CP-approximate flow, write, for 0 < s <u <t < T,

pre (s (@) = s (2) + Vi (s (@) + (Veuld) (pras (@) + ey (prus (@)
+ V(@) + (Vs Vi) (@) + (Vs Vi) () + € ()

+(mexxy%«meﬂum@»—(VmMMm)+e£ww@w
— puss() + {(Vuthu)(x) + ((led) (ttus(x)) — (ViuId) (g:)) + V()

+ el () + el (s (@) }-

The approximate flow property then follows from the regularity assumptions on Vi
and Vi, and estimate (1.13). >

With the notations used in the definition of an approximate flow, the exponent a that
appears here in the approximate flow identity (1.2) is a = %.

Definition 4. A flow (i) is said to solve the rough differential equation

0<s<t<T
(1.14) dp = V(p;dt)
if there exists a possibly V-dependent positive constant ¢ such that the inequality

(1.15) s — pues| . < It — 5|7

holds for all 0 < s < ¢t < T with £ — s < §. Flows solving a differential equation of the form
(1.14) are called rough flows. If equation (1.14) is well-posed, the map which associates to
a rough driver V the solution flow to equation (1.14) is called the It6 map.

Following Cass and Weidner [CW17|, one can equivalently take the Taylor expansion

property
3
prs = Id + Vi Id + Vi Id + O(‘t — S|;)
as a defining property of a solution flow to the rough differential equation (1.14). The
following well-posedness result comes as a direct consequence of Theorem 1 and Theorem
3. A family of maps is said to be uniformly C” is it has uniformly bounded C”-norm.
Theorem 5. Assume p > £. Then the differential equation on flows
de = V(p;dt)

has a unique solution flow; it takes values in the space of uniformly C” homeomorphisms of
E, with uniformly C” inverses, and depends continuously on V in the topology of uniform
convergence.

Proof — It follows from the proof of Theorem 3 that one can choose as a constant c¢; in
inequality (1.2) a multiple of 1+ ||V||*, so we have from Theorem 1 the estimate

< (L VI T

H‘Pts = Hmgs
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for any partition my of (s,¢) C [0,7] with mesh |m| small enough, say no greater
than §. Note that the exponent p% — 1 is positive. As these bounds are uniform in
(s,t), and for V in a bounded set of the space of rough drivers, and each yr,, is a
continuous function of V, the flow ¢ depends continuously on ((s, t), V).

To prove that ¢ is a homeomorphism, note that it follows from (1.8) that, for 0 < a <
b < t, each pp, is a diffeomorphism with inverse given by the time one map ui_mt_b
of the ordinary differential equation

yu = _Vba(yu) - Wba(yu) = Vtt—a,t—b(yu) + th—a,t—b(yu)7 0 < u § 17

associated with the time reversed rough driver V'. As u! has the same properties as
W, the maps

-1 -1 -1 t t
(:uﬂ'ts) = Ms159 " O Msps, 1 = Mspsn_1 © 7O Hsysg

converge uniformly to some continuous map gp{f,as the mesh of the partition 7 tends
to 0; these limit maps cp,;l satisfy by construction oy, o @1;1 =Id.

As Theorem 1 provides a uniform control of the C? norm of the maps s, the same
control holds for their inverses since || V*|| < || V||. We propagate this control from the
set {(s,t) € [0,T)?; s <t, t —s < &} to the whole of {(s,t) € [0,T]*; s < t} using
the flow property of . >

Note that the solution flow to the rough differential equation
dp = V(s dt),

driven by the time reversal of the rough driver V, from time T, provides the inverse flow
of ¢, in the sense that

-1 _
P = wT*s.Tfta

for all 0 < s <t < T. Last, note that it is elementary to adapt the above results to add a

globally Lipschitz drift in the dynamics; the above results hold in that setting as well.

REMARK. The rough drivers introduced here are somewhat a dual version of similar objects
that were introduced very recently in [BG18] by one of the authors and Gubinelli in the study
of the well-posedness of a general family of linear hyperbolic symmetric systems of equations
driven by time-dependent vector fields that are only distributions in the time direction. The
latter work deals with evolutions in function spaces and uses functional analytic tools in the
setting of controlled paths to make a first step towards a general theory of rough PDEs, in
the lines of the classical PDE approach based on duality, a priori estimates and compactness
results. The present work does not overlap with the latter.

How the story goes on. The entire technical core of the theory of rough flows is
contained in Section 1.1 and Section 1.3. The remainder of this work is dedicated to

e showing how one can lift semimartingale velocity fields into rough drivers — Section
1.5 and 2.3,

e showing that stochastic and rough flows concide for semimartingale velocity fields
— Section 2.4,

e probing a Wong-Zakai-type support theorem for semimartingale stochastic flows —
Section 2.5,
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e proving some sharp Schilder and large deviation theorems for flows generated by
Gaussian rough drivers — Section 3.1.

We emphasize here that we proved in the subsequent work [BRS17| that one can lift into
rough drivers a whole class of Gaussian velocity fields, showing that the setting of rough
flows goes beyond the setting of semimartingale calculus.

1.4. An It6 formula for rough flows With a view to identifying stochastic and rough flows

in Section 2.4, we prove here an elementary It6 formula
analogue to Friz and Hairer’s It6 formula in [FH14|. As a matter of fact, Theorem 7 below
states that any %—Hblder path in a Banach space satisfies an It6 formula, outside the setting
of rough or controlled paths. To state and prove it recall Feyel and de la Pradelle sewing
lemma |[FALP06], that can be seen as a precursor of the construction theorem for flows,
Theorem 1. Given a partition 7 = {s = sp < $1 < -+ < Sp—1 < S8, = t} of an interval
[s,t], and an E-valued 2-index map z = (z45)o<s<t<T, Set

Zﬂ'ts = ansn—l + T + ZSISO'

Theorem 6 ([FdLP06]). Let (Zt8)0<s<t<T be an E-valued 2-index continuous map to which
one can associate some positive constants ¢; and a > 1 such that

(1.16) |(ztu + zus) — zts‘ et —s|®

holds for all 0 < s < u <t < T. Then there exists a unique continuous function Z : [0,7] — R,
with increments Z;, := Z; — Z4,to which one can associate a positive constant ¢ such that the
inequality

}Zts - Zts| < |t - S|a7
holds for all 0 < s <u <t < T, with t — s < §; this map Z satisfies the inequality
|a—1

‘Zts — Zrris <2aT }ﬂ'ts

for any partition m, of any interval [s,¢] C [0, 77, with mesh |m | < &. It follows in particular
that Z depends continuously on any parameter in uniform topology if z does.

A map z satisfying condition (1.16) is said to be almost-additive, and we write

t
Zts ::/ Zdu-
s

We equip the tensor product space E ® E with a compatible tensor norm that makes the
natural embedding L(E,L(E,R)) C L(E ® E,R) continuous. Given such an choice, one
can identify the second differential of a C? real-valued function on E to an element of
L(E ®RE, R) that is symmetric; this is what we do below.

Theorem 7 (It6 formula). Let F : [0,7] xE — R be a C!-function of time with time derivative
0;F(t, z) bounded and continuous, uniformly in = € E. Assume also that F is of class C? in the
sense of Fréchet as a function of its E-component, with derivatives F(l),F(Q),F(g) and 8tF(1),
bounded uniformly in time. Let (z;)o<s<t<T be I%—Héilder E-valued map. Then the continuous
2-index map

1)
S

1
Zts ‘= F( Ts) (xt - 5135) + *F@) (xt - $S)®2

9 (s,xs)
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is almost-additive, and we have

t t
(1.17) F(t,z;) = F(s, ;) +/ (8TF)(r,xr)dr+/ Zdus
forany 0 <s<t<T.

Proof — The proof is a straightforward application of Feyel-de la Pradelle’ sewing lemma,
Theorem 6. Given 0 < s < u <t <7, the algebraic identity

Ztu + Pus = FE;)‘TS) (.Tt o CE'S) T (FEBxu) o F&LS)) (.Tt B xU)

1 2 1 2
t 5y (@ = 2)® 4 5FC, ) (= 20,
the regularity assumptions on F and the symmetric character of Fg?x), for any z € E,

we have
(2)

2t + 2ys = P (20— m5) + Fioe,

(s,2s)

n O(|t - sy%) + O([[w — ll?) |2 — 2|

) (T — x5) @ (T4 — Ty,)

1 1
+ §ng)$) (zp — x,)%% + §F8)o:) (24 — 25)®?
= 2ts + O(!t - 5\%>
Ito’s formula (1.17) follows by noting that we have for all n > 1
n—1
Fte) = > {F(sin @) = Flsias,) }
=0
n—1 n—1
= o0,(1) + Z(Si+1 — ;) (0sF) (si, zs,) + Z {F(si,xsm) — F(s, :L’s,-)},
=0 i=0
with
F(Si, ':USZ'+1) - F(Siv xsi)
1
- ng,wsi) (xs“'l B :Usi) + §F83xsl) ($5i+1 o xsi)®2 + O(‘xsiﬂ — Ts; 3)

3
= Zs; 118 T O(!8i+1 - Sz‘|”)-

As an example, consider the solution flow ¢ to a rough differential equation on R?
dp = V(p;di).

Write ¢y for ¢4, and consider it as an element of the space E of continuous paths from [0, T']
to C(Rd,Rd), equipped with the norm of uniform convergence, with C(Rd,Rd) endowed
with a norm inducing uniform convergence on compact sets. It satisfies by its very definition
and Proposition 2 the Euler-Taylor expansion

0t = s+ (VisId) 0 05 + (ViId) 0 o5 + O(Jt — s|%)
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S0 it is a I%—Ht')lder path in that space. Now, given some points y1,. ..,y in R? and a Cg‘

real-valued function f on (R%)*, one can think of the function

(1.18) F(¢) = f(o(y1),- -, 6(yr)),

for ¢ € E, as a typical time-independent example of function satisfying the conditions of
Theorem 7. One then has

F(Qosi-u) - F(‘tosi) = f(sosi-klsi (QOSi (yl))7 s Psiqas ((Psz'(yk))) - f(‘psz' <y1)7 s Ps; (yk))

_ Z ( {LTl}sL + {T&s )f) (@s; (1), - -+ 055 (Yr)) + Oc<|5i+1 - 5i|%>7

where the upper index {m} means that the operators act on the m'™ component of f. The

above sum defines an almost-additive continuous function zzfs, taken here at time (8i+1, si),
so we have

Pt orm)) = £l oalun)) + / 2

for all times 0 <s <t < T.

1.5. A Kolmogorov-type regularity theorem  We shall use below the theory of rough drivers

in a setting where the drivers are random. Like
in the theory of rough paths, the primary object we are given is not the random rough
driver itself, or the random rough path, but rather a genuine random vector field, or
random path, which needs to be enhanced in a first step into a random rough driver, or
random rough path. This first, purely probabilistic, step can typically be done using some
Kolmogorov-type continuity arguments. We give in this Section some variations on this
theme that will be used to enhance vector field-valued martingales into rough drivers in
Section 2.3; a reader interested only in these applications is advised to skip the technical
details and only have a look at Theorem 12; for the other readers, it is our hope that this
somewhat long section contains some material interesting in itself; it provides moment
conditions under which one can get back uniform in time estimates on quantities of the
form (t — s)7“|| X¢s||ca, such as required by the definition of a rough driver.

The next Lemma gives sufficient conditions for a process defined on a possibly unbounded
domain to be bounded. Recall the equivalence of having Gaussian tails to square-root
growth of moments, c¢f. [FV10, Lemma A.17].

Lemma 8. Let (E,d) be a complete, separable metric space. Let D be an open subset of
R?, X: D — (E,d) a continuous stochastic process, e € E and x > 0. Set
Dp:={zeD:n-1<|z|<n}
and N:={n € N : D, # 0}. Let (an)nen be a sequence of non-negative real numbers and
(zn)neN a sequence of elements in D such that x,, € D,, for every n € N.
(i) Assume that there isa ¢ € [1,00) and a vy € (4, 1] such that
sup Hd(X( H < Kaplz — y|7
z,y€Dn
and that
|d(X (zn

HLq Kan
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for every n € N. Set (b,) := (a,n”) and assume that ||b]|;s < K < co. Then there is
a constant C' = C(q, ) such that

I sup d(X(z),e < CKE.

M o
(ii) Let v € (0, 1] and assume that for every ¢ > 1 there is a ¢, such that for every n € N,
sup Hd(X( H < kegaplx — y|”
z,y€Dy,
and that
| d(X (xr,

)| o < reqan

1
2

where ¢, = O(,/q) when ¢ — oco. Assume that a, = O(n_7(1 +log(n)) "~
for every ¢ > 1 there is some constant C' = C(q, ) such that

) Then

sup d H
€D

with C'= O(,/q) when ¢ — oo. In particular, the random variable sup,.p d(X(z),e)
has Gaussian tails.

Proof — Without loss of generality, one may assume x = 1, otherwise we consider the
metric d = d/k instead, and N = N — otherwise we add small, disjoint balls to D and
define X to be constant and equal to e on these balls. We first prove claim (i).

d
Let a > g and set p(u) = u®*e. By the Garsia-Rodemich-Rumsey Lemma (cf. e.g.

[Sch09, Lemma 2.4 (i)]), for every z,y € D,
d(X (@), X(y))

OL—*

1
<OV

lz -yl
where

q
(X (), X ()]
V. = / du dv.
DuxD,  |u—wv|aatd

Thus, by a change of variables,

d(X(z), X)) |
—( (@), (y)) < Clal / |u — v|('yfa)q7d du dv
I,yEDn ‘x —_ y‘a_E DnXDn

E

< C’qa%nd+(7_°‘)q/ lu — 0|0~ gy dy.

(0,1)2
Let 8 € (0,v — g) and set a = % + 8 < 7. Then the integral is finite, and we have
shown that
d(X (z), X
sup (()ﬂ(y)) < Cann(v—ﬁ)_
z,y€Dy, “T; - y‘

La
By the triangle inequality,

sup d(X(z),e)
IEDn

< Cap(n” +1) < 2Ch,,.

La
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Thus we obtain

E <sup d(X(x),e)q> =K (Sup sup d(X(a:),e)q> < ZE ( sup d(X(a:),e)q>
zeD n xeD, n—1 z€Dp
< 2101 Z bl < oo
n=1
and claim (i) is shown.

Now we prove claim (ii). Note that the constant in the Garsia-Rodemich-Rumsey
Lemma may be chosen non-increasing in ¢q. Therefore, we can argue similarly as
before to see that for every ¢ > 1 and n € N,

sup d(X(z),e)
€D,

< Cybn

La

where Cy = O(,/q). This shows that the random variable has Gaussian tails, i.e. there
is some constant C' such that for every n € N

2
P < sup d(X(m),e) > t) < Cexp <_Ct’b2>

x€Dy

for every ¢ > 0. Hence

P (sup d(X (z),¢€) > t> < Ciexp <_Ctl2),%> < Cnilexp <—t02(1 + log(n))>

xeD

and the sum is finite for ¢ large enough. This proves that sup,cpd(X(z),e) has
Gaussian tails. >

Corollary 9. Let D be an open subset of R?, (E, || -||) a separable Banach space, X: D — E
a continuous stochastic process and ¢ > 1.

(i) Assume that there is a constant k > 0 and y € (0, 1] such that for every x,y € D with
0<|z—y| <1,

(1.19) X (@) = X W) s < Blz =y

(1.20) | X (x)||Le <

and that there is an 7 € (0, 00) such that for every x € D,

_
1+ |z|n
with ¢ sufficiently large satisfying

1 11
g>=-+d(-+-).
U noy

Then the random variable sup,cp || X (z)]| is almost surely finite. Moreover, there is a
constant C' = C(7, ¢,n) such that

splxe] | <ox
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(i) Assume that (1.19) and (1.20) hold for every ¢ > 1 with k = x(q) < \/gk and some
n € (0,00).
Then sup,cp || X (x)|| has Gaussian tails and there is a constant C' = C(~,n) such
that

< CJah

sup HX(QL') H
zeD La

for every ¢ > 1.
Proof — We start with proving (i). Let =,y € D such that |z —y| > 1. Then, by (1.20),
X (2) = X ()| 1 < [|X ()
which shows that
(1.22) X () = X ()| 1 < 26]z —y|”

‘Lq + HX(y)HLq < 26 < 26z —y|”

holds for every x,y € D. Now let z,y € D such that n—1 < |z|, |y| < n. Interpolating
between the inequality

2K
1% ) = Xl o < IX@) o +IX O 2o < T =130

and inequality (1.22), we see that for every A € [0, 1],
1X (@) = X (W) 1y < Crn= 00z —y
and

|1X (@), < Crn~ (=00

for every x,y € Dy. Set v/ := v\ and a, := n~ (=7 In order to obtain (a,n") €
¢4(N), we must have ¢(Ay — (1 — A\)n) < —1 which is equivalent to

1
5<n—km+v)

The condition 7" > g is equivalent to

1 Ay
q d°
Choosing \* = Wrﬁ € (0,1), we have
. Aty N
n=An+y)=— =

d  y+d(y+n)

which is indeed smaller than % by assumption. Hence we may apply Lemma 8 to
conlude (i). The claim (ii) follows by applying Lemma 8 (ii). >

Example. Consider the Gaussian process X : (0,00) — R where X; = %, for a standard
Brownian motion B, and o € (%, 1]. Then, if t > 0,
q
IXilln S Vil 5 =Y

3
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and for s < t,

[Be(1 +5%) = Bs(L+tY)[lz2 _ [[Be = Bslle> | [ Bslle2[t* — 57

[ Xt — X2 = (1+ 52)(1 + to) S 14te (14 s)(1 + t2)
t-slf 257073 st
Solte (14 s%)(1+te)
<t —s3

and
10 = X[ o S vl Xe = X
Applying part (ii) in Corollary 9 shows that the random variable

sup }Xt‘
te(0,00)

1s finite and has Gaussian tails. Note that this is sharp in the sense that the law of the

iterated logarithm for o Brownian motion implies that it is not possible to choose o = %

Next, we apply the same ideas to give conditions for Hélder continuity.

Lemma 10. Let (E,d) be a complete separable metric space, D an open subset of R
X: D — (FE,d) a continuous stochastic process and x > 0. Set

Dn::{xED:n—1<|xl<n}

and N:={n €N : D, # 0}. Let (an)nen be a sequence of non-negative real numbers.
(i) Assume that thereisa ¢ > 1 and a v € (g, 1] such that for every n € N and every
x,y € Dy with 0 < |z —y| < 4,
Jd(X (@), X (1)l 0 < ranle — ol

Let 8 € (0,7 — g). Define the sequence (b,,) := (a,n?~#), and assume that [|b[|;s <
K < 00. Then there is a constant C' = C(q,~y) such that

oy AE@). X))

z,yeD |"E - y|ﬁ
0<]z—y|<1 Ia

< CKk.

(ii) Assume that there is some v € (0,1] and that for every ¢ > 1 there is a ¢, such that
for every n € N and every x,y € D,, with 0 < |x — y| < 4,

Hd(X(m),X(y)) HLq < Kegan |z —y|7

where ¢, = O(,/q) when ¢ — co. Let 8 € (0,7) and assume that a,, = (’)(n_(%ﬁ)(H—

log(n))_%>. Then for every ¢ > 1 there is some constant C' = C(q,y) such that

AKX, X))

z,y€D ‘l‘ - y‘ﬁ
0<|z—y|<1 La

< Ck
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with C' = O(,/q) when ¢ — oo. In particular, the random variable

wp AX@). X))

z,yeD ‘.’L‘ - y"B
0<|z—y|<1

has Gaussian tails.

Proof — Without loss of generality, one can choose k = 1 and N = N. For n € N, set
D, = {Dn UDpi1 U Dn+2}. We first prove (i). Fix some n € N and some k € N. Let
o > g and define

pr(s) =

Q=

a+g s
s%Ta if s € [0,4]
(400t 1 k(s —4))a if s > 4.

Fix z,y € D, with 0 < |x —y| < 1. From the Garsia-Rodemich-Rumsey Lemma,

1 o d
d(X(z), X (y)) < CV,1 |z —y|*

where
q
’d(X(U%X(v))‘
Vi :/ 7 dudv.
DpxDp, pk(’u—v])
Thus
d(X( ), X ( )) ! E[d(x(u) X(v))q}
x b
E| sup —’j <Cq/ ) : dudv
«,y€bp ‘x_y‘a q Dy x Dy pi(|u — v|)
0<]z—y|<1
E[d(X(u), X(0))’]
¢ / du dv.
1=0,1,2 ¥ Dnt1xX Dnti pr(jlu —vl|)4

For every m € N, we have

B a0, X0
/Dm><Dm

dudv < a‘}n/ lu — 0|9 @y do
pr(ju—v[)9 (Do X Do) lu—v]| <4}

+/ E|d(X (u), X (v))]
(Do x D) {Ju—v|>4} %974 + E(Ju — v — 4)

du dv

Moreover, by a change of variables,

lu — o797 gy dv < / lu — v]=9= gy dy

/(DmXDm)ﬁ{|u—”U|<4} Do XDy,

_ mitr-ala / Ju — 0] =9 gy dy.
CRIL
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Set a = % + B < . Then this integral is finite, and sending k — oo shows that

- d(X(x), X (y))

z,yeﬁn |x - y|ﬂ
0<|z—yl<1 La

= C(bn + bn+1 + bn+2)-

< C(ann”_ﬂ) +anp1(n+ 107 fayio(n + 2)(7—5)>

Now take z,y € D with 0 < |x — y| < 1 and assume that

X (@), XW) _,
lz—ylf T

Then there is an n € N such that x € D,, and since |[z—y| < 1,y € {Dn,lanUDnH},
where we set Dy := D;. Thus we have shown that for every t > 0,

d(X(z), X d(X(z), X
wp E@XG) L dE@xe)
z,yeD |:B - y| neN z,yEDn |£E - y|
0<|z—y|<1 0<|z—y|<1]
and therefore
q q
d(X(z), X > d(X(z), X
E| sup —( (@) ﬂ(y)) < ZE sup —( () B(y)) < 3CIK1.
z,yeD |x - y| n=1 z,yeﬁn |x - y|
0<|z—y|<1 0<|z—y|<1

Now we prove (ii). Note that the constant in the Garsia-Rodemich-Rumsey Lemma
may be chosen non-increasing in g. Therefore, we can argue similarly as before to see
that for every ¢ > 1 and n € N,

X, X))

z,yEﬁn ’m - y’B
0<|z—y|<1 Ia

where Cy = O(,/q). This shows that the random variable has Gaussian tails, i.e. there
is some constant C' such that for every n € N

d(X(z), X (y)) £2
P 5 —~ T P >t < -
- j — y[? Cexp ( Clbn + bn1 + bnm?)

< Cq(bp + bpt1 + bpga)

ﬂhyebn
0<|z—y|<1

for every t > 0. Hence

d(X(z), X (y)) > ( t2 >
P su — 2 >t <C exp | —
:v,yepD |$ - y|ﬁ nz_:l P C(bn + bn+1 + bn+2)2
0<|z—y|<1 -

< Ciexp (—g(l - log(n))>

n=1

2 o0
< Cexp (_t0> Zn—ﬁ/c

n=1
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and the sum is finite for ¢ large enough. This proves that
d(X(x), X(y))
sup @ ——————=

z,yeD |ﬂf - y‘ﬁ
0<]z—y|<1

has Gaussian tails. >

Example. Let X: (0,00) — R be the Gaussian process defined as
By
Vitlog(1+1)
B being a standard Brownian motion. Then
\t—s\% Vtlog(1+1t) — /slog(1 + s)

Vtlog(1l +t) V1og(1+ s)y/slog(1l + s)

X =

X = Xl 2 <

By the mean value theorem,
tlog(l+1¢) —slog(l+s) < (log(1+1t)+1)(t—s)
and therefore
1
Vitlog(141t) — v/slog(1 + s) < \/tlog(1 +t) — slog(1 + s) < v/(log(1 +t) + 1)|t — s]2.
If (n—1) <s<t<n, we have for any ¢ > 2
|Xe = Xillzs S VallXe = Xillzz S Vaan]t - s
1

with a, = (’)(nfi(l + log(n)f%). Part (i) of Lemma 10 shows that for any 3 € (0, 3), the

random variable

sup =%l
s,t€(0,00) ’t - 5’5
0<|t—s|<1

is finite and has Gaussian tails.

Corollary 11. Let D be an open subset of R?, and (E, || - ||) be a separable Banach space.
Let X: D — FE be a continuous stochastic process and ¢ > 1.

(i) Assume that there are constants k > 0, v € (0,1] and 3 € (0,7) such that for every
z,y € Dwith0< |z —y| <1,

(1.23) X (@) = XW)] s < #lz =yl
and that there is an 1 € (0, 00) such that for every x € D,
K
1.24 X <
( ) H (JU)HLQ 1+ [z

where g > 1 satisfies
8l gl 1
> —++d ( + > .
R ny—p8) -4

Then the random variable

[ X (@) = X ()|
sup

z,yeD |‘T - y‘ﬁ
0<|z—y|<1
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is almost surely finite. Moreover, there is a constant C' = C(v,n, 5, q) such that

X(xr)—X
(1.25) sup [X () B(y)H < Ck.
z,y€D |x - y|
0<|z—y|<1 La
(i ) Assume that (1.23) and (1.24) hold for every ¢ > 1 with x = k(q) < /g~ and some
€ (0,00).
Then for every 8 € (0,7),
[ X () - X(y)|
sup 5
z,yeD ‘(L‘ - y‘
0<]z—y|<1

has Gaussian tails, and there is a constant C' = C(v,n, 5) such that

[X() - x)| A
S <C
A P Vak

0<|z—y|<1 L4

holds for every ¢ > 1.

Proof — The proof is similar to the proof of Corollary 9, using Lemma 10 above. We leave
the details to the reader. >

If D is an open subset of R?, and (E, |- H) is a normed space, f: D — E a function and
€ (0,1], we define

o L@ =10

z,yeD ‘I - y‘p
0<|z—y|<1

Let f,g: D — R™. Then we define the function (f © g): D — R™*™ by setting (f ©
9)”(x) = f*(x)¢’ (x). Note that || - ||5, is equivalent to || - ||c, and that we have

(1.26) If ©gllee < [l flicellglice

provided we equip R™ and R™*™ with the sup norm.

In the following, we will consider stochastic processes V: D x [0,T] — R™ and W: D x
{0 < s <t < T} — R™™ for which we assume that for every s < u < t € [0,7T] and every
x €D,

(1.27) Wis(@) = Was(@) — Wea(2) = Vs (2) © Vi (2)

holds almost surely. The next theorem is the main result of this section.

|l fllge := max < 2 sup Hf(a:)
x€D

Theorem 12 (Kolmogorov criterion for rough drivers). Let D be an open subset of R?, x > 0
and 1,72 € (0, 1].
(i) Let V: DxI — R™ be a stochastic process and g > 1. Assume that for every z,y € D
withO<|z—y|<lands<tel,

(1.28) |Visl@) = Vis@)|| 0 < wlt = s | — I
and that there is an 7 € (0, 00) such and that for every z € D and s <t € I,
K|t — s|7
1.2 s < —.
( 9) HV;& (CU)HLq 1+ |x]’7
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Let & € (0,71), B € (0,72) and assume that

V2 2 1 !
(1.30) Q>max{17(72—5)+d<n(72—5)+72—6)’71—a}'

Then there is a continuous modification of the process V. Moreover, there is a constant
C =C(v1,7v2,q,8,n,d,T,q) such that

Vsl

s<ter |t —s]®

< Ck.

La

(ii) In addition, let W: D x {0 < s < t < T} — R™™ be a stochastic process for
which the relation (1.26) holds and ¢ > 2. Assume that for every x,y € D with
O<|z—y|<lands<tel,

(1.32) [Wes(2) = Wes(y)ll g < K[t = s |z =y

L2
and that there is an 1 € (0, 00) such that for every x € D and s <t € I,

2 2
K= |t — s|*7

(133) HWtS(-T)HL% ] T ‘$|2n

Let @ € (0,71), B8 € (0,72) and assume that ¢ is sufficiently large such that (1.30)
holds. Then there is a continuous modification of the process W. Moreover, there is a
constant C' = C(v1,72, «, 5,1n,d, T, q) such that

(1.34)

(iii) Assume in addition that (1.28), (1.32) and the growth conditions (1.29) and (1.33) hold
for every ¢ > 2 with constant x < ,/gi. Then for every a € (0,71) and 3 € (0,72),
the random variables

[V [
e e

have Gaussian tails.

Proof — Without loss of generality we may assume k = 1, otherwise we can replace V' and
W by V/k resp. W/k?. Furthermore, we will prove the result for the || - |5 norm,
claimed results follow by equivalence of norms.

We start with proving (i). Fix s < t. Using (1.28) and the classical Kolmogorov
theorem [Kal02, Theorem 3.23], there is a continuous modification of the process x
Vis(z) on D. The estimates (1.28) and (1.29) and Corollary 11 imply that

Vis(z) = Vis ()|

sup 5 < Clt —s|™
z,yeD ‘.’I: - y‘
0<|z—y|<1 La
and Corollary 9 gives
sup |Vis(@)|| < CJt— s
zeD La
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Note in particular that the constant on the right hand side of both equations is inde-

pendent of s and ¢. We can repeat this procedure for every s < ¢t and obtain a process

t — V; which, for every t € [0, T, takes values in Cf almost surely, and for which
(1.35) lIve=valiea|, <cre—sim

holds for every s < t. Applying again the Kolmogorov theorem for Banach space

valued processes gives the claim.

We proceed with (ii). As in (i), for every s < ¢ there are modifications of the process

x +— Wis(x) such that

< Ot — 5?7,

A=

Using the algebraic relation (1.27), the estimate (1.35) for V' and the compatibility of
the || - |55 norms given in (1.26), we can mimic the proof of the Kolmogorov criterion
for rough paths ([FH14, Theorem 3.1]) to conlude.

Assertion (iii) follows similarly by using part (ii) in the Corollaries 11 and 9. >
Finally, we give a Kolmogorov criterion for the distance between rough drivers, whose

proof is very similar to the proof of Theorem 12, using the Kolmogorov criterion for rough
path distance [FH14, Theorem 3.3]; we leave it to the reader.

Theorem 13 (Kolmogorov criterion for rough driver distance). Let k > 0, 71,72 € (0,1] and
(V,W), (V,W) processes as in Theorem 12. Set AV :=V —V and AW :=W — W.

(i) Assume that (V, W) and (V, W) satisfy the same moment conditions as in Theorem
12 with ¢ sufficiently large as in (1.30). Moreover, assume that there is an € > 0 such

that
(1.36) |AVis(@) — AVia(w)| 1 < erlt — sl |2 — o[
and
(1.37) | AW,s(z) — AWts(y)HL% < er?|t — 5|2 |z — y|?
for every x,y € D such that 0 < |z — y| < 1 and every s <t € [0,7] and that
K|t — s|"
L. AV <e———
( 38) H t (:C)HLq € 14+ |x\’7
and
2 t— 271
(1.39) HAWts(a:)H w

L3 ST g
hold for every x € D and every s < t € [0,7]. Then there are continuous modi-

fications of the processes (V, W) and (V, W) Moreover, there is a constant C =
C(y1,7v2,a, B,m,d,T,q) such that

Vis — Vi
(1.40) sup Ht—tQHC’B <eCk
s<tel |t — s La
and
Wis — Wi
(1.41) sup M < eC?k?
s<tel |t — s[> X
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(i) Assume in addition that (V, W) and (V, W) satisfy the same moment conditions as
in Theorem 12 for every ¢ > 2 and that (1.36), (1.37), (1.38) and (1.39) also hold
for every ¢ > 2 with common constant x < ,/gh. Then there is a constant C' =

C(y1,v2,a, B,m,d,T) such that
[Wes — WtSH B .
\/S“p T | SVERC
La

+e
La

o Wi~ Tils

s<tel ‘t - S‘Ot

5—1

NI

s<tel

for every g > 2.

2

Stochastic and rough flows

The theory of stochastic flows grew out of the pioneering works of the Russian school
[BF61, IAT2] on the dependence of solutions to stochastic differential equations with re-
spect to parameters and the proof by Bismut [Bis81] and Kunita [Kun81lc| that stochastic
differential equations generate continuous flows of diffeomorphisms under proper regularity
conditions on the driving vector fields. The Brownian character of these random flows, that
is the fact that they are continuous with stationary and independent increments, was in-
herited from the Brownian character of their driving noise. The next natural step consisted
in the study of Brownian flows for themselves. After the works of Harris [Har81], Baxen-
dale [Bax80] and Le Jan [LJ82|, they appeared to be generated by stochastic differential
equations driven by infinitely many Brownian motions, or better, to be in one-to-one corre-
spondence with vector field-valued Brownian motions. A probabilistic integration theory of
such random time-varying velocity fields was developed to establish that correspondence,
and it was extended by Le Jan and Watanabe [LJW84] to a large class of continuous semi-
martingale flows and continuous semimartingale velocity fields. Kunita [Kun8la, Kun86|
studied the problem of convergence of stochastic flows, with applications to averaging and
homogenization results, and promoted the use of stochastic flows to implement a version
of the characteristic method in the setting of first and second order stochastic partial
differential equations, notably those coming from the nonlinear filtering theory.

We shall show in this Section that the theory of semimartingale stochastic flows can be
embedded into the theory of rough flows developed in Section 1. We review in Section
2.2 the basics of the theory of stochastic flows and show in Section 2.3 that sufficiently
regular (semi)martingale velocity fields can be lifted to rough drivers; this is done us-
ing our Kolmogorov-type criterion for rough drivers, Theorem 12. The identification of
(semi)martingale flows generated by (semi)martingale velocity fields to rough flows asso-
ciated with the corresponding rough driver is done through the It6 formula, on which one
can read the local characteristics of a semimartingale flow.

2.1. Notations for function spaces The study of stochastic flows classically requires the
introduction of a number of function spaces, that we
recall here.

Let E and F' be Banach spaces. The derivative of a function f from F to F' is understood
in the Fréchet sense. We shall equip tensor products of Banach spaces with a compatible
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tensor norm which makes the canonical embedding
L(E,L(E,F)) = L(EQE,F)

continuous. The n-th derivative of f can be seen as a function D" f: F — L(E®", F) For
n € Ny and p € (0, 1], we define

D" f(x) — D"
||f|\n+p—|\f\|cn+p:_§;supHD F@||+  sup D" f () = D" f (W)l

0<|lz—ylI<1 |z —yl”

We define C;’(E,F) to be the space of n-times continuously differentiable functions
f: E — F such that [|f||cn+te < 0.

Next, we consider the finite dimensional case. Let be D be a domain of R?, A C D a
subset, n € Ng and p € (0, 1]. For a function f: D — R* set

D f(z) — D f(y)
Illntpa = 32 sup[D*f(@)[+ 3 sup | p— :
0<Jal<n ™€ laf= ”0<J|pxy6;\<1

We also set || f|ln+p := || fllnt+p;p. Note that this is consistent with the notation above when
D = R4 Let C"™?(D,R¥) be the space of n-times continuously differentiable functions
f: D — R such that ||f|ln+px < oo for every compact subset K C D. Note that
although the (semi-)norms we defined here differ slightly from those used by Kunita in his
book [Kun90], they are actually equivalent on compact sets, hence the spaces coincide. We
also define

Cr?(D,RY) i= { f € C™(D,RY) ¢ | fllatp < 00}
For a function ¢g: D x D — R*, we similarly define

HQHQ—&-p;A = Z sup ’Dngg(x,y)‘

0<|al<n z,ycA

|D2Dgg(a,y) — DIDG(a' ) — DDGe(x, /) + DIDGg(e', )

+ Z sup )
z,y,x’ ,y' €A |x_1;/|ﬂ‘y_y/|ﬂ

lof=n 0<|:Jc z'|, \y y'|<1

As above, set |lgllny, = llgll ntp.p- We denote by C™(D x D,RF) the space of functions

g: D x D — R which are n-times continuously differentiable with respect to each x and
y and for which [|g|7, ,.x < oo for every compact subset K C D. Set

CP(D x D,RF) = {g € C™(D x D,RY) : |g|ln,, < oo}.

We will sometimes use the shorter notation C™”, C"p Chop resp. é? ? when domain and

codomain of the function spaces are clear from the context.
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2.2. Semimartingale stochastic flows We describe in this Section the basics of the theory of

semimartingale stochastic flows, and refer the reader
to [LIW84] or [Kun90] for a complete account; we refer to Kunita’s book for precise
regularity and growth assumptions on the different objects involved. Readers familiar with
this material can go directly to Section 2.3.

Let (Q,]—", (Ft)ogth,IP’) be a filtered probability space; denote by Diff, resp. §, the
complete separable metric spaces of CFo diffeomorphisms of R?, resp. C* vector fields on
R?, for some integer kg > 2.

Definition. A Diff-valued continuous (]:t)0<t<T
Difj-valued semimartingale stochastic flow of maps if the real-valued processes f(¢q(z))
are real-valued () -semimartingales for all x € R? and all f € C®(R?). Such a

-adapted random process (¢;)o<i<7 is called a

0<t<T
Diff-valued semimartingale is said to be regular if for every z,y € R?, and f,g € C(R%),
the bounded variation part of f(gzﬁ.(a:)) and the bracket <f(¢>.(x)),g(¢.(y))> are absolutely

continuous with respect to Lebesgue measure dt.

Their densities w{(x) and {f,g}:(z,y) can be chosen to be jointly measurable and

continuous in f, g in the C?>-norm [LIJW84]. Set
(Etf) (33) = wz{ (d);l(x))v <f7 g>t(x7y) = {fvg}t(¢;1($)7 d);l(y))v

so that the processes

M/ (@) = f (i) - F(do(a)) — /O (Lof) (6s(2)) ds,  x € RY, f € C2(RY)

are continuous (.7-}) -local martingales with bracket

0<t<T

<Mf(x)’ Mg(y)>t = /0 <f7 g>t(¢s(33)a d)s(y)) ds.
We have
o F(beini(x)) = f(2)
(Lef)(z) = I}HB E - Ft]
and

(frg9)(z,y) = 1}}?01 %E[{f(¢t+h,t($)) - f(x)}{g(¢t+h,t(y>) - g(y)})ft],

with limits in L' whenever they exist. Under proper regularity conditions [LJW84]|, the
operators (f, g)s(x,y) can be seen to be random differential operators of the form

(f,9)s(w,y) = AY (2,y) 03,,,.,

for some process Ag(z,y) with values in the space Symm(d) of symmetric d x d matrices.
The operators L4 can moreover be expressed in terms of Ay and its differential with respect
to the space variables, so that the data of the processes As and Ly is equivalent to the data
of the process As and an F-valued process bs. The family of random operators (-,-); and
the drift b, are called the local characteristics of the Diff-valued semimartingale ¢o. As
an example, for the semimartingale flow generated by a stochastic differential equation of
the form

dxy = Vi(x¢) odBY,



26

driven by an ¢-dimensional Brownian motion, we have
1 ¢
Lif =5 Y Vif
i=1

and
(f,9)s(z,y) = (Vif) (z)(Vig) (v),

and the drift bs in the local characteristic is given here by the time-independent vector
field

1 1
bo(2) = 5 (V) (@) = 5 (DaVi)Vi(a).
The infinitesimal counterpart of a Diff-valued semimartingale is given by the following

notion.

Definition. A semimartingale velocity field is an F-valued process (V;)o<i<7 such that the
processes (V4 f)(z) are real-valued semimartingale for all z € R? and all f € C°(RY). It is
called regular if one can write

t
Vt:Mt+/ Vs ds
0

for a vector field-valued adapted process v,, and an §-valued local martingale M, for which
there exists a Symm(d)-valued process as(z,y) with

t
(0 Mu(e). 00 0)), = [ 02 0] as(op) s

for a range of multiindices «, 8 depending on the regularity assumptions on as. The pair (de, Ve )
is called the local characteristics of the semimartingale velocity field V.

A theory of Stratonovich integration can be constructed for making sense of integrals of

the form
t
/ Vods (xs) ’
0

for some progressively measurable process z, and some regular semimartingale velocity
field V4, as a limit in probability of symmetric Riemann sums. This requires some almost
sure regularity properties on the local characteristics (ae,ve) of V4, and some almost sure

bound on fg |as(s, x5)| ds and fg |vs(zs)| ds — see e.g. Section 2.3 of [Kun86]. Under these
conditions, the integral Stratonovich equation

¢
(2.1) T = T +/ Voas ()

0
can be seen to have a unique solution started from any point xo € R

Theorem 14 ([LJW84]). These solutions can be gathered into a semimartingale stochastic
flow whose local characteristics are (ae, Ve + Co), Where the time-dependent vector field ¢4 has
coordinates

d
4 1 g
la) =5 > Oy @),
j=1
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in the canonical basis of R?. Conversely, one can associate to any regular stochastic flow of
diffeomorphisms ¢ a semimartingale velocity field V,, with the same local characteristics as
¢e, and such that ¢, coincides with the stochastic flow generated by the Stratonovich equation

t t
xtzxo+/ Vods(ms)—/ cs(xs) ds.
0 0

The optimal regularity assumptions on the velocity fields and stochastic flows of maps
are given in Theorems 4.4.1 and 4.5.1 of Kunita’s book. We shall use the full strength of
these two statements in Section 2.4 to identify semimartingale stochastic flows of maps and
the rough flows associated with the lift of the semimartingale velocity fields into a rough
driver.

The correspondence between semimartingale stochastic flows and semimartingale veloc-
ity fields via an Ité equation of the form

t
Ty = Tg +/ Vas(zs)
0

is exact, with no need to add the drift fot cs ds. We state it here under the above form as
we shall see below that rough flows are naturally associated with Stratonovich differential
equations.

The main difficulty in this business is to deal with the local martingale part of the dy-
namics, which is where probability theory is really needed. As a consequence, we shall con-
centrate our efforts on local martingale velocity fields in the sequel, the remaining changes
to deal with regular semimartingale velocity fields being essentially cosmetic. As above,
we shall freely identify in the sequel vector fields with first order differential operators. In
order to keep consistent notations, we shall also denote by

t t
/ Qg My and / Qs Meods
0 0

the Tté6 and Stratonovich integrals of an adapted process as with respect to a local mar-
tingale ms.

2.3. Local martingale rough drivers The aim of this section is to give conditions under

which a local martingale velocity field can be lifted
into a rough driver. Let D be an open connected subset of R and let M stand for a local
martingale velocity field. We prove in this Section that such a field can be lifted to a rough
driver M = (Mts, Mt5)0<s<t<T7 with Mg := My — My, under regularity and boundedness
assumptions on the local characteristic of M. At a heuristic level, if M is differentiable
in space, the second level operator M, associated with M;s = M; — M, is given by the
formula

t
Mts:/ MusModu

t t
= </ M;saZMfdu> O + (/ Mijw Mﬁdu) aj2k7

with obvious notations for the operators 0 and 8jzk. In the following, we will use the
notation

(Mts-Mts) = (DMts) (Mts)-
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As the classical rules of Stratonovich integration give

1 1 1
</ MJ Modu) 5 Mgth]za]Qk = 5 Mis Mys — 5 (Mts~Mts)7

we see that the operators Mly; can be decomposed as

(2.2)

where

1
Mts = Wts + 5 Mtth57

1

W, — ( / Mi o, odu) O — & (Mus- M)

= 5 / (Mus Mgy, — Mdu-Mus)
s

is a martingale velocity field defined pointwisely by an It integral. The proof that the
process My, := (Mys, M) has a modification which is a p-rough driver for every 2 <
p < 3 will require two elementary intermediate results that heavily rest on a now classical
modified version of Kolmogorov’s regularity criterion that we recall here for the reader’s
convenience — this is different from the content of the above Section 1.5; they can be found
in Section 3 of Kunita’s book [Kun90].

Theorem 15. (1) Let Mo(x), x € D, be a family of continuous local martingales started

from 0, such that the joint quadratic variation (M,(z), M4(y)) has a continuous mod-
ification in C°%. Then the process M has a modification that is a continuous process
with values in C%¢, for every € < 0.

Let M be a local martingale velocity field started from 0, with local characteristic the
random field a;(x,y). Assume that a has a continuous modification that belongs almost

surely to cmd , for some integer m > 1, and 0 < § < 1. Then, for every 0 < € < 4, the
velocity field M has a modlflcatlon that is a continuous process with values in C"¢;
we still denote it by M. Furthermore, for each multi-index «, with |o| < m, the time
varying random field 05 M is a local martingale velocity field with quadratic variation

d<8§M,(m), 83M0(y)>t = 836;(],,5(.%', y) dt.

Let here M and N be two local martingale velocity fields with values in C"™9. Then
their joint quadratic variation

(Ma(2), No (1)),

has a continuous modification taking values in Cmoe for every € < 0. Furthermore, if
m > 1, this modification satisfies the identity

0205 (Ma(x), Na(y)), = (92 Ma(2), 0 Nu(y)),,
for all |af, |B] <m

Proof — Cf. Theorem 3.1.1, Theorem 3.1.2 and Theorem 3.1.3 in [Kun90]. >

These regularity results will be instrumental in the proof of the following intermediate

result.

Note that N in equation (2.3) below is seen as a vector field, not a differential

operator, so (MN)(z) = (D;N)(M(z)).
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Proposition 16. Let M, N: D x [0, T] — R be continuous C™°-valued local martingale fields,
for m € Ny and 0 € (0,1]. Assume M is adapted to the filtration generated by N. Then the
pointwisely defined 1t6 integral

(2.3) t+—>/0 (M Nys) ()

has a continuous modification taking values in C"™ process for every o < §. Moreover, if
m > 1, the derivative is almost surely given by the formula

t t t
(2.4) 8901 </ M Nds) = / 8ziM5 Nys —l—/ My 8xiNds-
0 0 0

Both assertions also hold for the Stratonovich integral.

The proof of this result is somewhat lengthy but rests on classical considerations based
on the regularization theorem 15.

Proof — Set .
ite) o= ([ a3 o)

This is a continuous local martingale field with joint quadratic variation given by

(25) (Uufe). V), = [ M) Myl d{Ne(e) N0,
Fix t € [0,T7], some compact set K C D and set

g(l’, y) = <U°<x)7 UO(y)>t

We first consider the case m = 0. Choose a < ¢’ < 4. Then, for z,2',y,y € K, we
have

‘g(ﬂc, y) — g’ y) — g(z,y') + g(', )

= (@) - (@), UL ) - Ua(w)),

/ (MS(CU) - MS(J:/)) (Ms(y) - Ms(y/)) d<N0(5U= )s N.(y)>s

0

<

+ / (Ma(2) — My(2')) Ma(2') d(Na(2), Na() — No(/)),

0
+ | [ My(2")(Ms(y) — Ms(y')) d(Ne(z) — No('), No(y))

s
0

+ /0 My(2)My(y') d(Na(2) — Nu(2'), Na() — Nuo(y)), |-

For the first integral, we use Kunita’s extended Cauchy-Schwarz inequality, as stated
in [Kun90, Theorem 2.2.13], to see that

/0 (Ma(2) — Ma(')) (Ma(y) — Ma(y)) d{Nu(2), Na(9)).

1 1
2 2

N

(/ ' (Mae) - M,(2"))? am@),) (| (M) - M) aN), )

<z —aPly = /'° sup [ M|l pon, i sup (Ne(2)) -
S€[0,7] 2€K



Similarly, for the second integral,

t
/0 (Ma(x) — My(2)) Ma(a') d(Nu(z), Na(y) — No(¥/)).

< ([ a0 - 2n2)? d<N.<x>>s)% ([ vt - N.<y’>>5)§

<la—a'Ply—o/|" sup M e sup (M g U (Na())7
s€[0,T7 " 5€]0,1] T zeK

5’;K'
From point 3 in Theorem 15 we know that there is a version of the joint quadratic
variation of N such that H(N.,N.)T g\/.K < 00. The other integrals are estimated
similarly. This shows that

l9(z,y) — 9(2',y) — g(z, /) + g(, /)|
|z — /|9 |y — o'|”

sup < 00.

z,z’,y,y' €K

w7z Y7y

Clearly ||g|oo;x < 00, thus we have shown that the joint quadratic variation of U has a
modification which is a continuous éb"s'—process. Point 1 in Theorem 15 shows that U
has a modification which is a continuous C%*process. Now let m > 1. From point 3 in
Theorem 15 we may deduce that the joint quadratic variation of N has a modification

which is a continuous €% -process with
0707 (Na(), Na(y)) = (97 Na(x), 9] Na(y))

for every |, |y] < m. We may apply Proposition 32 in Appendix iteratively in equa-
tion (2.5) to show that (Us(z), U.(y)>t has a modification which is m-times differen-
tiable with respect to « and y, and we can calculate the derivatives using the product
rule stated in Proposition 32. As above, one can show that the m-th derivative has the
claimed Holder regularity, and we can conclude with point 2 of Theorem 15 that U has
a modification which is a continuous C"“-process. The It6-Stratonovich conversion
formula

t t
1
/MsNods:/ MsNds+§<M07N'>t
0 0

and point 3 in Theorem 15 show that the same is true for the Stratonovich integral.

We now come to equation (2.4). In the following, we use || - ||z1 for the L!-norm with
respect to P. For n € N, set

ro=inf {6 € [0,7] ¢ [Malgws + || Nellers >}



31

The random times 7, define an increasing sequence of stopping times such that P(7, <
T) — 0for n — 0. Let z € D, t > 0 and choose h such that x 4+ he; € D. Then

Hfll { /O o (M Nys) (z + he;) — /O o (MsNds)(x)}

B /O (:M, Ny () — /0 (M, 0:2a) &)

AT Ms h i) — Ms AT N, S h i — N, S
— eh) 2 Ns(x + he;) + M () =~ - eh) L
0 0

tATh tATn
- / azMs(x) Nds(x) +
0 0

/Own <M5(m T he;L») — Ms($)> (Nas(z + he;) — Ngs(x))

/Ot/\Tn <MS([E + he}i) — My(x) aiMs(x)) Nas(z)

Ll

M, () 9:Nas )|

Ll

X

I

_l’_

Lt
tATh

Nds(l' + he;) — Nds(l')

+ M;(z) < A - 3z'Nds($)>

0 Lt

We aim to show that the integrals on the right hand side vanish for h — 0, using the
Burkholder-Davis-Gundy inequality. We start with the first integral. Note that since
N is a C19 process, also the stopped process is a C'% process and its joint quadratic
variation has a modification which is a C1%" process for any & < 4. In particular,

<N.(x + he;) — N.(;v)>tATn -0

almost surely for A — 0. From the Burkholder-Davis-Gundy inequality,

p/2

E‘<N.(a:+hei)—N.(a:)> <C,E

sup | Ns(z + he;) — Ns(x)}‘p < O 2PpP

tAT,
" s€[0,tATy]

which shows that (Ne(z + he;) — N.(:z)>tm — 0 in LP? for any p > 1. Using the
Burkholder-Davis-Gundy inequality for the first integral gives

. /Own (Ms(;c + he;) — Ms(x)) (Nas(o + hes) — Nds(x))‘

h

< CE /O“\T” <Ms(:c+ he;) — Ms(az)>2 d(No(z + hei) — No(2))s

N|=

h

N[

< CE| sup H@xiMsHio<N.(x+hei)—N.(J:)>
s€[0,tATy)

tATh

[ I

< CnE‘<N.(m+hei)—N.(x)> —0

tATh
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for h — 0. For the second integral, the Burkholder-Davis-Gundy inequality gives

WANTn (M (2 + he;) — M(x)
I

E
h

- &-M;(x)) Nas(a)

N

< CE

/OWn <Ms(a: + heé) — Mi(z) _ aiMs(@)? d(Ne(2)),

For h — 0, we can use dominated convergence twice for the expectation and the
Lebesgue-Stieltjes integral to see that this term indeed converges to 0. Now we come
to the third integral. Set
Ni(z + he;) — Ni(x)

. .
As before, we can use the Burkholder-Davis-Gundy inequality to see that

N z) =

tAT, 1
" 2

E

My(2) (Nf (@) = 0:Nas(x))

< OnE ((Nf(z:) — O;Nu(z))

0 tATh

Taking a modification which is a CY% process of the joint quadratic variation of IV
gives, using point 3 of Theorem 15, that
(N}z) - 0;Ny(2)),, —0

tATh

almost surely as h — 0. Using the Burkholder-Davis-Gundy inequality as above shows
that the convergence also holds in LP for any p > 1. To conclude, we have shown that

1 ( " M (x + he;) Ngs(x + he;) — M (x) Nd5($)>
0

tATh

h 0

tATh tATh
— / O, Ms(x) Ngs(z) + Ms(2) Oy, Ngs(x)
0 0
in L' for h — 0. Since we already now that the convergence holds almost surely, the
limits coincide and we have shown that
tATy

(2.6) axi< O " M) Nds(x)> - /O " 90 M, (2) Nas(x) + M,(x) 8y, Ny ()

0
holds almost surely for every n € N. Now,

(o (| M) Nao) # 0., OW” M.(0) Na(o) ) ) € Bl < T) =0

as n — oo, therefore

Ou, ( OW" M () Nds<x>) ., < /0 M) Nds<x>)

in probability as n — oo. The same is true for the other two integrals on the right
hand side of (2.6) which shows (2.4) for the Ito integral. For the Stratonovich integral,
the assertion follows from the Ito-Stratonovich conversion formula and the equality

O, (Mo (), N.(:c)>t = (0y,Ms(), N.(ac)>t + (Mq(z), axiN.(:U)>t.

Recall the definition of the space égl’é.
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Proposition 17. Let M, N: D x [0,7] — R be continuous local martingale fields adapted to
the same filtration. Assume that the quadratic variation of the processes is given by
d(Me(x), Me(y))t = ar(z,y) dt resp.
d{Ne(z), No(y))1 = bi(z,y) dt

for every z,y € D and every t € [0,T]. Moreover, assume that there is a 6 € (0, 1] such that
a and b have continuous modifications in the space C(?’(s. Let p > 2 and p € (0,9).

(i) Assume that there is a constant x > 0 and some 7 € (0,00) such that

(2.7) sup HWH

u€(0,T] La(Q) 1+|$’n

holds for every z € D where

§ 5 1 1
28) om0 () )

Then the process M has a modification which satisfies

M,
sup 7” tS”Clp < 00
0<s<t<T |t — s|»

almost surely.

(i) Set

t
Us(z) := / (MysNgy,)(z).
S
Assume that there is a constant x > 0 and some 7 € (0, 00) such that

(2.9) sup HW}L( + sup Hmu

u€[0,T) u€l0,T)

<Trpp

for every x € D with g sufficiently large as in (2.8).
Then the process U has a modification which satisfies

wp 1Veller _
0<s<t<T |t — s|P

almost surely.

(iii) Assume that sup,co 7y [lac[l5 and supyeo 7 |be]l5 are almost surely bounded random
variables and that (2.9) holds for some k > 0 and 1 € (0, c0) uniformly for every ¢ > 1.
Then the random variables

wp WMosller \/Sup [V lcs

0<s<t<T |t — 5| 0<s<t<T |t — s|»

have Gaussian tails.

Proof — We start with (i). In afirst step, we assume that sup,cjo 7 [|a¢|5 is an almost surely
bounded random variable and that (2.7) holds uniformly for every ¢ > 1. Under these
assumptions, we aim to show that M has a modification such that

M
(2.10) sup H tSHCP
0<s<t<T |t — 8’17
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(2.11) ap =

is finite almost surely and has Gaussian tails. Set

sup ||aul5
u€[0,T]

Lo°
Let s < t and z,y € D with 0 < |z —y| < 1. By the Burkholder Davis Gundy
inequality with optimal constants (cf. [CK91, Theorem Al), for every ¢ > 2,

q/2

t
E| My () — Mys(y)|? < C9g7°E / o, ) — au(@, ) — au(y, z) + auly, y) du

S

2
< Cq12 )t — 5|29 | — y|®0
where we used the estimate

sup |ay(z, ) — au(z,y) — au(y, ) + au(y, y)| < ar]z —y|*
u€[0,T]

in the last step. Similarly, for s <t and z € D,

t a/2 K q
/ au(z,2)du| < Cq?|t — s|7/? < >

1+ |x|7
for every ¢ > 2. Hence we can can conclude with Theorem 12 (iii) that M has a
modification such that (2.10) is finite and has Gaussian tails.
Now we drop the assumption that ay < co. Consider the stopped process M;* := M,
where

E|Mys(2)|? < Cq?/*E

T, =inf{t € [0,T] : sup |lau|s =ny,
u€el0,t]

hence

tATH
M) W)= [ aule) du
Fix n € N. As before, we have the estimates

1
1M () = My(y)]| o < CVn/dlt — 5|7 [ — y|°
for every z,y € D, s <t and ¢ > 1, and

n < _1/2 K
[Ms(2) ]| o < CV/glt — 5] <1+|xn>

for every x € D, s < t and ¢ as in (2.8). Thus Theorem 12 implies that there is a
modification of M"™ such that

M’n
wp IMElcs
0<s<t<T |t — s|»
is finite almost surely for every n € N. Now,
M, M, M
P sup H tSH(i/J —00| <P sup H tSH(iP £ sup H tsuclp
0<s<t<T |t — g|P 0<s<t<T |t — g 0<s<t<T |t — g|»
<P(r,<T)—0
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as n — 0o, which shows that indeed

M,
Ml
0<s<t<T |t — s]i
almost surely. This shows (i) and the first part of (iii).
We proceed with (ii). As above, we first assume that

sup ||bull5
u€[0,T]

+ < 0
Lo Lo
and that (2.9) holds uniformly for every ¢ > 1. Let 2,y € D such that 0 < |z —y| < 1
and s < t. By the triangle inequality, for every g > 2,

/ (Mus(‘r) - Mus(y))Ndu(x)

sup ||au|5
u€[0,T]

Qg 1=

|Uts() = Us(w)]|, 4 <

La/2

+ / Mas () (Naw () — Nuu(y))

La/2
Note that
( /0 (M (z) — M (9)) Naw(z))e = /0 Mo(2) — Mu()? (No(2))

< s | My () = My (y)[*(Ne(z)):.

Therefore, applying twice the Burkholder Davis Gundy inequality,

‘ / (Masle) = Masp)Na)| <OV VNG s [Masle) = M)
s q/2 u€ls,t La/2
< C\/&H <No(x)>ts||L°° H Sel[lpt} |Mus(x) - Mus(y)|HLq/2

< CgllV/ (Na(@))ts | oo |V (Ma(2) = Ma())ts]| or2-

Now we have the estimate

I <N.(x)>tsLoo|l\/W < Vet — sz
Lo

Furthermore, as seen above,

IV (Ma(@) — Ma())esl par2 < Valt — |2 —y°

which implies

t
| (Mus(@) = M) Naula) | < Conglt = slfe = .
S La

Similarly,

t
| M) Nasta) = Naulw)|| < Cannalt = sllz =
S La

hence we have shown that

Ut (x) = Uts(@)l| pas2 < Conglt = sllz —yI°
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holds for every ¢ > 2, every s < t and every x,y € D such that 0 < |z —y| < 1
Similarly, for every ¢ > 2, every « € D and every s < t,

1Uts ()| parz < Callv/ (Me(2))ts]| Ll v/ (Ne (%)) 5| Lo

< CQIt—SI_
1+ |z|?n

Hence we can apply Theorem 12 to show that the process U has a modification such

that
] |Usllce
bup 3
0<s<i<T [t — s

is finite almost surely and has Gaussian tails. It remains to prove (ii) when as = oo.
In this case, we can counsider the stopped processes M;* := Mo, and N{* := Nipo,

where
on = inf{t €0,T] : sup |laully + sup ||bullf = n}
u€[0,¢] u€(0,t]
and proceed as above. We leave the details to the reader. >

Theorem 18. Let M be a continuous local martingale velocity field in C?9(D,R?) with con-
tinuous local characteristic a in Cf"s for some 4 € (0, 1].

(i) Let p € (0,0) and p € (2,3). Assume that there is an n € (0,00) and a constant
k > 0 such that

(2.12) sup H 0208 ay (2, 2)
0<|a\<2 u€l0.T]

for every z € D where ¢ satisfies

. 5 +d< 6,1 ) 1
g > max{ ——— , .
n(d = p) né—p) 6-p) 5-1

Then M = (M, M), M being defined as in (2.2), has a modification which is a weak
geometric (p, p)-rough driver. We call M the natural lift of M.

(i) Assume that supe(o 7y [latl|y, s is an almost surely bounded random variable and that
there is an 7 € (0, 00) and a constant k > 0 such that (2.12) holds uniformly for every
z € D and every ¢ > 1.
Then for every p € (2,3) and p € (0,9), M = (M,M) has a modification which is
a weak geometric (p, p)-rough driver, and the random variables

[Misliezve \/ [Wesller+r

sup

T sup ———5—,
0<s<t<T ’t—S‘P

0<s<t<T |t — Syp
W being defined as in (2.2), have Gaussian tails.

Proof — The claim for M follows by applying Proposition 17 to M and its derivatives. For
W, we use the product rule in Proposition 16 for calculating the derivatives and apply
Proposition 17 afterwards. The estimates for W together with M yield the claimed
estimates for M. We leave the details to the reader. >
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Remark 19. In the special case where M or a have compact support, i.e. when there exists
a deterministic compact set K C D such that M resp. a are supported on K almost surely,
assertion (i) of Theorem 18 holds without any moment conditions on a. Indeed, this follows
from the fact that the stopped processes in Proposition 17 trivially satisfy the growth condition
stated in the Kolmogorov theorem 12, and this was the only point where these assumptions
were needed.

2.4. Stochastic and rough flows We keep in this Section the notations of the previous sec-

tions, and denote in particular by (F;)o<t<r a filtration
to which the semimartingale velocity field M is adapted. Assume that the local character-
istic @ of M satisfies the boundedness assumptions of point (i) in Theorem 18. Then we
can use Theorem 18 to define the natural lift M of M into a rough driver, and one can
make sense of the rough flow ¢ as pathwise solution to the equation

dp = M(p;dt)

using Theorem 5. It follows from equation (1.3), giving @45 as a limit of compositions of
Uba’s, that ¢ is a semimartingale stochastic flow of homeomorphisms. One can read its
local characteristics on the It6 formula that it satisfies. Given z,y € R% and f, g € Cg’, we
have

o) = 100+ (ar) @)+ 3 { ([ s Mo = Mo 1} @)+ 3 (V2D )
+ O(\t - s|%),

with an O(-) term depending only on |[M|| and || f||¢s, with a similar formula for g(p¢s(y)).
We read on this identity that

f(etni(x)) — o)
h

1

ft] £ |5 (Maf) @)

lim E
hl0

and

tim = E[{ (esna(2)) — F@) Holpesnaw) — 90} |7

h10

= 1}3101 %E[(Mt+h,tf)(w)(Mt+h,tg) (y)’]:t} = (f, 9)¢(z,y).
So the semimartingale stochastic flow ¢ has the same local characteristics as the semi-
martingale stochastic flow generated by the Stratonovich differential equation
(2.13) dry = Mogy(24);

they coincide by Theorem 14, such as stated in Theorems 4.4.1 and 4.5.1 in Kunita’s book,
as assumption (2.12) on the local characteristic a of M is clearly stronger than the optimal
assumptions of Kunita.

Theorem 20. Let M be a continuous local martingale velocity field in C*9(R?, R?), for some

0 € (%, 1], with continuous local characteristic @ in 55’5. Let M be the rough driver associated
with M by Theorem 18. Under the condition that M or a have compact support or that the
growth condition (2.12) holds, the rough flow solution to the differential equation

dp = M(p;dt)
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coincides with the stochastic flow generated by the Stratonovich differential equation (2.13).

2.5. Strong approximations We give in this Section an example of use of the continuity of

the It6 map, in the setting of rough drivers and rough flows, by
proving a Wong-Zakai type theorem for semimartingale stochastic flows of maps. That is,
we prove that such flows are limits in probability of flows generated by ordinary differential
equations. Granted the continuity of the It6 map, the core of the proof consists in showing
that a rough lift of a continuous piecewise linear time interpolation of a semimartingale
velocity field M converges in probability to M in the topology of rough drivers.

As in the last section, let
M:[0,T] — C*°(D,R?)

be a continuous local martingale velocity field with quadratic variation
t
(M) M w), = [ (o) ds
0

and § € (0,1]. Let D= {0 =1ty <t; <...<t, =T} be a partition of the interval [0, 7]
and define the piecewise linear approximation of M with respect to D as

M, — M,
MP = My, + (t — t;) —2 =5 if ¢ € [ty 144,
liv1 — U

Note that D — MP commutes with the spatial derivate, i.e.

B, (MP) = (05, M)" =: 9, M.

i

Define the mesh size of the partition by the formula |D| := max; ‘ti—l-l — tL‘ We define the
first order differential operator

1

1 t
:/( P ME — MP .MP)
S

t t )
/ ME oM — / MCZ”&'ME;’“> On
S S

2 us

via usual Riemann-Stieltjes integration. Then we set
1
M = Wi + 5 MM
and
(2.14) M? .= (MP,MP).

Our aim is to prove that MP converges towards the natural lift M of M when |D| — 0 in
probability (or even in LP(2)) in the topology of rough drivers. Note that
1 1

t t
Wts = 2/ (Mus‘Mdu - Mdu'Mus) = 2/ (Mus-Modu - Modu'Mus)v

hence it is enough to prove that the Riemann-Stieltjes integrals of the approximated pro-
cesses converge towards the Stratonovich integrals (in the right topology), and this is what
we are going to do.
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Lemma 21. Let M = (Ml,...,Md): [0,T] — R? be a continuous local martingale and
assume that

)], 5 < K < o0

for some ¢ > 2 and K > 0. Let M and MP be the associated rough paths lifts to M and
MP, ie. M = (M,M) and M? = (MP,MP) where

t t
M:/ MysMog, and MD:/ MPMP
S S

are iterated Stratonovich, resp. Riemann-Stieltjes, integrals. Set

sup [ Myl

0<v—u<|D| La

and assume that ¢ < 1.
Then for every 6 € (0,1/3) there is a constant C' = C(9, ¢, K) such that

1-5
| My = MR, < Ces [[(M)us] j and
1-6

q

[0 —ME|| 4 < O= L8

<M>ts

for every s,t € [0, 7).

Proof — Let d denote the Carnot-Caratheodoy metric on the step-two free nilpotent Lie
group G over R? [cf. [FV10, Chapter 7]). By interpolation and [FV10, Proposition
8.15], for fixed s < t and 2 < p’ < p < 3,

_r 2
d(Mt87 Mg) < <d0—H61(M7 MD)I P dp’—var;[s,t} (Ma MD) P )
1_p

/ 1 g 1_p 1_p
< (%(M,MW? + doo(M, MP)2 75 (|M|2 > + [MP||Z 2p>>

X (I g+ IMP I )

—var;[s,t —var;|[s,t]

Taking the g-th moment, using Hélder’s inequality and Cauchy-Schwarz, we obtain

E [d(Mts, Mg)q}

< [=L

< (E[dm(M,MD)q} - \/E[doo(MMD)q} (EQIMI%) +E[IIMDII§<>])> 7

ST

x (E [HMHZ’fvar;[s,t]} +E [HMDHZ’fvar;[s,t]}>
By [FV10, Theorem 14.8 and Theorem 14.15],

E[HMH%O] SJE[<M>T|%] and

q

E[IMP)%] < E[IMP[}_| < E[(M)rf?].
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Using the same theorems, we also have

]

~+
&N [ SIS

E[IMIZ_pion] SE[0DG]  and  B[MPp2_ ] SE[(0)

The estimate [FV10, Equation (14.6) on p. 400] gives

=

3

E[doo(MMD)q]s(E[ sup HMW]) (E[nr1#])" +E[ sup MLl

0<v—u<|D| 0<v—u<g|D|

<eHKT +1).

~

Setting d =1 — %, we have shown that

5 1-5
e, MB)| s =Rl

~ L

The result follows by equivalence of homogeneous norms on G? ([FV10, Theorem
7.44]). >

Proposition 22. Let M, N: D x [0,7] — R be continuous local martingale fields adapted to
the same filtration. Assume that the quadratic variation of the processes is given by

d{Me(z), Ma(y))¢ = ar(x,y) resp.
d{Ne(x), No(y))t = bt(,y)
for every x,y € D and every ¢t € [0,T]. Moreover, assume that there is a 6 € (0, 1] such that

a and b have continuous modifications in the space (?5’6. Let p> 2 and p € (0,9).
(i) Assume that there is an 1 € (0,00) and a constant £ > 0 such that

a [Vouz], <

uel0,7] T+ ’33‘"
for every x € D where
J ) 1 1
(2.15) g > max —i—d( + ), :
n(d = p) né—p) 6-p) 5-1
Let M be the modification of the process given in Proposition 17.
Then
M, — MP
(2.16) sup H e Hcp —0
0<s<t<T |t — 5|p

in probability when |D| — 0.
(ii) Define

Uss() = / (MysNogu) () and  UD(x) := / (MBND)(x)

s

as Stratonovich resp. Riemann-Stieltjes integral. Assume that there is an n > 0 and a
constant k > 0 such that

(2.17) sup ‘
u€[0,T]

ay(z, x) (z,x)

—i—sup}

uel0,7) 1‘*”35\"

for every x € D with g sufficiently large as in (2.15). Let U be the modification of the
process given in Proposition 17.



41

Then

_ /D
(2.18) sup M%O

0<s<t<T [t — 5|7

in probability when |D| — 0.
(iii) Assume that sup,cjo 77 lawlls and sup,epo 7y |bull5 are almost surely bounded random
variables and that (2.17) holds for some 1 € (0,00) and x > 0 uniformly for all ¢ > 1.
Then the convergences in (2.16) and (2.18) hold in L9 for every ¢ > 1.

Proof — We will only give a proof in the case of a and b having compact support. The
more general case works analogous using the stated growth conditions, as seen in the
proof of Proposition 17. We start with (i). Assume first that sup,ecjo 1) [|aull5 is an
almost surely bounded random variable. Fix x,y € D such that 0 < |z — y| < 1 and
let s < ¢t € [0,7]. Define the martingale M := M (z) — M(y) and let M denote its
canonical rough path lift (given by M and its iterated Stratonovich integrals) . From
the Burkholder Davis Gundy inequality for enhanced martingales (cf. [FV10, Theorem

14.8]), for every q > 2,
~ 1
<oV <cmppi-yr
La La

where the constant C' depends on the essential supremum of sup,c(o 7 [|awl|s. We may
assume that |D| is sufficiently small such the the right hand side of the equation is
smaller than 1. By Lemma 21, for every ¢ > 2 and every 5 € (0,1/3),

sup || M|
0<v—ug|D|

[ Ms(2) = ME () — Misl) + ME()]

L4
2o 12
< ODIfife -y ¥ (M (@) - M(g)hus)l| §
< Pl -y R - o)
We have already seen that
1
[ M (@) = Mys(y) | 1o < Clz = ylt = 52,
and by the triangle inequality,

1-8
|M2(@) - M2 < Cle -yl - 517

L

Choosing 8 small enough and ¢ large enough, we can apply Theorem 13 to see that

o I8 = B,

B
T < C|D|1s
s<t ‘t_ S‘p

La

which shows the claim. If the essential supremum of sup,co 1y [|aull§ is not bounded,
define the stopping times

Tn=1inf St € [0,T] : sup [aullf > n
u€(0,t]
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and set M"™ := Myn,,,. We can repeat the argument above and conclude that

n n;D
HMts - Mts

¢ 50

sup T
s<t |t — s|»

in probability as |D| tends to 0, and every n € N. Fix some ¢ > 0 and some n € N,
Then

HMtS Mts o
P [ |sup > e
s<t ‘t_s‘;
n n;D
HMtS M, cr HMts_Mts HCP €
<P sup 1 — sup 1 Z 5
s<t |t — s|? s<t [t — s|p 2
;D
e
+ P | |sup : > —
s<t |tf5|5 2
Rl
<P(r <T)+P| [sup T Ak
s<t It — s|» 2

and the first term converges to 0 for n — oo. This shows that indeed

‘Mts ~MP

(o4

sup —0

1
s<t ’t_S‘p

in probability when |D| — 0.

Now we prove (ii). As above, we first assume that sup,ep 7y llau |5 and sup,ep 71 [10u 5
are almost surely bounded random variables. Let z,y € D with 0 < |z —y| < 1 and
s < t. We have already seen that in case of the 1t6 integral, for every q > 2,

< Ot — ||z — y°.
L3

[ 0Na)@) - [ 010

Moreover, we have
|(M@), N @), — (M), NW),,
< |[(ar@) = M), N (@),

< ||/ (M) - m)),

< Ot = slla — yl’.

La/2
L+ ). N @) - Ny,

\/ <N($)>t3 Y <M(x)>ts

This implies that the same estimate holds for the Stratonovich integral, thus

L?

V@ - Ny,

La La La

[Uss (@) = Uss(w)|| g < Clt = sl |z =y’
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By the triangle inequality,
|vE@) - vBw)

q
L2

<‘/XMgmy—M@(»Mm y) (N (2) — NE(v))

L3
Now we define the martingale M : <%, N(x)) We can check that for its

quadratic variation, we have

Jcar

where the constant C' does not depend on z or y. From [FV10, Theorem 14.15], it
follows that

q <C|t_5|

‘ /st <M£($) - MZL)S(Z/)>N£J(3:) <Ot — ||z~ "

Similarly,

/: Mg (y) (Nﬁ(x) - Nﬁ(y)) < Clt— sl —yf

and hence
U (@) = UR ()] g < Clt — slle — yl’.

2

Therefore, by the triangle inequality,

(2.19) |Uts@) = UR @) = Uisw) + URW)|| 4 < Clt sl 2= "

On the other hand, we can apply Lemma 21 to the martingale M (z), = fixed, to see
that for every ¢ > 2 and every 8 € (O, %),

o) - vR@)| 4 @), |

The same estimate holds if we replace x by y, and by the triangle inequality, we also
get

(2.20) |Uts(@) — U2(@) - Ueslr) + VR W)

ek <COID|5 |t — s[17.

< O[DI3|t — st

Interpolating the two inequalities (2.19) and (2.20), we see that for every g > 2, every
B € (0,1/3) and every A € [0, 1], we have the estimate

AB _ _
|Uts@) — UR @) = Uisy) + UR ()| 4 < CIDIF o =y O]t — 59,

Choosing A > 0 and 8 > 0 small enough and q large enough, we can again use Theorem
13 to see that

D
sup HUtS UL;HCP < C’D’%
s<t [t —s|e L3
which proves the claim if sup,epo 7y l|au |5 and sup,epr |bullf are bounded random
variables. The general case follows by the same stopping argument as above. >

Theorem 23. Let M be a continuous local martingale velocity field in C29(D,R9), for some
0 € (0, 1], with continuous local characteristic a in CE"S
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(i) Let p € (0,0) and p € (2,3). Assume that there is an n € (0,00) and a constant
k > 0 such that

(2.21) Z sup H agagau(z,z)’

0<lal<2 u€e[0,T)

<
L 1+ |z
for every z € D where ¢ satisfies

> ma; 0 +d< 0 + ! ) !
q X{ —— , .
n(d — p) ne—p) 0-p) 5—1

Let M = (M, M) be the weak geometric (p, p)-rough driver given in Theorem 18.
Then

(2.22) MP - M

in probability for |D| — 0, with M? defined as in (2.14).

(i) Assume that sup,co 1y [laull§ is almost surely bounded, and that the growth condition
(2.21) holds for some 1 € (0,00) and a constant x > 0 uniformly for all ¢ > 1.
Then for every p € (2,3) and p € (0,6), M = (M,M) has a modification which
is a weak geometric (p, p)-rough driver, and the convergence in (2.22) holds in L9 for
every g > 1.

Proof — This follows by applying Proposition 22 to M, W,and MP and WP and its deriva-
tives. We use the product rule in Proposition 16 for calculating the derivatives of W
and Proposition 32 for the derivatives of WP. The details are left to the reader. >

Remark 24. As seen in the proof of Proposition 22, assertion (i) in Theorem 23 holds without
any moment conditions on a in the case where M or a have compact support.

It follows then directly from this statement and the continuity of the It6 solution map,
Theorem 5, that the solution flow to the equation

dp = M(p;dt)

satisfies a Wong-Zakai theorem. Using that the flow coincides with the one generated by
the corresponding Stratonovich SDE, we obtain the following corollary.

Corollary 25. Let M be a continuous local martingale velocity field in C2°(R? RY), for some
§ € (2,1], with local characteristic a in 52’5. Assume that M or a have compact support or
that the growth assumption (2.12) holds. Let ¢ be the flow generated by the Stratonovich
solution to

d = M(p;odt)
and ¢P be the pathwise solution to
de® = MP (7 ;dt).

Then o — ¢ in the space of C” homeomorphisms uniformly in probability when |D| — 0 for
all p € (0,0).
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3

Application: Large deviations

We provide in this Section another illustration of use of the continuity of the Ité6 map by
proving a large deviation theorem for Brownian flows. Relatively few works were dedicated
to these topices, and we mention [BDM10| and [DD12]. In [BDM10|, Dupuis and his co-
authors use Dupuis’ weak convergence approach to large deviation principles to prove such
a result for Brownian flows of maps, building on a general large deviation criterion proved
earlier in [BDMOS|. Dereich and Dimitroft’s approach in [DD12] is more in the line of
the present work. They consider Brownian flows of maps as solutions to rough differential
equations driven by a Banach space valued Brownian rough path, whose construction in a
vector field setting was made possible by the previous work [Der10] of Dereich. The support
and large deviation theorems for Brownian flows are then inherited from the corresponding
results proved in [Der10] for the above mentioned vector field-valued Brownian rough

Let (E,Hi,7) be a Gaussian Banach space with norm || - ||, i.e. (E,||-||) is a separable
Banach space, 7y is a Gaussian measure defined on the Borel ¢ algebra and H; the Cameron-
Martin Hilbert space (cf. [Bog98| or [Led96, Chapter 4| for the precise definitions and
further properties). Recall that #; is continuously embedded in E, and for every h € H;,

1Pl < oy [1hll2 = o9/ (R h)2y

where

72 = [ ol ).
E

A process X: [0,T] — E, defined on some probability space, is called a E-valued Wiener
process if it has almost surely continuous sample paths starting from 0, has independent
increments, and for every £ € E*, the distribution of (X; — X, &) is a centered Gaussian
random variable with variance [t — s||€ |f2H1 (cf. |LLQO2| and |Derl0] for more properties
about E-valued Wiener processes). The law of X on the space C([O, T], E) is again Gauss-
ian, and one can see that the corresponding Cameron-Martin space H is given by

H:{/O.fsds : feﬁ([o,ﬂ,%l)}

where the integral is a Bochner-integral. Moreover, if hi = fot hg ds, © = 1,2, the scalar
product is given by

T . .
<h1’h2>H_/0 (hgsh3)y,, ds.

Let p € [1,00). In the following, we will use the notion of p-wvariation of a path
h:[0,T] — E which is defined as
1
P
p)

where the supremum is taken over all finite partitions (¢;) of the interval [s, t]. If [|h|1_yaro,r) <
00, we say that h has finite variation.

HhH —var;[s,t] *— Sup hti _hti
p—var;[s,t] (C o ;H +1



46
Lemma 26. For every h € H we have

(3.1) sup M <

0<s<t<T |t — 5|%

O~y <h7 h)’H

and for [s,t] C [0,T7,
1
(32) ||h||1—var;[s,t} < U’Y“ - 8’2 \% <h> h)?—l
In particular, every h € H is 2-Hélder continuous and has finite variation on [0, 77.

Proof — Clearly, (3.1) follows from (3.2), hence we only prove the second estimate. Let
h € H with h(t) = fg hsds and let (t;) be a partition of some interval [s,t] C [0,T].

Then

tit1 to,

S e = bl <3 [ hldu = [ i du
i i Yt s
1
1 T . 2 1
<t —s|2 (/ \huH?du) < o, |t — s|2v/(h, h)y.
0

Taking the supremum over all partitions shows the claim. >

Let D be a an open, relatively compact, connected subset in R?, m € Ny and § €
(0,1]. In the following, we would like to take the space an’é(D,Rd) as E and consider a
Gaussian measure on this space. However, C;" ’6(D, R?) is not separable (which is usually
the case for Holder-type spaces). Instead, we define the space Cg”’o’é(D, R?) as the closure
of smooth paths from D to R? with respect to the norm | - |[+s. As for Holder spaces,
using boundedness of D, one can show that these spaces are separable. From now on, let
E = C;n’o’é(D, RY) and assume that there is a Gaussian Banach space (FE, H1,7).

If vis a an’a(D, R?) valued path with finite variation and if m > 1, we define the pair
S(v)is = (vts, Ves) by setting

vis(x) = ve(x) — vs(x) and Vis = Wes + %vtsvts
where w;s is the first order differential operator

1 t
Wts = 3 Vus-Vdy — VUdu-Vus
2 s

and the integral is a Riemann-Stieltjes integral. Note that if X is a Wiener process in
CZ”’O’(S, S(h) is always defined for every Cameron-Martin path h since these paths are
continuous and have bounded variation by Lemma 26. Moreover, the following holds:
Lemma 27. Let (E,H;1,) be a Gaussian Banach space with E = CbQ’O";(D,Rd) and § € (0,1].
Then, for every h € H, S(h) is a geometric (2, d)-rough driver, and there is a constant C such
that

he —h
Sup || t S||C2+‘S g O—ry <h, h> and Sup ”thHCI+5

s<t |t—5|% s<t ’t_3’

1 t
Wts = 5 </ hus-hay — hdu-hus> .

< Co? (h,h)

where
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Proof — Let h € H and S(h) = (h,h) be defined as above. The claim for h follows
directly from Lemma 26, and the algebraic condition for (h,h) follows from well-
known identities for Riemann-Stieltjes integrals. Let i,k € {1,...,d} , * € D and
s < t. Then, by Riemann-Stieltjes estimates and Lemma, 26,

t . .
@) 0] < s ] sup 5 ot )~ 0t o)

w€E|[s,t] ) Clst]

< sup ||husll2+s  sup ZHhtﬂ-l hth2+5
u€E[s,t J)Cls:t 4

U,Y]t—s\<h,h>.

One can perform the same estimate for the second term in wy. By the triangle
inequality, this shows that

[wislleo
su < C(h,h
DTS (h, ).
We can calculate the derivative of w using Proposition 32 and perform similar esti-
mates, also for the Hélder norm, to conclude. >

3.1. Schilder’s theorem and Freidlin-Ventzel large In this section, we will prove a large de-
deviations for stochastic flows viation result for a (p, p)-rough driver X

in the case where the underlying vector
field X is a Wiener process. We will do this by using the extended contraction principle
(see e.g. [DZ98, Theorem 4.2.23]), a strategy which has proven to be useful in rough paths
theory (|LQZ02|, [MSS06], [FV07]|, [FV10]). As a corollary, we obtain a Freidlin-Ventzel-
type large deviation result for the flow generated by this driver. The key step is to prove
that X" := XP» with D,, = {% tk=0,... ,n} is an exponentially good approximation
to X. This is done in the Lemmata 28 and 29.

For € > 0, set 0. X := (X, 6. X) where

2
13
55th = (SEWtS + Ethth

t 2
= < / (EX)M.(EX)Odu(gX)odu.(st)uS) + & XX

S
We similarly define §.X" with Riemann-Stieltjes integrals. Note that the homogeneous
metric 0 defined in (1.6) enjoys the property that 9(6.X,0.X") = £0(X,X") for every
e > 0 (which is the reason why we call it homogeneous metric). Note that since X is
Gaussian, the local characteristic a is almost surely deterministic. Moreover, since D is
bounded, the growth condition (2.12) in Theorem 18 is trivially satisfied for a and possible
derivatives.

Lemma 28. Let D be a relatively compact domain in R? and X be a Wiener process in 62 0.0

for some 6 € (0,1]. Let X = (X,X) denote its natural lift to a (p, p)-rough driver for some
p € (0,0) and p € (2,3). Let n > 0 be fixed. Then the following holds:

lim limsup &? logIP’(Dpp@ X, 0:X") > 77) = —00.

n—o0 ¢ 0
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Proof — Let ¢ > 0 and n € N be fixed. Since X is Gaussian, the quadratic variation
process a is deterministic, and all estimates for X, X", X — X" and its iterated
integrals in the proof of Proposition 22 hold for ¢ = 2. Moreover, |X |z« S /q|X|L2.
The iterated Stratonovich and Riemann-Stieltjes integrals are both elements in the
second inhomogeneous Wiener chaos, therefore

Sa
La L2
for all ¢ > 2, see e.g. [FV10, Theorem D.8|, and similar estimates hold for the other
quantities. Therefore, we may apply Theorem 13 with x equal to a constant times ,/q

which shows that

H/odX@odX

/odX ® odX

and H/dX"@dX”

pr,p(X,X”)HLq = an\/q
holds for all ¢ > 2 and some constant «,,. Repeating this argument for every n € N,
we obtain a sequence (ay,) converging to 0 for n — oo. Thus

P(2,,(0:X, 8:X") > 1) = P (3,,(X,X") > 1)

q
€ q
< (77> q2a

< exp [q log <

=)

2 we obtain the inequality

g2 logIP’(Dpw(éaX, 9:X") > 77) < log(am/n)

Choosing ¢ =&~

from which the claim follows. >
If H is the Cameron-Martin space of a Cz 09_yalued Wiener process and v is a path with
values in CE’O’E, set

I(v) = {é@’vm ifve

400 otherwise.

Lemma 29. Let H be the Cameron-Martin space for some Cf’o’a—valued Wiener process.

Choose A > 0. Then

lim sup 2,5(S(hP),S(h)) =0
IDI=0 {heH : T(h)<A} p’(s( (h7), 8¢ ))

for every p > 2.
Proof — It is easy to check (cf. [FV10, Proposition 5.20] and Lemma 27) that

hP — pP _
sup Ht 8H2+6<\/§ sup ||ht hSHQ—HSg\/ng\/W‘

0<s<t<T |t — s\% 0<s<t<T |t — 5,%
From Lemma 27, we know that
[[wes|lcr+s 2
sup ————— < CoZ(h,h
s<It) |t - $| ’Y< >
Now fix j,k € {1,...,d}, s < tand z € D. Then
t
D;j 1, Dik D;j 1. Dk
/ hsu](.%') 8]h‘du ((L‘) S Hh ]<$)H1—var;[s,t] Hajh (x)“l—var;[s,t]'

s

§qH/dX”®dX"
La

LQ

)
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For u € [0,T], define up := sup {ti €D : t; < u} and uP := inf {ti eED : t; > u}
With this notation, using the estimates from Lemma 26,

=@ ’ H ) +[poe]
1—var;[s,t] 1—var;[s,sP] 1—var;[sP,tp] 1—var;[tp,t]
P . A
< ’8D — $p ‘ ‘h SD (w)‘ + Hh](x)Hl—var;[sD,tD}
t—1p ;
L b (@) — i )

tP — tp
D— [—

\H MJFUW}@—SH% (h,h)
’8 —SD‘Q O0<u<v<T |U—u’2

|tD—tD|% O0<u<v<T ”U—u‘%

< 30/ (h, W)t — s|2.

A similar estimate holds for 5‘~hD?k . Therefore,

JEREEQ ot

< 902(h, h).

sup
0<s<t<T |t — s

Let s < tand x,y € D. We have

t t
[ i@ engie - [ i) onbtw)| < |29 - 12|

S S

oun®|

1—var;[s t]‘ 1—var;[s,t]

o000

1—var;[s,t] 1—var;[s,t]

Similar to AP (x), one can estimate

[nP9 () — 1P ()| < 309/ By [t — 5|7 o — y?

1—var;[s,t]

and similarly for 9;hP#*(z) — 8-hD?k(y). Thus

J th()H

sup 0 < 903<h, h).

0<s<t<T |t — s
Using the product rule (Proposition 32),

t t A .
o; (/ hE (z) O;hF () ) /ahDJ ) D;h () + / B (x) 92,5 " (x)

S

and similar estimates as above, we can show that

ts 1+6 2< >
sup LN < o2 p
o<s<t<T |t—s| Y7

1 t
uB = ([ 188 - n5n).

where
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This implies

sup sup HS hD H < 00.
D h:I(h)<A 2,0
Let p > 2. Then
D D »
Hhts — fus 246 Hhts ~ hes 248 ' D =
sup —— 1 — < sup ———5 sup Hhts — his
0<s<t<T |t — s|P 0<s<t<T |t — 5|2 0<s<t<T 249
2
|7 heslass |
<| sw 2L — I tS||2t6
0<s<t<T |t — 5|2 5 0<s<i<T It — |2
1—-2
( pa-rel,.)
X sup — hy
ocscter I 0 Pllas
and
Dk
)b () = JL () 031, 0|
sup
0<s<t<T It — S|;
2
Dik k P
‘ ) Oihgy (- )H1+5 hd“(')HHé
< sup + sup
0<s<t<T |t — 5| 0<s<t<T |t — s
< (s | [zioom2io - oo )
0<s<t<T ||.Js 5 146
Therefore, the claim follows if we can prove
(3.3) lim  sup sup th — his =0
IDI=0p: I(h)<A 0<s<t<T 2+6
and
(3.4) lim  sup sup /hD’J 8thuk /h ) 9;hE. () = 0.
IDI=0 p: T(h)<A 0<s<t<T 146

Concerning (3.3), note that

sup th—hts <2 sup Hh —htH

0<s<t<T 246 te[0,7] 248
If t € [0,T7] is fixed, using Lemma 26, we have
hyo — hy
RE — i (t—tp) 2 "M py _p
Ht Hloys D)tDt e t2+5
<2 sup |lhy — hull24s
lv—ul<|D|
hy — h
<2y/[D| sup M
lo—ul<|D| v —ul2

< 20,/(h. B2 V1D,
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and (3.3) follows. Fix x € D. By Young integration estimates (cf. e.g. [FVI10,
Theorem 6.8]),

t t
/ WP3 (2) ;B () — / B, () 031k, ()

1, o5

W oy [287% — 0

2—var;[0,T H 1—var;[0,T] 2—var;[0,T] )

From interpolation for the p-variation [FV10, Proposition 5.5] and our former esti-

mates,
%
D;j j
1+5> <Hh ]Hpvar;[o,T} * thHl—V&f%[QT])

(SIS

D;j J
huv - huv

.y ,
[r7s =] < (s
2—var;[0,T 0<u<v<T

< Coy/(h, h)y | DI
hD;k

A similar estimate holds for ||0; - 8jhk||2_var;[0,T] and we obtain

YRGBT OR WEROLEENG
s s 0

As above, one can use the product rule and obtain similar estimate for the Holder
norm of the derivative. This shows that
sup < Cag(h, h)y \D\i

YR BLT O REROLIENG
0<s<t<T s s 146

and (3.4) follows. >

< Co?(h, hyy |DI7.

Theorem 30 (Schilder’s theorem for Wiener rough drivers). Let D be a relatively compact
domain and let X be a Wiener process in Cg’o’é(D7 R) with Cameron-Martin space . Denote
by X its natural lift to a (p, p)-rough driver. For e > 0, set P. := Po (6.X)~!. Then the
family {P. : ¢ > 0} of probability measures satisfies a large deviation principle on the space
of rough drivers with speed £=2 and good rate function

J(v) = (v, v) ifv:.(v,w) andveH
+00 otherwise.
Proof — The proof is standard, using the large deviation principle for Gaussian measure

[DS89, Section 3.4|, the extended contraction principle [DZ98, Theorem 4.2.23] and
the results in the Lemmas 28 and 29 (cf. e.g. [FV10, Theorem 13.42]). >

As an immediate corollary, we obtain Freidlin-Ventzel large devations for a class of
stochastic flows.

Theorem 31. Let X be a Wiener process in Cg’o’é(D,Rd), for some ¢ € (%, 1], and let ©° be
the flow generated by the Stratonovich solution to

dp® = eX (¢ ;odt).
Let v° denote the law of ¢ in the space of C¥ homeomorphisms, p € (%,5). Then the family

{v® : £ > 0} of probability measures satisfies a large deviation principle with speed ¢~2 and
good rate function

L() = mf{J(v) L dip = v(w;dt)}.
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Proof — The Stratonovich solution equals the solution generated by the (p, p)-rough driver
X. Using Theorem 30 and the pathwise continuity X — ¢, we can use the usual
contraction principle in large deviation theory [DZ98, Theorem 4.2.1] to conclude. >

4

Appendix

We provide in this Appendix an elementary regularity result for integrals depending on
a parameter.

Let §. be a standard Dirac sequence. If I is a closed interval and f: I — R is a continuous
function, let f: R — R denote the unique continuous extension which coincides with f on
I and which is constant outside this interval. Set f¢ := ¢, x f. If D is some subset of R?
and if f: D x I — R is a continuous function in time for every x € D, set

Fo(@,t) = (0 + f(x,)) (D).

Proposition 32. Let D C R? be an open set and let f: Dx[0,7] — Rand g: Dx[0,T] = R
be continuous. Assume that f and g are continuously differentiable on D and that f(z,0) =
Oz, f(x,0) = 0 for every x € D and every i = 1,...,d. Moreover, assume that there are
D,q € [1,00) with %4—% > 1 such that

S&upZHf('ati-‘rl)_f('>ti)H21 and SUPZHQ('MH)—9('7752‘)“21

ti) ¢, ti) ¢,
are finite, where the suprema are taken over all finite partitions of the interval [0,7]. Then the

Young integral (cf. e.g. [FV10, Chapter 6] for the precise definition) fOTf(x,t) g(x, dt) exists,
is continuously differentiable for all x € D and the derivative is given by

o (| Tf(sc,wg(x,dt)) -/ O (1) gl dt) + / * f(@t) gl )
d

foralle=1,...,d.

Proof — One can suppose without loss of generality that ¢ = 1. Fix z € D.

o ([ s an) =on ([ 100 w0 a0

T T
_ / O, £ (2, )0 (g% (2, 1)) dt + / F(2, )00, g(2, ) (1)) dt
0 0

T T
_ / O, f(2,8) g (2, ) + / £, 6) (O g, ))F ().
0 0
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Let ¢’ > ¢ such that 117 + % > 1. Let U be some neighbourhood of x and let y € U.
From Young estimates and interpolation, we obtain

‘/ Oy f(y,t) g° (y,dt) — /8fy,) (y7dt)‘

hSA

(t)C[o,T]

< C sup (Z ‘8:B1f(ya tti+1) - 8-’El f(y7 tz)‘p>
t;

sup <Z\g (Y, tis1) (y,tm)—gs(y,ti)Jrg(y,ti)\q)

)C[0,T)

B =

sup <Z Hf H—l ()h)“@l)

t;)C[0,T] \ ¢,

a

1
= q/

sSup (Z Hg 1+1 ‘a tl)Hgl) q sup (Z Hg z+1 tz)HZl)

(t:)clo,T] clo,1)

1

1-2Z e L
x 277 sup |g°(,t) — g(-,)]| o
0<t<T

It is easy to check that

p (Zug ',mnzl) < o (an wuzl)".

(t;)C[0,T] L c[o,T]

Therefore, we obtain a bound of the form

T T
‘ /0 By f(y,t) ¢ (y, dt) — /0 3yf(y,t)g(y,dt)' C sup [|lg°( o

ot<T

where C' is independent of y and €. Thus,

/ O, f(y, ) g (y, dt) —>/ Ou, f(y,1) g(y, dt)

uniformly in a neighbourhood around z when € — 0. Similarly,

T T
/ £, t) (Ber gy, ) (dE) — / £, )0y 9y, dt)
0 0

uniformly in a neighbourhood around x when € — 0. This shows differentiability in x

of the integral
T
| fatgt.an
0

and the claimed identity. >
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