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We perform studies of pancake-like shaped bubbles submitted to a temperature gradient in a micrometric height Hele-Shaw cell. We show that under the experimental conditions, usually found in microfluidic devices, the temperature-induced dilation of the cavity overcomes the thermocapillary convection due to surface tension variation, effectively driving the bubble toward the cold side of the cavity. The bubble velocity is experimentally characterized as a function of the bubble radius, the temperature gradient, and the initial Hele-Shaw cell thickness. We propose a theoretical prediction of the bubble velocity, based on the analytical resolution of the hydrodynamical problem. The equations set closure is ensured by the pressure value near the bubble and by the dissipation in the moving meniscus. © 2011 American Institute of Physics. [doi:10.1063/1.3590743]

I. INTRODUCTION

In the future, one may envision microfluidic systems with mazes of microchannels along which droplets conveying solutes, materials or particles would undergo transformations, reactions, and processes. Such systems could be used to perform all sorts of bio/physico-chemical analysis or to produce novel entities. These applications would require the control of elementary operations such as bubble/droplet (further called element) transport, exchange, redirection, and storage. The handling of elements by simple means and at high integration rates then constitutes a key issue.1 This motivated a number of research groups to develop digital microfluidics, a topic entirely dedicated to the manipulation of these elements in microsystems. Prominent examples among available actuators include electro-osmotic2 and dielectrophoretic solutions.3 This context has rekindled interest in the Marangoni surface effect, which refers to tangential stresses induced along an interface by a surface tension gradient.4 Bubbles or droplets can be driven by the flow resulting from such a gradient along their surface. The surface tension at this interface can be tuned by adjusting the local concentration of chemical species or surfactants. This is referred to as solutocapillarity.5-9 The temperature constitutes a second control parameter, and in most systems the surface tension between two fluid phases decreases when the temperature increases. The Marangoni convection induced by a temperature gradient is referred to as thermocapillarity or thermowetting, whether it involves, respectively, a free surface or a triple contact line.1,10

To our knowledge, most of the reported papers in microfluidics focus on droplets wetting at least one wall (thermowetting).11–15 Thermocapillary effects have mostly been investigated at the macroscopic scale.10,16–18 In that case, bubbles move toward the high temperature region. This is a consequence of mass conservation around the bubble, as the continuous phase flows toward the high surface tension (i.e., low temperature) region.17 In the presence of surfactants, this effect is complicated by a competition with solutocapillarity. The competition between thermocapillary and solutocapillary effects has been first evidenced by Chen and Stebe19 and then by Brathukin et al.20 They observed a decrease of the traveling bubble velocity (still toward the hot side), a consequence of the accumulation of surfactant at the rear of the bubble. Such competition was also observed in a microfluidic system.21 According to the experiments conducted by Baroud et al.,21,22 the laser locally induces a reduction in surfactant concentration at the interface along with a local rise in surface tension over the region heated by the laser.

In what follows, we focus on a bubble confined into an elastomeric microcavity, separated from the walls by a thin film of continuous phase, and submitted to a temperature gradient obtained by Joule effect.23–25 We identify a third physical phenomenon contributing to the droplet motility. The polydimethylsiloxane (PDMS) constituting the cell walls expands when the temperature increases, which results in a cavity thickness gradient. This dilation effect tends to drive the bubbles toward the thickest (i.e., cold) part of the cell, where the curvature radius is the highest.26–28 This paper discusses quantitatively the competition between this mechanical effect and thermocapillarity. We show that both effects are expected to be of the same order of magnitude. This makes it potentially difficult to predict the element direction of migration in similar geometries, which are commonly used in microfluidics.

In the following section, we describe our experimental set-up, which is similar to Refs. 23 and 24. In Sec. III, we discuss the various physical effects potentially involved in the migration process and estimate their orders of magnitude. Our experimental results are then presented in Sec. IV. We show that the bubble velocity, oriented toward the cold side,
increases both with bubble radius and temperature gradient, and then it increases when the cell thickness decreases. Section V introduces a theoretical model based on (i) the analysis of the continuous phase flow around the bubble in the observation plane and (ii) the study of the flow in a cross-section of the Hele-Shaw cell, in the vicinity of the bubble interface, which includes the cavity deformation under a temperature gradient (Sec. VI). We eventually compare our numerical and experimental results in Sec. VII.

II. EXPERIMENTAL SET-UP

A. System overview and notations

The Hele-Shaw cell is schematically represented in Fig. 1. It is a 2.5 mm long microfluidic cavity of micrometric thickness. The laboratory frame $R(0, x, y, z)$ has its origin at the bottom of the cell; $\vec{e}$ is the normal to the cell, and the temperature gradient is oriented along $x$ and is positive. We only consider bubbles of typical size much larger than the gap $\varepsilon$ between the two plates. The bubble is thus squeezed between the plates and adopts a pancake-like shape: in top view, in the $(\vec{x}, \vec{y})$ plane, it shows as a circle of radius $a$; in the vertical plane $(\vec{x}, \vec{z})$, the two menisci are approximated by half circles of radius $e/2$ (see Fig. 14 for details). The capillary over-pressure in the bubble, of order $\gamma/\varepsilon$, is much larger than the dynamical stresses induced by the motion and the shape remains close to its equilibrium shape. The bubble moves along the $x$ direction at speed $U$ ($U < 0$). The bubble centre $C$ is the origin of the moving frame $R_B(C, X, Y, Z)$ and is also the origin of the polar coordinate system $(C, r, \theta, z)$. Uppercases are devoted to the study in the $R_B$ frame and more precisely in the $(\vec{X}, \vec{Z})$ plane, whereas lowercases are used in $R$. Finally, tildes correspond to non-dimensional parameters.

B. Heating device

The experimental set-up is detailed in Refs. 23 and 24. The Hele-Shaw cell is a standard PDMS microfluidic cavity. The temperature gradient is produced by Joule heating from metal resistors etched on a substrate placed below the cavity (cf. Fig. 2). The geometry of the resistor, and more specifically the width of the wires and slits between two adjacent wires, determines the local heat flux injected into the system. In order to generate a constant temperature profile, we coupled two numerical methods to optimize the shape of the resistor: a genetic algorithm29 and a finite element solver (COMSOL). More detail on this optimization process is given in Ref. 24. As shown in Figure 2, the resistor is composed of five wires in series with decreasing width, leading to an increasing dissipated temperature. They are composed of a 15 nm thick chromium layer and electrically connected by a 150 nm thick gold layer. The Joule effect generated by the gold connections is negligible compared to the one generated by the chromium layer.

The characterization of the set-up was done using Rho-damine B, a thermally sensitive fluorophore, which fluorescence decreases as the temperature increases.23,24,30 After calibration, the temperature profile along the cavity can be extracted by image processing, assuming a constant temperature in the $z$ direction (see paragraph II D).23 Figure 3(a) displays the measured temperature profiles in the $x$ direction for four $y$ values. The four curves collapse on a single straight line, showing that the temperature gradient is constant and oriented along $x$. Figure 3(b) shows that this gradient varies linearly with the power supply, consistently with the linearity of the heat conduction problem. The applied power supply varies from $P = 65$ to $P = 500$ mW and allows us to produce very intense temperature gradients (up to 11 K mm$^{-1}$) related to $P$ by the relation $\partial T/\partial x = 2.2 \times 10^4$ K m$^{-1}$ W$^{-1}$.

C. Microfluidic system

A side view of the experimental cell is given in Fig. 2(b). The glass substrate is covered by a thin PDMS membrane (20 $\mu$m thick) using a spin-coating technique in order to electrically isolate the resistor. A 2500 $\mu$m $\times$ 1500 $\mu$m microfluidic cavity, manufactured using classical soft lithography techniques,31 is sealed to this substrate by oxygen plasma. The height of the cavity is 22 $\mu$m or 37 $\mu$m.

Bubbles are generated at a T-junction connected to the Hele-Shaw cell by a capillary. A SMC regulator ITV 2030 imposes a gas pressure ranging from 8 to 130 kPa. The flow

![FIG. 1. (Color online) Scheme of the Hele-Shaw cell and notations used in the text.](image)

![FIG. 2. (a) (Color online) Top view of the heating resistor above which the microfluidic cavity is placed. (b) Side view of the experimental set-up, $h$ is the thermal exchange coefficient.](image)
rate of the continuous phase is imposed by a syringe pump PHD 2000 (Harvard Apparatus).

The capillary is removed as soon as one bubble reaches the Hele-Shaw cell. We wait for the pressure gradient between the inlet and the outlet to relax and the temperature gradient is imposed when the bubble is at rest in the cavity. The heating power is controlled by the value of the resistance ($R = 2 \, \text{k}\Omega$) and by the applied voltage which is the tuning parameter.

The continuous phase is deionised water with 5.8% glycerol and sodium dodecyl sulfate (SDS) surfactant at 1.2 cmc (i.e., $C_0 = 2.7 \, \text{g/L} = 0.009 \, \text{mol/L}$). The dispersed phase is air. For this solution, the surface tension is 30 mN m$^{-1}$ at 35°C. In our temperature range (20 – 70°C), we measured a linear surface tension variation $\gamma = \gamma_0 - \gamma_T = \gamma_T - \gamma_0 = 1.85 \times 10^{-4}$ N.m$^{-1}$.K$^{-1}$.

D. Image recording and processing

In order to visualize the streamlines in the continuous phase while the bubbles are moving, fluorescent particles (4.869 μm ± 0.246 μm diameter, Polysciences Inc.) are seeded into the continuous phase. A small amount of fluorescein is also added to the continuous phase in order to extract the contour of the bubble by thresholding the images. We used a Leica MX16 microscope, a video camera COHU 4912, and a set of filters adapted to the fluorescein spectrum. Illumination is provided by a 100 W mercury lamp. Images are processed with the SCION IMAGE software.

The instantaneous bubble velocity, of the order of 100 μm/s, is obtained by measuring the displacement of the geometrical center of the bubble between two successive images. Figure 4 shows a typical bubble velocity as a function of time. After a very short transient, a stationary value is reached. The velocity fluctuations are below 10% during the bubble motion: in the following, we consider only the average of the velocity over the complete trajectory.

III. OVERVIEW OF THE PHYSICAL PHENOMENA INVOLVED

Several phenomena can induce bubble motility. Tangential stresses at the bubble surface may arise from surface tension variations, due to an electric field, surfactant concentration or temperature. In addition, mechanical effects such as the dilation of the solution or of the PDMS walls may play a role. In order to discriminate the main phenomena at play, we performed a number of tests, which we now detail.

A. Influence of an electrical field

First, we rule out the influence of the electric field due to the presence of the resistor. We estimate its value to $10^5$ V m$^{-1}$ in the $x$ direction from the experimental parameters (2 kΩ resistance, 0.5 W heating power, and 80 μm slit width). We built a similar microfluidic device, in which the resistor was replaced by two gold electrodes separated by a distance $d_e = 3$ mm. This allowed us to generate the same electric field without heating the chamber. We applied AC and DC potentials without witnessing bubble motion.

B. Solutocapillary effects

It was necessary to introduce surfactants into the solution in order to avoid dewetting and triple line pinning. These surfactants may contribute to the tangential stress through solutocapillary effects.

The timescale associated with the surfactant binding/unbinding at the interface is much smaller than the typical time scale $\tau_d = a/\mu_m \sim 0.2$ s of the experiment, where $\mu_m \sim 500 \, \text{μm/s}$ is the maximal liquid velocity near the
The surface flux, \( l \), with the volume flux, \( \Phi_v \), exactly compensate the surfactant advection along the surface \( \Phi_{ad} \sim u_m \Gamma_0 / a \) (see Fig. 5). The surface flux, \( \Phi_s \sim D_s \Delta C / \tau_d \), is negligible in comparison with the volume flux, \( \Phi_v \sim D_s \Delta C / \sqrt{D_s \tau_d} \), where \( D_s \) and \( D_v \) are, respectively, the volume and surface diffusion coefficients of the surfactants, \( \Delta C \) is the bulk concentration variation, and \( \sqrt{D_s \tau_d} \) is the thickness of the diffusive boundary layer, based on the time scale \( \tau_d \). The mass conservation, at steady state, implies that \( D_s \Delta C / \sqrt{D_s \tau_d} \sim u_m \Gamma_0 / a \). With \( \Gamma_0 / C_0 \approx 4 \times 10^{-7} \) m (see, for instance, Ref. 35) and \( D_v = 5 \times 10^{-10} \) m \(^2\) s \(^{-1}\), the ratio \( N_1 = \Delta C / C_0 \) can finally be written as

\[
N_1 = \frac{\Gamma_0}{C_0} \sqrt{\frac{u_m}{D_s a}} \sim 0.04 \tag{1}
\]

This is in agreement with the work of Stebe et al.,\(^{36}\) who proved experimentally, in a different geometry, that the surface remobilisation was obtained for \( N_1 < 0.1 \).

C. Thermosolutal effects

Another phenomenon may arise from the presence of surfactants in the solution, as their concentration depends on the temperature. The chemical potential in an ideal solution is given by

\[
\mu = RT \log(C / C_0). \tag{2}
\]

In that ideal case, a temperature gradient induces a bulk concentration gradient in the opposite direction, so that thermocapillarity and the thermosolutal effect have competing influences on the surface tension gradient.

The observation of the streamlines shows that the tangential stress is directed toward the cold region, which means that thermocapillarity dominates, Fig. 7. The thermosolutal contribution thus possibly reduces the magnitude of the thermocapillary convection. A quantitative prediction would require a precise determination of the surfactant chemical potential as a function of the temperature, close to the cmc. Note that it does not depend on the size of the bubble [see Eq. (2)].

D. Vertical thermal diffusion vs. horizontal thermal advection

The thermal regime is also governed by a competition between advection and diffusion. Dimensionally, the diffusion equation in the steady state can be written as

\[
\frac{\partial T}{\partial x} \sim D_{th} \frac{\partial^2 T}{\partial x^2},
\]

where \( D_{th} \) is the temperature variation over the cell thickness and \( D_{th} = 10^{-7} \) m \(^2\) s \(^{-1}\) is the thermal diffusivity. With \( \Delta T \), the temperature difference along the \( x \) direction over the resistors, \( e = 25 \) \( \mu \)m and \( a / a_m = 0.2 \) s, this leads to

\[
N_2 = \frac{\partial T}{\Delta T} = \frac{e^2 u_m}{a D_{th}} \sim 0.03. \tag{3}
\]

As \( N_2 \ll 1 \), the temperature field is not significantly altered by the flow.

E. Liquid dilation

Liquid dilation effects may arise from fluxes between regions at different temperatures. We show in Fig. 9 that, in a domain close to the bubble boundary, with a section of order \( e^2 \), the fluid moves at velocity \( u_m \sim 500 \) \( \mu \)m s \(^{-1}\) toward the cold regions. A recirculation far from the bubble brings the fluid back to the hot region. The volume occupied by this fluid decreases (or increases) by the amount \( \Delta V / V = \Delta T \Delta T \). A flux can be dimensionally built from these quantities, \( Q_{dil} \sim \Delta T \Delta T e^2 u_m \). With \( e = 2 \times 10^{-4} \) K \(^{-1}\), the thermal expansion of water and \( \Delta T \approx 1 \) K, the typical temperature difference between both sides of the bubble, we get \( Q_{dil} \sim 6 \times 10^{-17} \) m\(^3\)/s to be compared to the volume flux associated to the bubble motion \( Q = u e U \sim 10^{-13} \) m\(^3\)/s. We conclude that liquid dilation is not involved in the bubble motion and can be neglected in the model.

F. PDMS dilation

Contrary to the previously mentioned effects, the PDMS dilation and the associated cell deformation play a crucial role. The temperature field in the whole PDMS block and its thermoelastic response has been computed with the finite element solver COMSOL. The temperature field is determined in the full 3D geometry from the diffusion equation in PDMS and in the liquid phase (at rest, without bubble), with \( \Delta T_{PDMS} = 3 \times 10^{-4} \) K \(^{-1}\), as indicated on the technical data sheet. The induced inhomogeneous dilation leads to elastic stress and deformation. The obtained cell profile is plotted in Fig. 6, in the plane \( y = 0 \). The nonmonotonic cell thickness variation results schematically from the competition between (i) PDMS dilation on the side walls, leading to an increase in the cell thickness; (ii) dilation of the PDMS bulk above the cell, which tends to decrease the cell thickness; and (iii) an additional simple shear deformation in the \(-x\) direction. In the middle of the cell, where the bubble migration has been...
The thickness decreases when the cell thickness increases. Bubbles migrate toward the cold side and their velocity increases with the temperature gradient in a micrometric Hele-Shaw cell. Concerning the displacement of bubbles submitted to a constant temperature only, written as

$$\frac{\partial}{\partial x} \left[ \gamma(x) \right] = \gamma_0 + x \frac{\partial \gamma}{\partial x},$$

where $\partial \gamma / \partial x$ is constant and depends on the input electrical power. We also take into account the cell thickness variation [Eq. (4)]. In this simplified approach we do not include a potential thermosolutal contribution, which can reduce the magnitude of the thermocapillary effect.

### IV. EXPERIMENTAL RESULTS

In this section, we present the experimental results concerning the displacement of bubbles submitted to a constant temperature gradient in a micrometric Hele-Shaw cell. Bubbles migrate toward the cold side and their velocity increases with the bubble size and the temperature gradient and decreases when the cell thickness increases.

#### A. Velocity field in the continuous phase

The streamlines in the continuous phase are represented in the bubble frame in Fig. 7. This figure is obtained from the superposition of pictures taken over time, after detection and realignment of the geometrical center of the bubble (using the software IMAGE).

In the Hele-Shaw cell configuration, the velocity field inside the liquid can be written as $\mathbf{v}(x, y, z) = \mathbf{u}(x, y) w(z)$, with $w(z) = 6(z/e - z^2/e^2)$ and $\mathbf{u}(x, y)$, the fluid velocity averaged over the cell thickness (see Sec. IV B). We assume that the tracers are carried at the velocity of the surrounding liquid, so that the velocity of a tracer positioned at an unknown height $z$ directly yields $\mathbf{u}(x, y)$ to within the constant $w(z)$ ($0 < w(z) < 1.5$); $w(z)$ a priori depends on the particle. The superposition of the particle images defines the experimental streamlines, in the bubble reference frame, while the gray scale code gives information on the direction of the flow, i.e., black is the initial time and white is the final time. The main features are (i) a flow faster than the bubble, toward the high surface tension region, on a small domain close to the bubble of typical width $10 \, \mu m$ and (ii) a recirculation toward the low surface tension far from the bubble. The point of velocity cancellation is located at a distance of order $50 \, \mu m$ from the interface. These streamlines are similar to the streamlines observed by Bush in different experimental conditions: a Hele-Shaw cell with a millimetric gap, a bubble submitted to buoyancy, and a tangential stress arising from solutocapillarity.

Among all the tracers visible in Fig. 7, some have been tracked manually. The velocity of tracers from the same position in $R_B$ exhibits low fluctuations, which suggest that the tracers stay at the same height. With this assumption, we assume that $\mathbf{u}(x, y) = k \mathbf{v}_p(x, y)$, where $k$ is a constant larger than $1/1.5$ and $\mathbf{v}_p$ is the particle velocity. Several tracer velocities are plotted in Figure 8.

The motion of a particle along the bubble boundary $(r \approx a$ and $\theta \in [0, \pi])$, as defined in Fig. 1) is given in Fig. 8. The velocity is oriented along $\mathbf{u}_0$ and its amplitude varies like $\sin \theta$. We deduce $\mathbf{u}_R(a, \theta) = u_m R_B \sin \theta \mathbf{e}_0$, where $\mathbf{u}_R$ is the fluid velocity averaged over the cell thickness in the
bubble frame $R_2$ and $u_{m,R_2} > 0$ is its value at the position $(a, \pi/2)$.

Figure 9 presents the azimuthal velocity as a function of $r$ in the continuous phase for $h = \pi/2$. As shown in Fig. 7, the azimuthal velocity is positive (oriented toward $x < 0$) for small $r$ and negative for large $r$. Moreover, this figure shows that the velocity gradient close to the boundary verifies $\partial v_\theta / \partial r (r = a) < 0$. As the boundary condition for the flow is $\mu \partial v_\theta / \partial r (r = a) = \partial \gamma / \partial x$ (see Sec. IV C), this provides uncountable experimental evidence that $\partial \gamma / \partial x < 0$.

B. Bubble velocity

Figure 10 presents the bubble velocity (in absolute value) as a function of the bubble radius for three different temperature gradients and for two different cell thicknesses. The velocity increases with the bubble radius and with the temperature gradient and decreases with the cell thickness.

V. MODELISATION: FIRST PART

In this first part, we determine the flow around the bubble in the laboratory reference frame $R$ (see Sec. V A) using classical analytical arguments for Hele-Shaw cells. A second part will be dedicated to solving the pressure field near the bubble, in order to predict the bubble velocity.

A. Qualitative description of the migration mechanism

We first give a qualitative analysis of the flow, based on dimensional analysis. The exact solution of the problem will be established in Sec. V B.

![Image](https://example.com/image.png)

**FIG. 8.** Instantaneous azimuthal velocity of a particle close to the interface as a function of $\theta$, for $r \approx a$ (same experiment as in Fig. 7).

![Image](https://example.com/image.png)

**FIG. 9.** Instantaneous azimuthal particle velocity as a function of $r$ for $\theta = \pi/2$ (same experiment as in Fig. 7).

![Image](https://example.com/image.png)

**FIG. 10.** Bubble velocity $|U|$ as a function of bubble radius $a$ for a cell thickness of $e = 22 \mu m$ and a power supply of 65 mW ($\square$), 100 mW ($\bullet$), and 200 mW ($\times$); and for a cell thickness of $e = 37 \mu m$ and a power supply of 300 mW ($\circ$).

![Image](https://example.com/image.png)

**FIG. 11.** (Color online) The flows in the continuous phase is split into two zones: zone $A$ corresponds to the flow toward the high surface tension region, while zone $B$ corresponds to the flow toward the low surface tension region.

Figure 11 is a sketch of the flow areas extracted from the streamlines of Figure 7. The total volume flux across the vertical line in Figure 11 is zero in the laboratory frame. It results from three contributions: the bubble itself, which moves at velocity $U$, the flux in zone $A$, where the liquid velocity is high and oriented toward the high surface tension region, and the flux in the recirculation zone $B$. A raw estimation of these three fluxes, disregarding any numerical pre-factor, provides the right dimensional expression for the bubble velocity, as a function of the pressure $p$ around the bubble.

1. **Bubble.** The cross-section of the bubble is $S_{bubble} = a e$, its velocity is $U$, and the flux is $Q$.

2. **Zone $A$.** The fluid motion is governed by the tangential stress $\tau \sim \partial \gamma / \partial x$ at the bubble interface. Assuming that
the penetration length of this flow in the radial direction scales like the height $e$ of the moving boundary, we write the stress continuity condition $\mu \partial u / \partial x \sim \partial p / \partial x$. The section is $e^2$, leading to the flux $Q_a \sim (\partial p / \partial x)(e^3 / \mu)$.

(3) **Zone B.** Here the fluid moves due to the pressure difference between the front and the rear of the bubble. With $2\tilde{p}(a) = p_{0, r=a} - p_{0, r=a}$, the typical velocity in this zone obeys $\mu \mu / e^2 \sim -\tilde{p}(a) / a$. Assuming the pressure field to be modified by the bubble on a distance of order $a$, we get a section $ae$ and a flux $Q_B \sim -\tilde{p}(a)(e^3 / \mu)$.

The flux balance leads to

$$U e a + \frac{\partial p}{\partial x} e^3 - \frac{\tilde{p}(a) e^3}{\mu} = 0 \quad (6)$$

$$U = -\frac{e^2}{\mu a} \left( \frac{\partial p}{\partial x} - \tilde{p}(a) \right) \quad (7)$$

In our experiments, both $\partial p / \partial x$ and $U$ are negative. Equation (7) therefore implies that $\tilde{p}(a) < 0$: the bubble moves toward the high pressures. This simple analysis underlines that the bubble velocity strongly depends on $\tilde{p}(a)$.

Assuming a film curvature equal to $2/e$ and a cavity deformation due to the thermal gradient, we get an equilibrium Laplace pressure in the fluid $\tilde{p}(a) = \tilde{p}_1 = -a(\partial / \partial x)(\gamma / e)$. $\tilde{p}(a) < 0$ implies that the thermomechanical effect overcomes thermocapillarity.

The determination of the pressure is the aim of Sec. VI, and $\tilde{p}(a)$ will be considered as a known parameter in the Sec. VII.

**B. Hele-shaw cell flow hypothesis**

We use the classical equations for flows in Hele-Shaw cells, based on the assumption that $e \ll a$, that the pressure does not depend on $z$, and that the velocity field is parallel to the plates and has a parabolic profile along the cell thickness,

$$\tilde{u} = \tilde{v}(x, y) w(z) \quad (8)$$

with $w(z) = (6/e^2)(z, e - z^2)$. With this definition, the average velocity over the cell thickness is

$$\langle \tilde{u}(x, y, z) \rangle_e = \langle v(x, y) \rangle.$$  

(9)

The Stokes equation $\mu \Delta_{3D} \tilde{u} = \nabla_{3D} p$ simplifies into

$$\nabla^2 p = \mu (\Delta \tilde{v} - k^2 \tilde{v}) \quad (10)$$

where $k = \sqrt{12/e}$ and $\Delta$ and $\nabla$ denote, respectively, the Laplacian and the gradient in the $(x, y)$ plane.

The velocity profile is obviously not parabolic close to the bubble boundary. However, this assumption seems to give reliable results, even if the systematic derivation of Eq. (10) in power series expansion with $e/a$ as a small parameter is not clear to us, as discussed in Appendix.

Finally, the mass conservation implies $\nabla \cdot \tilde{v} = 0$. The cell thickness variation [Eq. (4)] induces a correction of the order of few percent to this relation that is neglected.

This allows us to write the velocity as a function of the stream function $\psi$ and to rewrite Eq. (10) as

$$\Delta (\Delta - k^2) \psi = 0. \quad (12)$$

In the following, we will consider the problem in cylindrical coordinates (see Fig. 1). The velocity field in the continuous phase is given by

$$\begin{align*}
\nu_r &= \frac{1}{r} \frac{\partial \psi}{\partial \theta} \\
\nu_\theta &= -\frac{\partial \psi}{\partial r}
\end{align*} \quad (13)$$

**C. Boundary conditions**

The velocity of the continuous phase in the cavity tends to zero when $r \to \infty$, so that in terms of the stream function

$$\begin{align*}
\left. \left( \frac{\partial \psi}{\partial \theta} \right) \right|_{r=\infty} &= 0 \\
\left. \left( \frac{\partial \psi}{\partial r} \right) \right|_{r=\infty} &= 0
\end{align*} \quad (14)$$

The capillary number is very small (of the order of $10^{-5}$), and we assume that the bubbles keep a circular shape in the $(r, \theta)$ plane, as observed on the experimental images. Consistently with Eq. (8), we disregard the interface curvature in the $(x, z)$ plane and consider the interface shape as a cylinder of radius $a$ moving at constant velocity $U$. The normal velocity in the fluid therefore obeys

$$\nu_r(r = a) = \left. \left( \frac{1}{a} \frac{\partial \psi}{\partial \theta} \right) \right|_{r=a} = U \tilde{v}, \tilde{v} = U \cos \theta. \quad (15)$$

Finally, there is an equilibrium between the viscous tangential stress and the Marangoni stress $(\partial \psi / \partial x) \sin \theta$

$$\sigma_{rr}(r = a) = \frac{\partial \psi}{\partial x} \sin \theta$$

leading to

$$\mu \left( \frac{1}{r^2} \frac{\partial^2 \psi}{\partial \theta^2} - \frac{\partial^2 \psi}{\partial r^2} + \frac{1}{r} \frac{\partial \psi}{\partial r} \right)_{r=a} = \frac{\partial \psi}{\partial x} \sin \theta \quad (16)$$

where $\mu$ is the viscosity of the continuous phase.

The normal stress is given by

$$\sigma_{rr} = -p + 2 \mu \frac{\partial \nu_r}{\partial r} = -p + 2 \mu \left( -\frac{1}{r^2} \frac{\partial \psi}{\partial \theta} + \frac{1}{r} \frac{\partial^2 \psi}{\partial r \partial \theta} \right) \quad (17)$$

where $p$ is the pressure field in the continuous phase. Substitution of the solution (to be given in Sec. VI) in this relation will show that the normal stress is dominated by the pressure term.

A normal stress discontinuity arises from the surface tension and interface curvature (the Laplace pressure, see Sec. VI). At this stage, we assume (from symmetry reasons) the $\theta$ dependency of this discontinuity and we set

$$\tilde{v} = \nabla \psi. \tilde{z} \quad (11)$$
\[ \sigma_r(r = a) = \left[ -p + 2\mu \left( -\frac{1}{r^2} \frac{\partial \psi}{\partial \theta} + \frac{1}{r} \frac{\partial^2 \psi}{\partial \theta^2} \right) \right]_{r=a} \]  

\[ = A_0 + A \cos \theta \]  

(18)

Taking the pressure reference \( p_0 \) in the fluid phase at the position \( (r = a, \theta = \pi/2) \), we define

\[ p = p_0 + \overline{p}(r) \cos \theta. \]  

(19)

The unknown parameter \( A \) is thus roughly related to the pressure by the relation \( A \approx -\overline{p}(a) \).

The pressure field is related to the stream function through the Stokes equation (10), projected along \( \vec{e}_\theta \)

\[ \frac{\partial \overline{p}}{\partial \theta} = -\sin \theta \overline{p}(r) \]

\[ = r \mu \left( -\frac{\partial^3 \psi}{\partial r^3} - \frac{1}{r^2} \frac{\partial^3 \psi}{\partial r \partial \theta^2} - \frac{1}{r^2} \frac{\partial^2 \psi}{\partial \theta^2} + \frac{2}{r^3} \frac{\partial^2 \psi}{\partial r \partial \theta} + \frac{1}{r^2} \frac{\partial \psi}{\partial \theta} \right) \]

\[ + \mu k^2 r \frac{\partial \psi}{\partial r} \]  

(20)

D. Non-dimensional equations

For sake of simplicity, we introduce dimensionless notations \( \bar{\psi} = \psi U/a, \bar{\Delta} = \Delta/\bar{a}^2, r = \bar{r}a, k = \bar{k}/a, \) the Marangoni number \( M = (a/\mu U)(\partial \Gamma/\partial x) \), and \( A = \bar{A}(2\mu U/a) \). Finally, using \( \bar{\psi} = \varphi \sin \theta \), Eqs. (12), (15), (16), (18), and (20) are written as a function of \( \bar{r} \):

\[ \bar{\Delta} \left( \bar{\Delta} - \bar{k}^2 \right) (\varphi \sin \theta) = 0 \]

\[ \varphi(\bar{r} = 1) = 1 \]

\[ \left( -\frac{\partial \varphi}{\partial \bar{r}} + \varphi \right)_{\bar{r}=1} = M + 1 \]

\[ \left( -\frac{\partial \varphi}{\partial \bar{r}} - \frac{\partial \varphi}{\partial \bar{\varphi}} + (4 + \bar{k}^2) \frac{\partial \varphi}{\partial \bar{\varphi}} - 4 \right)_{\bar{r}=1} = 2\bar{\Delta} \]  

(21)

E. Solutions

Boos and Thess\(^\text{37}\) solved the partial system, simplified to the first three equations of the complete system (21) by imposing \( M \to \infty \) (or equivalently \( U = 0 \)). They show that this partial system constitutes a closed set of equations with an analytical solution. More generally, we show that these three equations have a solution for any value of \( M \). As \( M \) is directly related to the bubble velocity, this means that if the normal stress value is not specified, any velocity value is compatible with the boundary conditions. They found the following stream function in the continuous phase

\[ M = -\frac{8 K_1(\bar{k})\bar{k} + 2 K_1(\bar{k})\bar{k} \bar{A} + K_1(\bar{k}) \bar{k}^3}{-2 K_0(\bar{k}) + K_1(\bar{k}) \bar{k}}. \]  

(25)

In the limit \( \bar{k} \to \infty \), i.e., for large \( a/e \) values, \( K_\nu(\bar{k}) \sim e^{-\sqrt{\pi/2\bar{k}}} \). The asymptotic expression for \( M \) becomes

\[ \varphi = \frac{C_\iota}{\bar{r}} + D_\iota K_\iota(\bar{k}\bar{r}) \]  

(22)

where the constants \( C_\iota \) and \( D_\iota \) depend on \( M, K_\iota \) is the modified Bessel function \( K \) of order \( \iota \).

Figure 12 shows the superposition of the experimental streamlines in the \((\bar{x}, \bar{y})\) plane and of the theoretical one, deduced from Eq. (22). For this plot, \( C_\iota \) and \( D_\iota \) are computed with the value of \( M \) corresponding to the experimental bubble velocity, i.e.,

\[ C_\iota = 1 + \frac{K_1(\bar{k})(M + 4)}{\bar{k} (2 K_0(\bar{k}) + K_1(\bar{k}) \bar{k})}. \]  

(23)

\[ D_\iota = -\frac{M + 4}{\bar{k} (2 K_0(\bar{k}) + K_1(\bar{k}) \bar{k})}. \]  

(24)

Quantitative comparison between theoretical and experimental velocity fields can only be made using an adjustable parameter for \( w(z) \) in Eq. (8), as the tracer position is not known. Figure 13 compares the experimental velocity field (dots) to the field given by Eq. (22) (full line), showing a good agreement with \( w(z) \approx 0.5 \).

Injecting the last equation of the equation set 21, we express the two constants \( C_\iota \) and \( D_\iota \) as a function of \( A \) as well as the parameter \( M \)
The continuous phase wets the PDMS so that a thin film separates the bubble and the PDMS. However, the surface tension depends on the film thickness and its value, $\gamma_f$, may be slightly smaller in the wetting film than at the free liquid/gas interface. This leads to an angle discontinuity $\phi$ along the contact line separating the wetting film and the free interface (seen at a macroscopic scale). This angle $\phi$ satisfies $\cos \phi = \gamma_f / \gamma$, so $\phi \sim \sqrt{2(\gamma - \gamma_f) / \gamma}$ and is of the order of a few degrees or less. As discussed in the next paragraph, a non-zero contact angle also arises from dynamical reasons. The radius of curvature $R$ in the film (in the $(x,z)$ plane) verifies $R \cos \phi = e/2$ (see Fig. 14). At leading order in $\phi$ this leads to

$$p_t = -\gamma^2 \left( 1 + \frac{e}{3a} - \frac{\phi^2}{2} \right).$$

### 2. Bretherton’s law and Tanner’s law

The motion of the bubble induces interface deformations and a dynamical variation of the Laplace pressure, due to the viscous forces in the meniscus. The classical Bretherton’s law predicts

$$p_t = -\gamma^2 \left( 1 + z_B(\eta|U|/\gamma)^{2/3} \right)$$

with $z_B = 3.8$ at the front of the bubble ($x = -a$) and $z_B = -1.9$ at the rear of the bubble ($x = a$).

However, the thickness of the wetting film trapped between the static wall and the moving bubble predicted by the same theory is $H_{\text{dyn}} \approx R(\eta U / \gamma)^{2/3}$, with $R$ the radius of curvature of the interface at the front of the bubble (here $R = e/2$).

In our geometry, this relation leads to the order of magnitude $H_{\text{dyn}} \approx 2 \text{nm}$, which is probably lower than the equilibrium thickness $H_{eq}$. The disjoining pressure is thus non-negligible, even in the dynamical regime.

In that case, the Tanner’s law applies. It relies on the same physical assumptions, but takes into account a cut off at the microscopic scale and predicts a dynamical contact angle $\phi_0 \approx 9(\eta U / \gamma) \ln(\ell_{\text{macro}}/\ell_{\text{micro}})$ at the rear of the bubble. Neglecting $e/a$ in Eq. (29) and injecting the out of equilibrium macroscopic contact angle $\phi$ leads to (for $U < 0$)

$$p_{t,\text{rear}} = -\gamma^2 \left( 1 + z_T(\eta|U|/\gamma)^{2/3} \right)$$

with $z_T = (9 \ln(\ell_{\text{macro}}/\ell_{\text{micro}}))^{2/3} / 2$. Using $\ell_{\text{macro}} = e = 20 \mu m$ and $\ell_{\text{micro}} = H_{eq} \approx 20 \text{nm}$, we get $z_T = 8$, of the same order as $z_B$. To our knowledge, the pressure drop at the front meniscus has not been predicted in the confined case.

These two models are very similar and both lead to the relation...
where \( x \) is a numerical prefactor of order 5. The sign is positive at the front of the bubble and negative at the rear of the bubble.

Finally, the normal stress difference between both sides of the bubble is well approximated by

\[ A = \frac{\partial \gamma}{\partial x} - \frac{2\alpha \gamma}{\varepsilon^2} \frac{\partial \epsilon}{\partial x} e \left( \frac{\eta |U|}{\gamma} \right)^{2/3}. \tag{33} \]

The three terms are \textit{a priori} of the same order, 10 Pa. However, we saw in Sec. VI A that \( U < 0 \) imposes \( A > 0 \), which implies that in this case the second term overcomes the two others: in our experiments, the dilation effect dominates.

VII. PREDICTIONS OF THE MODEL AND COMPARISON WITH EXPERIMENTS

A. Theoretical bubble velocity

In the light of the Sec. V and VI, we can now predict the bubble velocity as a function of the temperature gradient, bubble radius, and cell thickness. Equations (26) (valid in the limit \( a \gg \epsilon \)) and (33) lead to

\[ \frac{a \mu}{\alpha^2} U + \frac{U \gamma \alpha}{3 \epsilon} \left( \frac{\eta |U|}{\gamma} \right)^{2/3} + \frac{\partial \gamma}{\partial x} \left( \frac{1}{2} + \frac{a}{\alpha \epsilon} \right) - \frac{a \gamma}{\alpha \epsilon^2} \frac{\partial \epsilon}{\partial x} = 0. \tag{34} \]

With \( a = [50 - 200] \, \mu m \) and \( U = [50 - 500] \, \mu m/s \), we have \( a \mu U / \epsilon^2 \ll \left( 4 \gamma \alpha / \epsilon \right) \left( \frac{\eta |U|}{\gamma} \right)^{2/3} \), which leads to

\[ \left( \frac{\eta |U|}{\gamma} \right)^{2/3} = \frac{a \left( \frac{1}{2} \frac{\partial \epsilon}{\partial x} - \frac{1}{\alpha \epsilon} \frac{\partial \gamma}{\partial x} \right)}{\alpha \left( \frac{\eta}{\alpha} \right)^{3/2}} \left( \frac{1}{\epsilon} \frac{\partial \epsilon}{\partial x} - \frac{1}{\alpha \epsilon} \frac{\partial \gamma}{\partial x} \right)^{3/2}. \tag{35} \]

If \( U < 0 \), we get

\[ |U| = \left( \frac{\gamma}{\eta} \right)^{3/2} \left( \frac{1}{\epsilon} \frac{\partial \epsilon}{\partial x} - \frac{1}{\alpha \epsilon} \frac{\partial \gamma}{\partial x} \right)^{3/2}. \tag{36} \]

B. Comparison between the experiment and the model

Equation (35) fully predicts the velocity, with no adjustable parameter. As detailed above, the direction of migration of the bubbles toward the cold side is a signature of the predomiance of thermomechanical effects over the thermocapillary ones, i.e., \( (1/\gamma) \partial \gamma / \partial x < (1/\epsilon) \partial \epsilon / \partial x \) (see Fig. 15). To go beyond this qualitative agreement, Fig. 16 shows the best adjustment for our experimental data by

\[ \left( \frac{\eta |U|}{\gamma} \right)^{2/3} = \frac{a}{\alpha \epsilon} \beta \frac{\partial T}{\partial x}. \tag{37} \]

where \( x = 4.83 \) is the only adjustable parameter, very close to the theoretical value 5. \( \beta = 1.7 \times 10^{-7} \) is given by our \textsc{comsol} calculations for \( \partial \epsilon / \partial x \), relation (4); here, we assume that \( (1/\gamma) \partial \gamma / \partial x \ll (1/\epsilon) \partial \epsilon / \partial x \). The quantitative agreement between our model and the experimental data, up to radii of about 200 \( \mu m \), further confirms that the dilution effect dominates in our experiments.

However, a rough estimation of the thermocapillary contribution in our set-up gives the same order of magnitude than the thermomechanical contribution.

This indicates that we overestimate \( (1/\gamma) \partial \gamma / \partial x \). As mentioned in Sec. C, we believe this is due to the thermosolutal contribution that can lead to a reduction of the effective surface tension gradient.

In the inset of Figure 16, the discrepancy for bubble radii larger than 200 \( \mu m \) arises from side effects of the Hele-Shaw cell. Indeed, the amplitude of the recirculations around the bubble reaches the size of the cavity for such large radii (see mass balance in Figure 11).

VIII. CONCLUSION

In this paper, we investigate the migration of a bubble in a soft microcavity exposed to a constant temperature gradient. To do so, we combined microfluidic experiments, \textsc{comsol} simulations, and a theoretical model. We identify three competing mechanisms that arise from the temperature gradient: (i) thermocapillarity, which tends to drive the bubble toward the hot side, opposing; (ii) a mechanical effect due to the variation in cavity thickness; and (iii) a thermosolutal contribution arising from fluctuations in the surfactant concentration. A theoretical

![Fig. 15.](image_url) FIG. 15. (Color online) Sketch of the competition between thermocapillary and thermomechanical effects on bubble migration.

![Fig. 16.](image_url) FIG. 16. \( eCa^{2/3} / (\partial T / \partial x) \) as a function of the bubble radius \( a (a < 150 \mu m) \), for a cell thickness of \( e = 22 \mu m \) and a power supply of 65 mW (\( \square \)), 100 mW (\( \circ \)), and 200 mW (\( + \)), and for a cell thickness of \( e = 37 \mu m \) and a power supply of 300 mW (\( o \)). Straight line: theoretical prediction for \( x = 4.83 \) [Eq. (37)]. Inset: same results for all values of \( a \).
model, which does not take thermosolutal effects into account, yields predictions in quantitative agreement with our experimental data, indicating the cavity dilation to be the dominant effect. We believe this study to be of practical interest to the field of digital microfluidics, as promising technologies rely on droplet-based applications in temperature-controlled microfluidic systems.46-48

ACKNOWLEDGMENTS

The authors would like to thank H. A. Stone for his valuable suggestion to take into account dilation effects and D. Quéré for fruitful discussions. The authors are also grateful to Naïs Coq for her input. The authors also wish to thank CNRS, ENS-Cachan, ESPCI, and Université de Rennes 1 for fundings. Finally IC acknowledges an IUF grant.

APPENDIX: HELE-SHAW EQUATIONS

The aim of this Appendix is to establish Eq. (10), starting from the Stokes equation $\mu \ddot{u} = \nabla p$, in the Hele-Shaw approximation, i.e., using $\varepsilon = \varepsilon/a$ as a small parameter. We rescale the spatial variables $x, y,$ and $z$, respectively, by $a, \varepsilon$, and $\varepsilon$ and the velocity component $u_x,$ $u_y$, and $u_z$, respectively, by $U$, $U$, and $\varepsilon U$. The pressure $p$ is rescaled by $\mu U/(\varepsilon^2)$.

The Stokes equations becomes, with the same notations for the adimensionalized variables

\[ \partial_t u_x + \partial_y u_y + \partial_z u_z = 0 \]
\[ \varepsilon^2 \partial_x^2 u_x + \varepsilon^2 \partial_y^2 u_y + \partial_z u_z = \partial_t p \]
\[ \varepsilon^2 \partial_x^2 u_y + \varepsilon^2 \partial_y^2 u_y + \partial_z u_y = \partial_t p \]
\[ \varepsilon^4 \partial_x^2 u_z + \varepsilon^4 \partial_y^2 u_z + \partial_z u_z = \partial_t p. \]

Expanding $u_x,$ $u_y,$ $u_z$, and $p$ in power series in $\varepsilon$, with the notation $u = u_0 + u_1 + \varepsilon u_2 + \cdots$ we get at order 0 and 1 the usual relations

\[ \partial_t p_0 = 0 \]
\[ \partial_x u_{x,0} + \partial_y u_{y,0} + \partial_z u_{z,0} = \partial_t p_0, \]
\[ \partial_t u_1 = -\partial_x u_{x,1} - \partial_y u_{y,1} = \partial_t p_1. \]

Up to the first order 1, the velocity profile is parabolic, because $p$ does not depend on $z$.

At order 2, we get

\[ \partial_t p_2 = \partial_x u_{x,2} + \partial_y u_{y,2} + \partial_z u_{z,2} = \partial_t p_2, \]
\[ \partial_x u_{x,2} + \partial_y u_{y,2} + \partial_z u_{z,2} = \partial_t p_2. \]

The 2D Laplacian appears in the Stokes equation at this order, as written in Eq. 10. However, profile of the velocity is no longer parabolic as $\partial_t p_2$ becomes non-negligible. Corrections of same order as $\Delta u_0$ may arise from $\partial_x u_{x,2}$. Considering these corrections would imply to deal with the full 3D problem.