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5

We investigate the asymptotic behavior of solutions to a kinetic equation describing the 6

evolution of particles subject to the sum of a fixed, confining, Hamiltonian, and a small 7

time-oscillating perturbation. Additionally, the equation involves an interaction operator 8

which projects the distribution function onto functions of the fixed Hamiltonian. The 9

paper aims at providing a classical counterpart to the derivation of rate equations from 10

the atomic Bloch equations. Here, the homogenization procedure leads to a diffusion 11

equation in the energy variable. The presence of the interaction operator regularizes the 12

limit process and leads to finite diffusion coefficients. 13
14
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1. SETTING OF THE PROBLEM 17

We consider a particle system described by its phase-space density, or distribution 18

function, f (t, x, p): x ∈ Rd is the position variable, p ∈ Rd is the momentum, and 19

t is the time. In practice, d = 1, 2 or 3. It is convenient to also introduce the phase 20

space variable X = (x, p) ∈ R2d . The evolution of the density f is governed by a 21

kinetic equation of the form 22

∂t f + {H, f } = 1

τ
Q( f ). (1.1)
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Given the Hamiltonian of the system H = H (t, X ) = H (t, x, p), the Poisson23

bracket {H, f } denotes the operator24

{H, f } = ∇p H · ∇x f − ∇x H · ∇p f.

The left-hand side of (1.1) describes the total time derivative of f along the25

trajectories of the particles, i.e.26

d

dt
f (t, x̄(t), p̄(t)) = (∂t f + {H, f })(t, x̄(t), p̄(t)),

where X (t) = (x̄(t), p̄(t)) is any solution of the characteristic system27

d

dt
x̄(t) = ∇p H (t, x̄(t), p̄(t)) ,

d

dt
p̄(t) = −∇x H (t, x̄(t), p̄(t)).

Then, (1.1) translates the fact that the time variations of f produced by transport28

along the Hamiltonian flow of H balances the rate of change of f . The latter is due29

to complex interaction phenomena, the description of which is embodied into the30

operator Q (see below). The parameter τ > 0 in (1.1) then appears as a relaxation31

time.32

We are interested in a situation in which the Hamiltonian H splits into33

an unperturbed time-independent Hamiltonian H0(x, p), and a time dependent34

potential perturbation V(t, x), i.e.35

H (t, x, p) = H0(x, p) + V(t, x).

The technical requirements on H0 and V will be specified later on. A typical36

example is that of a classical particle in an unperturbed potential V0(x) which37

leads to38

H0(X ) = p2

2
+ V0(x).

The prototype situation is the case where H0 is the harmonic oscillator39

H0(X ) = p2 + x2

2
= Hharm(X ).

This situation is presented in detail in Appendix E.1.40

Besides, we assume that the potential V is small but has very fast time41

variations. Precisely, let us denote by ε the ratio between the order of magnitude42

of the perturbation to that of the free Hamiltonian. We also have to define the43

observation time scale T, in comparison to both the typical time scale of the44

perturbation θ and the relaxation time τ . It turns out that the perturbation is still45

negligible when looking at too short time scales (say of order O(1/ε)). This is46

reminiscent of the well established fact that perturbations of size ε in an integrable47

Hamiltonian dynamics enter at second order only: they induce an effect of typical48

size O(ε2). In this paper, the “integrability” assumption is played by Hypothesis 1.249



Diffusion Dynamics of Classical Systems Driven by an Oscillatory Force

below. For that reason, we define the time scale so that T/θ = 1/ε2, T/τ = γ /ε2, 50

with γ > 0 a fixed dimensionless parameter. Accordingly, the Hamiltonian can be 51

recast in dimensionless form as 52

H (t, x, p) = H0(x, p) + εV (t/ε2, x)

and we wish to perform the asymptotic analysis ε → 0 in the following scaled 53

version of (1.1) 54

ε2 ∂t f ε + {
H0, f ε

} + ε
{

V (t/ε2, x), f ε
} = γ Q( f ε). (1.2)

The derivation of (1.2) from (1.1) is detailed in Appendix B.1. Such a scaling is 55

known under the name of weak-coupling regime, and is a well-identified regime 56

both in quantum mechanics and in classical Hamiltonian systems.(36)
57

The present situation is the standard setting for the description of an atom 58

which interacts with a light field. In that case, the unperturbed Hamiltonian H0 59

is the atomic Hamiltonian, and the perturbation V(t, x) = εV (t/ε2, x) is the po- 60

tential energy induced by the light wave in the vicinity of the atom. If a quantum 61

mechanical setting is retained instead of a classical one, the kinetic equation (1.1) 62

must be replaced by the quantum Liouville equation, which, for atoms, is often 63

referred to as the atomic Bloch equation. It reads 64

iε2∂tρ
ε(t) = [

H0, ρ
ε(t)

] + ε
[
V (t/ε2), ρε(t)

] + γ Q(ρε(t)), (1.3)

where the unknown now is a time dependent trace class operator ρε(t), the so- 65

called density matrix of the quantum mechanical system, and all Poisson brackets 66

{·, ·} are formally replaced by commutators [·, ·] between operators, in the passage 67

from the kinetic equation (1.2) to the quantum equation (1.3). Also, in (1.3), Q(ρε) 68

is a relaxation operator that describes, at a heuristic level, the observed trend of 69

various atomic systems to relax towards equilibrium states of the unperturbed 70

Hamiltonian H0. We do not give the precise expression of Q(ρε) here, and refer 71

e.g. to Ref. (27) for a physical discussion. 72

Let us now turn to the definition of the operator Q that is relevant in our 73

context. Our basic approach follows the analogy between the quantum mechan- 74

ical situation (1.3) and the associated classical setting (1.2). For quantum me- 75

chanical systems, the large time behavior of the system can be described by a 76

time-differential system of rate equations, which describes the evolution of the 77

populations of the atomic energy levels (see e.g. Ref. (27) and references therein). 78

The rate constants depend on the frequency of the light field and the differences 79

between the atomic energy levels (transition energies). They are large when a 80

resonance occurs i.e. when the frequency of the light field matches one (or more) 81

of the transition energies. These facts have been recently proved on a rigorous 82

basis in Refs. (8, 9), starting from equation (1.3) and performing both a density 83

matrix analysis in the spirit of Refs. (14, 12, 13), and an averaging procedure for 84

Ordinary Differential Equations in the spirit of Ref. (35). In the present work, 85
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we would like to explore a similar situation with a classical system. The classical86

counterpart of the level population is the number of particles on a given energy87

surface. Hence, we shall assume that this number is well defined and finite for88

almost all energies. For that purpose, let us introduce the following requirements89

on the free Hamiltonian H0.90

Hypothesis 1.1. We assume that91

H0(X ) ∈ C∞(R2d ), H0(X ) ≥ −C0 for some C0 ≥ 0, lim
|X |→∞

H0(X ) = +∞.

Hypothesis 1.2 (Well defined energy levels, having finite measure). We assume92

that93

(i) For almost all E ∈ R, the set4
94

SE = {X = (x, p) ∈ R2d | H0(X ) = E},
is a smooth orientable 2d − 1 submanifold of R2d . For any such E, we let95

dσE (X ) denote the induced euclidean surface measure, and we define the96

measure δ(H0(X ) − E) as97

δ(H0(X ) − E) := dσE (X )∣∣∇X H0(X )
∣∣ .

(ii) For any E as in (i), SE also has finite measure with respect to δ(H0(X ) −98

E). In other words99

h0(E) :=
∫

SE

δ(H0(X ) − E) < +∞, a.e. E ∈ R.

This serves as a definition for h0(E).100

Hypothesis 1.3. Let X : s ∈ R �−→ X (s) ∈ R2d stand for the solution of the101

ODE system102

d

ds
X (s) = (∇p H0,−∇x H0)(X (s)), X (0) = (x, p).

Then we assume that the matrix of the derivatives with respect to the initial data103

is such that for any 0 < R < ∞, there exist CR, qR ≥ 0 verifying104

sup
|(x .p)|≤R

|∇x,p X (s)| ≤ CR (1 + |s|)qR

for any s ∈ R.105

4 We should write here E ∈ H0(R2d ) instead of E ∈ R to be rigorous. Since the distinction between
H0(R2d ) and R is anyhow obvious – there is nothing to assume for energies E 	∈ H0(R2d ) – we
shall systematically consider energies E ∈ R in this article, meaning implicitely that energies should
actually satisfy the rigorous condition E ∈ H0(R2d ).
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Remark 1.1. Of course, these assumptions are fulfilled by the harmonic poten- 106

tial Hharm. Then, the energy shells reduce to spheres {X ∈ R2d , X2 = 2E} and 107

Hypothesis (1.3) simply holds with CR = 1, qR = 0. Moreover, one may take any 108

smooth diffeomorphism of phase-space 	 : R2d → R2d . Clearly, the new Hamil- 109

tonian H0(X ) = Hharm(	(X )) also satisfies these Hypotheses. Then, energy shells 110

are deformed spheres. 111

Remark 1.2. Hypothesis (1.1) is essentially a confining condition. As discussed 112

in Appendix A.1, once H0 is assumed C∞, Sard’s Theorem together with the 113

coarea formula imply that SE is indeed a smooth codimension one submanifold, 114

for almost every E ∈ R. Hence part (i) of Hypothesis (1.2) is indeed a consequence 115

of Hypothesis (1.1) The important point in Hypothesis (1.2) is part (ii). It can be 116

seen as an additional growth condition on H0 with respect to the space variable. 117

It allows us to normalize the measure δ(H0(x) − E). This is a key assumption in 118

the present paper, both from the point of view of the model (it allows us to define 119

the operator Q), and of the techniques: through Jensen’s inequality, it gives us 120

the desired “entropy estimates” suited for our asymptotic analysis. Note that the 121

measure δ(H0(x) − E) is a standard object in statistical physics: it is known as 122

the microcanonical measure on the energy shell SE = {H0(X ) = E}. It is also 123

refered to as the Liouville measure, which is the unique invariant measure under 124

the Hamiltonian flow generated by H0. 125

Also, Hypothesis 1.3 is a strong stability assumption on the unperturbed po- 126

tential V0. Its role will appear clear in Section 4.2, and is related to the regularity of 127

the solutions of certain profile equations. Note that this Hypothesis can be relaxed, 128

but at the price of restricting the relaxation parameter γ to large enough values.
129

Associated with δ(H0(X ) − E), the following mean-value operator is defined: 130


 f (t, E) := 1

h0(E)

∫
SE

f (t, X ) δ(H0(X ) − E) =

∫
SE

f (t, X ) δ(H0(X ) − E)∫
SE

δ(H0(X ) − E)
.

(1.4)

For each energy level E , 
 f defines the average of f over the energy shell 131

{X | H0(X ) = E}. In Appendix A.1, we check that 
 f (t, E) is well-defined for 132

functions f belonging to the spaces L p(R2d ). Physically, 
 f (t, E) denotes the 133

mean number of particles which belong to the energy shell SE at time t . Now, the 134

classical counterpart of the level populations being the number of particles on a 135

given energy surface, it is natural to define the following operator 136

P : f �−→ P f (t, X ) := 
 f (t, H0(X )). (1.5)

We shall see that P enjoys the natural self-adjointness and contraction properties 137

of a projection: it is the projection onto functions depending only on the energy. 138
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Going on with the analogy between classical and quantum mechanics, we also139

observe that the classical counterpart of the density-matrix correlations is the140

projection of the distribution function onto the space orthogonal to functions of141

the energy only. This leads us to the following definition of the relaxation operator142

to be used in (1.2):143

Q( f ) := P f − f. (1.6)

This operator models the relaxation of the distribution function towards a function144

of the total energy of the system only. Physically, it describes a redistribution of the145

particles which makes the distribution uniform on any energy shell. To motivate146

this interaction, we can think of some resonant interaction process: two particles147

with different energies do not spend enough time in a coherent motion one with148

respect to each other to interact significantly. Only particles which have the same149

energy do interact, and if this interaction is repulsive, it eventually produces a150

uniform distribution on the energy shell. Further considerations on how such a151

relaxation operator can be derived are beyond the scope of this work.152

Let us give some intuition of the phenomena involved in (1.2), endowed153

with the operator (1.6). First, as ε → 0, we can expect that f ε relaxes towards154

an equidistributed repartition i.e. towards a solution to P f = f . However, the155

fluctuations f ε − P f ε, which are small but definitely non zero, are transported156

by the Hamiltonian flow. Then, resonant interactions are possible with the motion157

induced by the perturbation εV which oscillates with frequency 1/ε2. These158

intricate interactions will eventually give rise to diffusion in the energy variable.159

Of course, the asymptotics is highly governed by the precise time dependence of160

V . It turns out that the relaxation operator Q somewhat regularizes the situation161

in this respect, in that it prevents the possibility of too strong resonances (small162

denominators), through the introduction of some damping in the model. Let us163

comment further the introduction of this operator:164

• On the one hand, as explained above, the situation has to be compared with165

the quantum Bloch equation (1.3), which has been analyzed in Ref. (8)166

and further in Ref. (9). There, the term Q(ρε) gives damping terms for the167

off-diagonal elements of the density matrix (the correlations, analogous168

to f ε − P f ε here). These damping terms make the large-time dynamics169

dominated by the diagonal elements (the populations, analogous to P f ε
170

here). They also contribute to making the rate constants finite even at res-171

onances (the “width” of the resonance being related to the damping rates).172

These damping terms can be physically motivated in a number of ways173

(for instance they can model the decoherence effects of atomic collisions174

in a gaseous medium, see the discussion in Ref. (27)). Under more restric-175

tive assumptions on the data, smaller damping rates of order O(εµ) with176

µ < 1/2 could be considered and the usual (undamped) formulae for the177

Einstein rate equations(27) could be recovered.(8,9)
178
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• On the other hand, the operator Q introduces non reversibility in the system 179

through dissipation mechanisms. Without damping rates, the Bloch equa- 180

tion is time-reversible while the rate equations are time-irreversible. The 181

damping terms in the quantum Liouville equation make it an irreversible 182

equation from the beginning and simplifies the mathematical theory. A 183

similar idea was used in Refs. (12, 13, 14) for the derivation of the Pauli 184

master equation from the quantum Liouville equation in a deterministic 185

framework. Indeed, it is a well-known fact, since the work of Lanford(25)
186

about the derivation of the Boltzmann equation, that rigorously passing 187

from a reversible to an irreversible dynamics is extremely difficult. A 188

second, probably more standard, approach to overcome this problem is the 189

introduction of stochastic averaging in the model, as in Ref. (16, 17, 26, 33) 190

(see also Ref. (24) in a different context). There are several other examples 191

of such an alternative: homogenization of convection(-diffusion) equa- 192

tions (see Refs. (22, 23) and references therein), Lorentz gas evolving in 193

a billiard (see Refs. (7, 10)), quantum scattering limit of the Schrödinger 194

equation.(5,17,31,33) For the (space-)homogenization of the kinetic equation 195

without dissipative term, we refer e.g. to Refs. (2, 20). Here, as well as in 196

Refs. (8, 9), we wish to treat the problem in a fully deterministic frame- 197

work. To some extent, in this framework, the damping term plays the same 198

role as the stochastic averaging process (see Remark 3.2 below). 199

We wish to add a last comment. In the quantum context, it has been proved (see 200

Refs. (8, 9) for extensions) that the asymptotic behavior of the Bloch equations 201

(1.3) leads to an Ordinary Differential System (the system of rate equations) 202

describing the occupation numbers of the various energy levels. This system 203

describes the jump process of the electrons between the energy levels. However, in 204

contrast with the quantum case where the energy levels are naturally discrete (like 205

the lowest energy levels of an atom), a classical system possesses a continuum 206

of allowed energies and the corresponding transition energies are infinitesimaly 207

small. Therefore, the large time evolution of a classical system (or equivalently, 208

in our framework, the ε → 0 limit of Eqs. (1.2), (1.6)) is expected to take place 209

through infinitesimal energy jumps, i.e. through a diffusion process in energy, 210

rather than through a finite jump process. For this reason, the limit model will be 211

in the form of a diffusion equation in the energy variable, or in other words, of a 212

Fokker-Planck type equation. The goal of the paper is to rigorously show this fact 213

and to obtain the classical mechanics counterparts of the results proved in Refs. 214

(8). The main result of this work can be summarized as follows. 215

Formal statement. We suppose that V oscillates quasi-periodically: V (τ, x) = 216

Vq(ωτ, x), where ω ∈ Rr has rationaly independent components and θ �→ Vq(θ, x) 217

is (0, 1)r -periodic. Then, up to some “reasonable” assumptions on Vq, f ε(t, X ) 218

converges to some F(t, H0(X )), where F(t, E) satisfies a diffusion equation, which 219
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can be written in the following conservative form220

∂t (h0 F) − ∂E (h0b ∂E F) = 0, (1.7)

with h0 defined in Hypothesis (1.2). The coefficient b(E) ≥ 0 is defined by an221

expression involving some average of Vq.222

The expression of the effective coefficient b, as well as the precise notion of223

convergence will be stated later on (see Section 3). In (1.7), h0 F(E) d E can be224

interpreted as the number of particles having their energies in the interval (E, E +225

d E) while h0b ∂E F(E) gives the particle flux through the energy surface SE .226

The remainder of this paper is organized as follows. Section 2 is devoted227

to the basic properties of both the relaxation and transport operators, which will228

be crucial for our analysis. In Section 3, we provide a formal derivation of the229

asymptotic model. To this aim, we restrict ourselves to the framework of quasi-230

periodic perturbation potentials V . In this framework, we are able to give the231

precise and complete statement of our convergence result. This discussion allows232

us to point out the mathematical difficulties related to the resolution of adequate233

profile equations. These difficulties are analyzed in Section 4. Next, details of the234

convergence proof are presented in Section 5. We postpone the proofs of several235

technical facts – which could be interesting in themselves – to the Appendix.236

2. PRELIMINARY CONSIDERATIONS: PROPERTIES237

OF THE RELAXATION OPERATOR238

Since equations (1.2), (1.6) describe a relaxation phenomenon, we are natu-239

rally led to investigate the dissipation properties of the operator Q. This will give240

a particular form of the “entropy dissipation estimates” that are suited to our prob-241

lem. Also, the commutator between both operators f �−→ P f and f �−→ {H0, f }242

is an important object in the asymptotic analysis of (1.2). Hence, the following243

statement will be useful.244

Lemma 2.1. The operator P satisfies the following properties:245

(i) P is a continuous projection operator on L p spaces:246

P(P f ) = P f, ‖P f ‖L p(R2d ) ≤ ‖ f ‖L p(R2d ) 1 ≤ p ≤ ∞.

(ii) P is conservative in the sense that for any integrable function, we get247 ∫
R2d

P f d X =
∫

R2d
f d X.

(iii) P is self-adjoint with respect to the inner product in L2(R2d ) (denoted248

by 〈·, ·〉 throughout the paper). Consequently, the following orthogonality249

property holds: for any function f ∈ L2(R2d ) and ϕ : R → R such that250
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X �−→ ϕ(H0(X )) lies in L2(R2d ), we have 251〈
ϕ(H0(X )), (Id − P) f

〉 = 0.

(iv) P is a non negative operator: if f ≥ 0 almost everywhere (a.e.), then 252

P f ≥ 0 a.e. as well. Moreover, the stronger property holds: 253

If f ≥ 0 a.e., and P f = 0 a.e., then f = 0 a.e.

(v) The operators f �−→ P f and f �−→ {H0, f } are orthogonal, in the sense 254

that 255

P{H0, f } = 0,

holds for any f ∈ L2(R2d ) such that {H0, f } ∈ L2(R2d ). Consequently, 256

for any f, g ∈ L2(R2d ) such that {H0, f } and {H0, g} in L2(R2d ), we have 257

P({H0, f }g) = −P( f {H0, g}).

Property (iii) implies that 258∫
R2d

(P f − f )P f d X = 0.

Therefore, we deduce the following key property of the relaxation operator. 259

Corollary 2.2. The operator Q is a bounded operator on L2(R2d ) and the 260

relation 261

−
∫

R2d
Q( f ) f d X =

∫
R2d

|P f − f |2 d X ≥ 0

holds for any f ∈ L2(R2d ). 262

Proof of Lemma 2.1. We split the proof as follows.
263

Proof of (i)–(ii)–(iii) 264

The continuity of P on L p spaces is an immediate consequence of the coarea 265

formula recalled in Appendix A.1, together with the assumption that SE has finite 266

measure for E ∈ R a.e. Indeed, 267

‖P f ‖p
L p(d X ) =

∫
R2d

∣∣
 f (H0(X ))
∣∣p

d X

=
∫

R

∣∣
 f (E)|p h0(E) d E

≤
∫

R

(∫
SE

| f (X )|p δ(H0(X ) − E)

h0(E)

)
h0(E) d E

≤
∫

R2d
| f (X )|p d X
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where the coarea formula (A.5) is used for the second equality, Jensen’s inequality268

for the first inequality and the coarea formula again for the second inequality. Note269

that equality holds for p = 1. The relation P(P f ) = P f is obvious since P leaves270

any function depending only on H0(X ) invariant. Finally, the self-adjointness of271

P simply comes from the identity P = 
∗
, where 
∗ is the adjoint of 
 (with272

the notations of the Appendix – see Lemma A.1.1).
273

274

Proof of (iv)275

It is obvious that P preserves non negativeness. Let f ≥ 0 such that P f = 0276

a.e.. Since
∫

R2d f d X = ∫
R2d P f d X = 0, then, f is a nonnegative function with277

vanishing integral, which implies that f (X ) = 0 for X ∈ R2d a.e.
278

279

Proof of (v)280

We deduce that P{H0, f } = 0 from 
{H0, f } = 0. To prove the latter, we take281

any test function ψ(E) ∈ L2(R, h0(E) d E). We write282 〈

{H0, f }, ψ 〉

L2(R;h0(E)d E)
=

∫
R


{H0, f }(E) ψ(E) h0(E) d E

= 〈{
H0, f

}
,
∗ψ

〉
L2(R2d )

= 〈{
H0, f

}
, ψ(H0(X ))

〉
L2(R2d )

= −〈
f,

{
H0, ψ(H0(X ))

}〉
L2(R2d )

= 0.

where the definition of 
∗ can be found in Lemma A.1.1 of the Appendix and where283

we have used an integration by parts to obtain the fourth equality. Then, combining284

this property together with the Leibniz rule {H0, f g} = {H0, f } g + f {H0, g}285

allows to conclude the proof.286

3. FORMAL DERIVATION; QUASI-PERIODICITY287

We consider a perturbation V which oscillates in a quasi-periodic way. To be288

more precise, let Y be the unit cube in Rr , for some integer r ≥ 1. We assume the289

following290

Quasi-periodicity Hypothesis: There exists a vector ω ∈ Rr \ {0} and a smooth291

and bounded function Vq : Rr × Rd → R , which is Y-periodic with respect to292

its first variable, such that293

V (τ, x) = Vq(ωτ, x), for any τ ∈ R, x ∈ Rd .

The periodicity condition means that Vq(θ + j, x) = Vq(θ, x) holds for any θ ∈ Y,294

x ∈ Rd , j ∈ Nr . The vector ω is called the frequency vector. It collects the r295
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frequencies of V . We assume that the r components of ω are rationally independent, 296

which means that k · ω = 0, for k ∈ Qr iff k = 0. When r = 1, V is simply said to 297

be periodic, and one can take ω = 1 without loss of generality. It will be convenient 298

later to make use of the Fourier series associated to Vq 299

Vq(θ, x) =
∑
k∈Zr

V̂q(k, x) exp(2iπk · θ ),

V̂q(k, x) =
∫

Y

Vq(θ, x) exp(−2iπk · θ ) dθ.

Provided Vq has the smoothness Vq(θ, x) ∈ L2(Y × Rd ), the above Fourier series 300

is convergent in the topology �2(Zr ; L2(Rd )) (note that we shall need the stronger 301

regularity Vq ∈ C2
b , see Assumption 3.1 below). 302

With the help of this assumption, we can now guess the behavior of f ε by 303

inserting into Eq. (1.2) a double scale ansatz in the spirit of Ref. (6, 34): 304

f ε(t, X ) = f (0)
q (t, ωt/ε2, X ) + ε f (1)

q (t, ωt/ε2, X ) + ε2 f (2)
q (t, ωt/ε2, X ) + · · ·

where all functions f (i)
q are supposed Y-periodic with respect to the second vari- 305

able. Then, we formally identify all terms which appear with the same power of 306

ε. Remarking that 307

∂t

(
f (i)
q (t, ωt/ε2, X )

)
=

(
∂t f (i)

q + 1

ε2
ω · ∇θ f (i)

q

)
(t, ωt/ε2, X ),

it becomes convenient to introduce the operator 308

T fq = ω · ∇θ fq + {H0, fq} − γ Q( fq),

and its formal adjoint T ∗ϕ = −ω · ∇θϕ − {H0, ϕ} − γ Q(ϕ). We obtain the fol- 309

lowing profile equations 310

ε0 term: T f (0)
q = 0, (3.1)

ε1 term: T f (1)
q = ∇x Vq(θ, x) · ∇p f (0)

q , (3.2)

ε2 term: T f (2)
q = −∂t f (0)

q + ∇x Vq(θ, x) · ∇p f (1)
q (3.3)

and so on. The general form of these equation reads T fq = hq, and the time 311

variable t appears only as a parameter. As a matter of fact, we readily check that 312

any function depending only on the energy variable, but not on θ , belongs to the 313

kernel of T . Therefore, it is tempting to infer from (3.1) that 314

f (0)
q (t, θ, X ) = F(t, H0(X )).
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Since such a function also lies in the kernel of the adjoint operator T ∗, we might315

imagine that the orthogonality relation316 ∫
Y

Phq dθ = 0

can serve as a compatibility condition. Assuming that these considerations hold317

true, and forgetting for the time being any functional difficulties, we rewrite (3.2)318

as319

T f (1)
q = ∇x Vq(θ, x) · ∇p H0(X ) ∂E F(t, H0(X )).

Note that ∇x Vq(θ, x) · ∇p H0(X ) = −{
Vq, H0

}
fulfils the compatibility condition,320

thanks to Lemma 2.1-(v). Thus, we can define χq(θ, X ), a solution of the auxiliary321

equation322

T χq = ∇x Vq(θ, x) · ∇p H0(X ),

and we set f (1)
q (t, θ, X ) = χq(θ, X )∂E F(t, H0(X )). Inserting this expression into323

the ε2 order equation (3.3), and using the compatibility condition, we are led to324

0 = ∂t P(F(t, H0(X ))) −
∫

Y

P
(∇x Vq(θ, x) · ∇p f (1)

q (t, θ, X )
)

dθ

= ∂t F(t, H0(X )) −
(∫

Y

P
(∇x Vq(θ, x) · ∇pχq(θ, X )

)
dθ

)
∂E F(t, H0(X ))

−
(∫

Y

P
(∇x Vq(θ, x) · ∇p H0(X ) χq(θ, X )

)
dθ

)
∂2

E E F(t, H0(X )).

Thanks to the coarea formula (A.5), we deduce that F(t, E) verifies the following325

drift-diffusion equation326

∂t

(
h0(E)F(t, E)

) = h0(E)a(E)∂E F(t, E) + h0(E)b(E)∂2
E E F(t, E), (3.4)

the coefficients of which are defined by327 
a(E) = 


(∫
Y

∇x Vq(θ, x) · ∇pχq(θ, X ) dθ

)
(E),

b(E) = 


(∫
Y

∇x Vq(θ, x) · ∇p H0(X ) χq(θ, X ) dθ

)
(E).

For further purposes, it is also convenient to introduce χ∗
q , a solution of the adjoint328

profile equation329

T ∗χ∗
q = ∇x Vq(θ, x) · ∇p H0(X ).
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This function is precisely defined in Corollary 4.4 below. Let us set 330
a∗(E) = 


(∫
Y

∇x Vq(θ, x) · ∇pχ
∗
q (θ, X ) dθ

)
(E)

b�(E) = 


(∫
Y

∇x Vq(θ, x) · ∇p H0(X ) χ∗
q (θ, X ) dθ

)
(E).

(3.5)

The following claim will make the connection with (1.7) clear. 331

Lemma 3.1. The following relations hold true: 332

h0(E)b∗(E) = h0(E)b(E), h0(E)a�(E) = h0(E)a(E) = d

d E
(h0(E)b∗(E)) .

These relations are consequences of the coarea formula; detailed computations 333

are presented in Appendix C.1. Therefore, from (3.4), we are led to (1.7): 334

∂t (h0 F) = ∂E (h0b)∂E F(t, E) + h0(E)b(E)∂2
E E F(t, E) = ∂E (h0b∂E F).

We are now left with the task of making this formal guess rigorous. To this end, 335

we need some technical assumptions on the perturbation V . 336

Hypothesis 3.1. We assume that 337

(i) the quasiperiodic potential V (t, x) = Vq(ωt, x) posesses the regularity 338

Vq ∈ C2
b (Y × Rd ), where Vq is Y−periodic with respect to the first vari- 339

able. 340

(ii) There exists some β ≥ 0 such that 341

sup
θ∈Y

∫
R2d

|∇x Vq(θ, x) · ∇p H0(X )|2
w(X )β

d X < ∞,

where w(X ) = (1 + H0(X )2)1/2. 342

Remark 3.1. Considering the harmonic Hamiltonian, we get ∇x V · 343

∇p Hharm(X )p · ∇x V which clearly does not belong to L2(R2d ). However, 344

Hypothesis 3.1-(ii) holds for any β > d + 1. Thus, the ε order equation (3.2) 345

makes sense in a reasonable functional space since the right-hand side belongs to 346

the weighted space L2(R2d , w(X )−βd X ).
347

We are now ready to give the statement of our main result. 348

Theorem 3.2. Let f ε
0 ≥ 0 be the initial data for (1.2). We suppose that f ε

0 349

is bounded in L2(R2d ). We suppose that Hypothesis (1.1), (1.2), (1.3) and 3.1 350

are satisfied. Then, f ε = P f ε + εgε where gε is bounded in L2((0, T ) × R2d ) 351

and, up to a subsequence, P f ε(t, X ) converges in C0([0, T ]; L2(R2d ) − weak)
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to F(t, H0(X )), where F : R+ × R → R+ satisfies the diffusion equation (1.7)352

weakly in L2(R), with the initial data F(t = 0, E) given by the weak limit of353


 f ε
0 (E) in L2(R, h0(E) d E).354

Remark 3.2. We point out that assuming γ > 0 is crucial in our analysis since355

the operator Q plays the role of a dissipation which allows to avoid all resonance356

phenomena. The explicit computations presented in Appendix E.1 may shed some357

light on this aspect. Without such a relaxation, the mathematical analysis becomes358

very delicate and certainly does not lead to a diffusion process. We refer in partic-359

ular to Ref. (2, 20) where it is shown that the homogenization of a kinetic equation360

with highly oscillatory force fields leads to an effective equation involving memory361

effects. These results are in the spirit of those concerning the homogenization of362

transport equations with transverse oscillations(1,4,32) as initiated by Ref. (38). In363

the present approach, we avoid these effects thanks to the presence of a dissipation364

operator.365

4. PROFILE EQUATIONS366

This section is devoted to the analysis of the profile equation T fq = hq.367

We denote by L2
#(Y × R2d ) the class of functions fq : Rr × R2d → R which are368

Y−periodic with respect to the first variable and such that369 ∫
Y×R2d

| fq(θ, X )|2 dθ d X < ∞.

We also introduce370

H# = {
fq ∈ L2

#(Y × R2d ), T fq ∈ L2
#(Y × R2d )

}
.

4.1. General Setting371

Proposition 4.1. Let hq ∈ L2
#(Y × R2d ). We suppose that hq is either purely372

periodic or has finitely many harmonics, which means that either r = 1, or, when373

r ≥ 2,374

hq(θ, x) =
∑

k∈Zr , |k|≤K

ĥq(k, x) exp(ik · θ ), (4.1)

for some finite integer K . Then, the problem T fq = hq has a solution fq ∈ H# iff375

hq satisfies the compatibility condition376 ∫
Y

Phq(θ, X ) dθ = 0. (4.2)
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The solution is unique when imposing the additional constraint
∫

Y
P fq(θ, X ) dθ =

0. This uniquely defined solution depends continuously on hq: there exists C > 0
such that

‖ fq‖L2(Y×R2d ) ≤ C ‖hq‖L2(Y×R2d ).

Other solutions differ from fq by a function ϕ(H0(X )). 377

Proof. The arguments are inspired from Ref. (21), but specific difficulties appear, 378

since in particular the operators ω · ∇θ and {H0, ·} − Q act on independent 379

variables. As it will become clear in the proof, the restriction contained in (4.1) 380

is related to small denominator difficulties when solving the profile equations. 381

These difficulties disappear in the purely periodic case. The proof splits as follows.
382

383

Uniqueness 384

For any fq ∈ H#, we observe that 385∫
Y×R2d

ω · ∇θ fq fq dθ d X = 0,

∫
Y×R2d

{H0, fq} fq dθ d X = 0.

Let fq ∈ H# be a solution of T fq = 0. Multiplying by fq and integrating yields 386

−γ

∫
Y×R2d

Q( fq) fq dθ d X = 0 = γ ‖ fq − P fq‖2
L2(Y×R2d )

thanks to Corollary 2.2. We deduce that fq(θ, X ) = P fq(θ, X ) depends on X only 387

through the energy. Then, we apply the operator P to the equation. We get 388

ω · ∇θ P fq = 0

thanks to Lemma 2.1-(ii) and (v). Accordingly, the Fourier coefficients of P fq 389

verify 390

ω · k P̂ fq(k, X ) = 0.

Since the components of the frequency vector ω are assumed rationally 391

independent, we deduce that P̂ fq(k, X ) = 0 for any k 	= 0, and thus this 392

implies that P fq(θ, X ) does not depend on the variable θ ∈ Y. We proved that 393

fq ∈ L2(Y × R2d ) verifies T fq = 0 iff fq(θ, X ) = F(H0(X )), for some F such 394

that
∫

R2d |F(H0(X ))|2 d X < ∞. In particular, if we impose that
∫

Y
P fq dθ = 0, 395

this implies that fq = 0, proving the uniqueness result.
396

397

Existence 398

Applying the projector P to the equation T fq = hq and integrating over Y, we 399

realize that (4.2) is a necessary condition for having a solution. From now on, we 400
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thus assume that (4.2) holds true and we prove that it is also a sufficient condition.401

Let us temporarily assume that, for any λ > 0, there exists f (λ)
q ∈ H# verifying402

λ f (λ)
q + T f (λ)

q = hq. (4.3)

We wish to prove the existence part of Proposition 4.1 by passing to the limit403

λ → 0. This is completely obvious once we know that the sequence
(

f (λ)
q

)
λ>0

404

remains bounded in L2(Y × R2d ).405

Suppose that there exists a subsequence, say {λ(n), n ∈ N} such that406

limn→∞ λ(n) = 0 and407

N (n) = ∥∥ f (λn )
q

∥∥
L2(Y×R2d )

−→n→∞ + ∞.

We set F (n)
q = f (λn )

q /N (n). Without loss of generality, we can assume that F (n)
q ⇀408

Fq weakly in L2(Y × R2d ) as n → ∞. We have409

λ(n) F (n)
q + T F (n)

q = hq

N (n)
.

Hence, multiplying by F (n)
q leads to410

γ
∥∥F (n)

q − P F (n)
q

∥∥2

L2(Y×R2d )
≤

∫
Y×R2d

hq

N (n)
F (n)

q dθ d X ≤ ‖hq‖L2(Y×R2d )

N (n)
.

We deduce that411 ∥∥F (n)
q − P F (n)

q

∥∥2

L2(Y×R2d )
−→n→∞ 0. (4.4)

Accordingly, F (n)
q = P F (n)

q + (F (n)
q − P F (n)

q ) ⇀ Fq = P Fq as n → ∞. Now, we412

apply the projection operator and we get413

λ(n) P F (n)
q + ω · ∇θ P F (n)

q = Phq

N (n)
. (4.5)

Integrating with respect to θ , we obtain for any n ∈ N414 ∫
Y

P F (n)
q (θ, X ) dθ = 0,

as a consequence of (4.2). Besides, passing to the limit in (4.5) yields415

ω · ∇θ P F (n)
q −→

n→∞ ω · ∇θ P Fq = 0 strongly in L2(Y × R2d ).

Hence the limit is nothing but Fq = 0. We will obtain a contradiction by showing416

that F (n)
q converges strongly.417

Let us consider the Fourier series associated with P F (n)
q418

P F (n)
q (θ, X ) =

∑
k∈Zr

P̂ F
(n)
q (k, X )e2iπk·θ .
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We have already remarked that the first Fourier coefficient vanishes 419

P̂ F
(n)
q (0, X ) =

∫
Y

P F (n)
q (θ, X ) dθ = 0.

Therefore, the Plancherel theorem gives 420∥∥P F (n)
q

∥∥2

L2(Y×R2d )
=

∑
k∈Zr \{0}

∣∣P̂ F
(n)
q (k, X )

∣∣2

=
∑

k∈Zr \{0}

1

|ω · k|2 |ω · k|2|P̂ F
(n)
q (k, X )|2

=
∑

k∈Zr \{0}

1

4π2|ω · k|2 |ω · ∇θ P̂ F
(n)
q (k, X )|2.

When r ≥ 2, we use the assumption that the data hq has finitely many harmonics. 421

By (4.5), P F (n)
q shares the same property, with the same truncation index K and 422

we are thus led to 423∥∥P F (n)
q

∥∥2

L2(Y×R2d )
≤ sup

k∈Zr \{0}, |k|≤K

(
1

4π2|ω · k|2
) ∥∥ω · ∇θ P F (n)

q

∥∥2

L2(Y×R2d )
−→
n→∞ 0.

When r = 1 the conclusion is immediate since we get ‖P F (n)
q ‖2

L2(Y×R2d )
≤ 424

‖∂θ P F (n)
q ‖2

L2(Y×R2d )
. 425

It remains to justify the existence of F (λ). This is obtained by a Banach 426

fixed point argument. Indeed, consider the operator 	(λ), which to a function 427

φ ∈ L2
#(Y × R2d ) associates the solution ψ (λ) = 	(λ)(φ) ∈ L2

#(Y × R2d ) to the 428

transport equation 429

λψ (λ)(θ, X ) + ω · ∇θψ
(λ) + {

H0, ψ
(λ)

} + γ ψ (λ) = γ Pφ + hq(θ, X ).

We prove that 	(λ) is a contraction over L2
#(Y × R2d ). Since (4.3) also reads 430

f (λ)
q = 	(λ)( f (λ)

q ), this clearly implies the existence and uniqueness of f (λ)
q , the 431

solution to (4.3). Now, to prove the contraction property of 	(λ), we take two 432

functions φ and φ̃, with the associated ψ (λ) = 	(λ)(φ) and ψ̃ (λ) = 	(λ)(φ̃). We 433

readily obtain the following energy estimate 434

(λ + γ )
∥∥ψ (λ) − ψ̃ (λ)

∥∥2

L2(Y×R2d )
≤ γ

∣∣〈Pφ − Pφ̃, ψ (λ) − ψ̃ (λ)
〉
L2(Y×R2d )

∣∣
≤ γ

∥∥φ − φ̃
∥∥

L2(Y×R2d )

∥∥ψ (λ) − ψ̃ (λ)
∥∥

L2(Y×R2d )
.

The second estimate uses the Cauchy-Schwarz inequality together with the conti- 435

nuity of P over L2(Y × R2d ) (see Lemma 2.1). As a consequence, we have 436∥∥ψ (λ) − ψ̃ (λ)
∥∥

L2(Y×R2d )
≤ γ

γ + λ

∥∥φ − φ̃
∥∥

L2(Y×R2d )
.

This is the claimed contraction property. 437
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This ends the proof of Proposition 4.1. The continuity estimate follows from438

the closed graph theorem, once we have remarked that the set of functions verifying439

the compatibility condition is a closed subspace of L2
#(Y × R2d ).

440

The distinction between the purely periodic case and the genuinely quasiperi-441

odic case is due to small denominator difficulties: while the transport operator ∂θ is442

(essentially) invertible over L2(dθ ) in one dimension, the inverse of the transport443

operator ω · ∇θ ceases to be bounded in reasonable spaces when the angular vari-444

able θ belongs to the r > 1 dimensional torus. This appears clearly when we try to445

deduce the behavior of P F (n) from informations on ω · ∇θ P F (n). In the periodic446

case the required estimate is actually nothing but the classical Poincaré-Wirtinger447

estimate for periodic functions on (0, 1). When r ≥ 2, the quantity |ω · k|2 is448

never zero when k 	= 0, due to the rational independence of the components of449

ω. Nevertheless, small denominators might appear, corresponding to cases where450

ω · k is small but nonzero. This typically happens for large values of |k|. This451

is the reason why we assume, in the case r ≥ 2, that hq has finitely many har-452

monics. Another (classical) way to analyze this difficulty consists in saying that453

the Fredholm alternative does not apply to the transport operator ω · ∇θ ; its range454

is not closed in general. The difficulty can also be illustrated by imposing some455

diophantine condition on ω (which is therefore satisfied for almost all ω). Some456

slight adaptations of the previous proof then lead to the following claim457

Proposition 4.2. Let ω satisfy the following diophantine condition: for any458

k ∈ Zr ,459

|ω · k| ≥ Cγ

|k|γ ,

holds for some γ > 0 and Cγ > 0. Let hq ∈ L2
#(Y × R2d ) satisfy460 ∥∥Phq

∥∥2

H γ

# (Y;L2(R2d ))

∑
k∈Zr

|k|2γ ‖P̂hq(k, ·)‖2
L2(R2d )

< ∞.

Then, the problem T fq = hq has a solution fq ∈ H# iff hq satisfies the compatibil-461

ity condition (4.2). The solution is unique when imposing the additional constraint462 ∫
Y

P fq(θ, X ) dθ = 0. This uniquely defined solution depends continuously on hq463

in the sense that464 ∥∥(I − P) fq

∥∥
L2(Y×R2d )

≤ C
∥∥hq

∥∥
L2(Y×R2d )

,
∥∥P fq

∥∥
L2(Y×R2d )

≤ C
∥∥hq

∥∥
H γ (Y;L2(R2d ))

.

Other solutions differ from fq by a function ϕ(H0(X )).465

In the course of the formal derivation, we have seen that we actually have to466

consider data belonging to some weighted space:467

hq : Y × R2d → R, Y − periodic,
∫

Y×R2d
|hq(θ, X )|2 w(X )α d X dθ < ∞
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for some real α. The profile equation in such a weighted space is easily reduced to 468

the simpler L2 framework. Indeed, define h̃q(θ, X ) = hq(θ, X )w(X )α/2. Then, h̃q
469

belongs to L2
#(Y × R2d ). Hence, we solve T f̃q = h̃q with f̃q ∈ H#,

∫
Y

P f̃q dθ = 0 470

and we set fq(θ, X ) = f̃q(θ, X )w(X )−α/2. fq satisfies 471∫
Y×R2d

| fq(θ, X )|2 w(X )α d X dθ < ∞, T fq = hq,

∫
Y

P fq dθ = 0

since multiplication by a (smooth enough) function of H0(X ) commutes with the 472

operator T . Clearly, similar conclusions hold for the adjoint operator T ∗, which 473

shows that the results can easily be extended to the weighted space framework. 474

Let us now turn to the very particular case we are interested in. 475

4.2. Solution of the Profile Equation (3.2) 476

The computation of the effective coefficients relies on the resolution of the 477

profile equation with data ∇x Vq(θ, x) · ∇p H0(x, p). The compatibility condition 478

(4.2) is satisfied in a strong way since we actually have 479

P(∇x Vq · ∇p H0) = P{Vq, H0} = 0.

This allows us to derive a more explicit expression for the solution χq (resp. χ∗
q ) 480

of the profile equation T χq = ∇x Vq · ∇p H0 (resp. T ∗χ∗
q = ∇x Vq · ∇p H0). 481

Indeed, let us consider the profile equationT fq = hq under the condition Phq = 0. 482

(Similar computations can be performed for the adjoint equation.) Then, applying 483

the operator P to the equation yields ω · ∇θ P fq = Phq = 0 which implies that 484

P fq does not depend on θ . Requiring
∫

Y
P fq dθ = 0 gives P fq = 0. Therefore, 485

we are led to solve 486{
ω · ∇θ fq + {H0, fq} + γ fq = hq,

P fq = 0.

Let us introduce the characteristics � ∈ Rr , X ∈ R2d , the solutions of the ODEs 487

system 488
d

ds
�(s) = ω,

d

ds
X (s) = (∇p H0(X (s)),−∇x H0(X (s))

)
,

�(0) = θ, X (0) = (x, p).

Note in particular that �(s) = θ + sω. Hence, we get 489

d

ds

(
eγ s fq(�(s), X (s))

) = eγ s hq(�(s), X (s)).

Integration with respect to s yields the following statement: 490
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Lemma 4.3. Let hq ∈ L2(Y × R2d ) be such that Phq = 0. Then the solution491

fq ∈ H# of T hq = hq with P fq = 0 is given by492

fq(θ, x, p) =
∫ 0

−∞
eγ s hq(�(s), X (s)) ds. (4.6)

Accordingly, if hq lies in C0(Y; L2(R2d )), then, fq lies in the same space. If,493

furthermore ∇X hq lies in C0(Y; L2
loc(R2d )), then, fq also satisfies this property.494

There only remains to discuss the regularity statement, which follows from a495

direct application of Lebesgue’s dominated convergence theorem. Similarly, we496

can differentiate (4.6) with respect to X and conclude thanks to Hypothesis (1.3).497

Let us now state the precise result which will be used in the sequel:498

Corollary 4.4. Assume Hypothesis 1.1, 1.2, 1.3, 3.1. Then, there exists a unique499

function χ∗
q : Y × R2d → R such that500 ∫

Y×R2d

∣∣χ∗
q (θ, X )

∣∣2 d X dθ

w(X )β
< ∞, T ∗χ∗

q = ∇x Vq · ∇p H0,

∫
Y

Pχ∗
q dθ = 0.

It is defined by the formula501

χ∗
q (θ, x, p) =

∫ ∞

0
e−γ s ∇x Vq · ∇p H0(θ + sω, X (s; x, p)) ds.

Furthermore, for any 0 < R < ∞, χ∗
q and ∇Xχ∗

q belong to C0(Y; L2(B(0, R))),502

where B(0, R) = {X ∈ R2d , |X | ≤ R}, and Pχ∗
q = 0.503

Remark 4.1. The role of Hypothesis 1.3 is to guarantee that χ∗
q possesses enough504

regularity to justify some algebraic manipulations below. If, instead of Hypothesis505

1.3, we assume the weaker hypothesis H0 ∈ W 2,∞(R2d ), we readily obtain the506

following estimate: |∇x,p X (s)| ≤ eCs (1 + |(x, p)|) for some C > 0. Then, all our507

results will remain true provided that we consider large enough values of the508

parameter γ (which should be > C). However, this looks too strong a restriction509

from a physical viewpoint because usually, relaxation rates are rather weak.510

5. PROOF OF THEOREM 3.2511

5.1. A Priori Estimates512

We obtain the basic uniform estimate by multiplying (1.2) by f ε and per-513

forming some integration by parts. Since the transport terms are antisymmetric,514

we get515

1

2

d

dt

∫
R2d

| f ε|2 d X = γ

ε2

∫
R2d

Q( f ε) f ε d X = − γ

ε2

∫
R2d

|P f ε − f ε|2 d X ≤ 0,

thanks to Corollary 2.2. Hence, we deduce the following claim.516
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Proposition 5.1. Suppose that the initial data f ε
0 is bounded in L2(R2d ). Then, 517

(i)
(

f ε
)
ε>0

is bounded in L∞(R+; L2(R2d )), 518

(ii)
(
gε = 1

ε
( f ε − P f ε)

)
ε>0

is bounded in L2(R+ × R2d ). 519

Remark 5.1. For any convex function � : R+ → R+, we have 520

1

2

d

dt

∫
R2d

�( f ε) d X = γ

∫
R2d

Q( f ε)� ′( f ε) d X

= − γ

ε2

∫
R2d

(
P f ε − f ε

) (
� ′(P f ε) − � ′( f ε)

)
d X ≤ 0

.

In particular, this provides uniform estimates of f ε in any L p(R2d ) space, 1 ≤ 521

p ≤ ∞. However, these estimates will not be needed in the sequel. 522

5.2. Convergence Proof 523

A possible proof would consist in solving the successive profile equations 524

(3.1)–(3.3), constructing an approximate solution f ε
app = f (0) + ε f (1) + ε2 f (2), 525

evaluating the difference f ε − f ε
app and showing that it is O(ε). Such an approach 526

is usually very demanding in terms of regularity of the solution and would lead 527

to tedious technicalities. Moreover, the resolution of the profile equation (3.3) can 528

impose more restrictions on the potential Vq than those detailed in Proposition 529

4.1. Here, we adopt another viewpoint, trying to pass to the limit in the equation. 530

To this end, we follow the general homogenization strategy developed e.g. in Ref. 531

(22). It combines double scale convergence tools, as introduced in Ref. (3, 29), 532

combined with a suitable choice of test functions, the so-called “oscillating test 533

functions method”.(18,19,37,38) First of all, let us give the following double scale 534

convergence statement, which is adapted to the quasi-periodic framework. 535

Proposition 5.2. Let fε be a bounded sequence in L2(R). Let ω ∈ Rr the com- 536

ponents of which are rationally independent. Then, there exists a subsequence, 537

still labelled by ε, and a function Fq ∈ L2
#(R × Y) such that for any test function 538

ψq ∈ L2(R; C0
# (Y)),5 we have 539

lim
ε→0

∫
R

fε(t) ψq(t, ωt/ε2) dt =
∫

R

∫
Y

Fq(t, θ ) ψq(t, θ ) dθ dt.

The proof follows the arguments of Ref. (3), which are combined to the ergodic 540

condition “ω has rationally independent components”, through the use of a variant 541

of the Birkhoff theorem (see Ref. (15)). This is detailed in Appendix D.1. Further

5 Referring to Ref. (3) Section 5, L2(R; C0
# (Y)) is the class of functions ψq : R × Rr → R which are

measurable and square integrable with respect to the variable t ∈ R, with values in the Banach space
of continuous and Y−periodic functions.
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adaptations to sequences of functions with values in a Hilbert space can be readily542

obtained as in Ref. (21). Therefore, coming back to Proposition 5.1, we have the543

following compactness property, where C0
c,#(R × Y; L2(R2d )) denotes the space of544

functions ψq : R × Rr × R2d → R which are continuous with respect to (t, θ ) ∈545

R × Rr , Y− periodic with respect to the second variable, with values in L2(R2d ),546

and such that ψq(t, θ, X ) = 0 when t /∈ K , for some compact set K ⊂ R.547

Lemma 5.3. We can suppose, up to the extraction of a subsequence, that f ε
548

converges to Fq(t, θ, X ) ∈ L2
#((0, T ) × Y × R2d ) in the sense that549

lim
ε→0

∫
R

∫
R2d

f ε(t, X ) ψq(t, ωt/ε2, X ) dt

=
∫

R

∫
R2d

∫
Y

Fq(t, θ, X ) ψq(t, θ, X ) dθ d X dt,

holds for any trial function ψq ∈ C0
c,#(R × Y; L2(R2d )). Furthermore, f ε con-550

verges weakly in L2((0, T ) × R2d ) to f (t, X ) = ∫
Y

Fq(t, θ, X ) dθ .551

Let us multiply (1.2) by ψq(t, ωt/ε2, X ), where ψq is a C∞ function of its argu-552

ments and is Y−periodic with respect to the second variable. Integrations by parts553

yield554

ε
d

dt

∫
R2d

f ε(t, X ) ψq(t, ωt/ε2, X ) d X − ε

∫
R2d

f ε(t, X ) ∂tψq(t, ωt/ε2, X ) d X

− 1

ε

∫
R2d

f ε(t, X ) ω · ∇θψq(t, ωt/ε2, X ) d X

− 1

ε

∫
R2d

f ε(t, X )
{

H0, ψq
}
(t, ωt/ε2, X ) d X

+
∫

R2d
f ε(t, X ) ∇x Vq(ωt/ε2, x) · ∇pψq(t, ωt/ε2, X ) d X

− 1

ε

∫
R2d

f ε(t, X ) γ Q(ψq)(t, ωt/ε2, X ) d X = 0

(5.1)
since Q∗ = Q.

555

Hence, we first conclude that556

lim
ε→0

∫ ∞

0

∫
R2d

f ε(t, X )
[
ω · ∇θψq + {H0, ψq} + γ Q(ψq)

]
(t, ωt/ε2, X ) d X dt = 0

=
∫ ∞

0

∫
R2d

∫
Y

Fq(t, θ, X )
[
ω · ∇θψq + {H0, ψq} + γ Q(ψq)

]
(t, θ, X ) dθ d X dt.

It implies that the double scale limit Fq does not depend on θ and is only a function557

of the energy; we denote Fq(t, θ, X ) = F(t, H0(X )) = f (t, X ).558
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Next, we remark that for any function only depending on the energy, the 559

most singular term in (5.1) vanishes. Accordingly, let us choose ψq(t, θ, X ) = 560

ϕ(H0(X )) + εφq(t, θ, X ), with ϕ ∈ C∞
c (R), as a test function. We get 561

lim
ε→0

{∫ ∞

0

∫
R2d

f ε(t, X )
[
ω · ∇θφq + {H0, φq} + γ Q(φq)

]
(t, ωt/ε2, X ) d X dt

−
∫ ∞

0

∫
R2d

f ε(t, X ) ∇x Vq(ωt/ε2, X ) · ∇p

(
ϕ(H0(X ))

)
d X dt

}
= 0

=
∫ ∞

0

∫
R2d

∫
Y

Fq(t, θ, X ) [ω · ∇θφq + {H0, φq} + γ Q(φq)](t, θ, X ) dθ d X dt

−
∫ ∞

0

∫
R2d

∫
Y

Fq(t, θ, X )∇x Vq(θ, X ) · ∇p H0(X ) ∂Eϕ(H0(X )) dθ d X dt

= −
∫ ∞

0

∫
R2d

∫
Y

Fq(t, θ, X )∇x Vq(θ, X ) · ∇p H0(X ) ∂Eϕ(H0(X )) dθ d X dt = 0.

Eventually, we choose φq depending on ϕ in such a way that the order O(1) term 562

in (5.1) also vanishes. This is indeed possible by choosing φq a solution of the 563

(adjoint) profile equation 564

ω·∇θφq + {H0, φq} + γ Q(φq) = −T ∗φq = ∇x Vq(θ, X ) · ∇p H0(X ) ∂Eϕ(H0(X )).

Precisely, we set 565

φq(θ, X ) = −χ∗
q (θ, X ) ∂Eϕ(H0(X )).

with χ∗
q defined in Corollary 4.4. Note that by the regularity proper- 566

ties in Corollary 4.4, φq(θ, X ) and ∇pφq(θ, X ) = −∇pχ
∗
q ∂Eϕ(H0(X )) − 567

χ∗
q ∇p H0(X ) ∂2

E Eϕ(H0(X )) can indeed be used as “admissible” test functions. 568

It follows that 569

d

dt

∫
R2d

f ε(t, X )
(
ϕ(H0(X )) + εφq(ωt/ε2, X )

)
d X

+
∫

R2d
f ε(t, X ) ∇x Vq(ωt/ε2, x) · ∇pφq(ωt/ε2, X ) d X = 0, (5.2)

holds in D′((0,+∞)). 570

Equation (5.2) indicates that 571∣∣∣∣ d

dt

∫
R2d

f ε(t, X )
(
ϕ(H0(X )) + εφq(ωt/ε2, X )

)
d X

∣∣∣∣
≤ ‖ f ε‖L∞(R+;L2(R2d )) ‖∇x Vq‖L∞(Y×R2d ) ‖∇pφq‖L∞(Y;L2(R2d )),

is uniformly bounded with respect to ε > 0, 0 ≤ t ≤ T < ∞, thanks to Proposition 572

5.1, Hypothesis 3.1, Corollary 4.4 and the fact that ϕ has a compact support. Hence, 573
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for any ϕ fixed in C∞
c (R), the family574 {∫

R2d
f ε(t, X )

(
ϕ(H0(X )) + εφq(ωt/ε2, X )

)
d X, ε > 0

}
is relatively compact in C0([0, T ]), by virtue of the Arzela-Ascoli theorem. But,575

we also have576 ∫
R2d

f ε(t, X ) ϕ(H0(X )) d X =
∫

R2d
P f ε(t, X ) ϕ(H0(X )) d X

=
∫

R2d
f ε(t, X )

(
ϕ(H0(X )) + εφq(ωt/ε2, X )

)
d X

− ε

∫
R2d

f ε(t, X ) φq(ωt/ε2, X ) d X

where the last integral is dominated by577

‖ f ε‖L∞(R+;L2(R2d )) ‖χ∗
q ‖L∞(Y;L2({X∈R2d , H0(X )∈suppϕ})) ‖ϕ‖W 1,∞(R).

Thus, the family578 {∫
R2d

P f ε(t, X ) ϕ(H0(X )) d X, ε > 0

}
is relatively compact in C0([0, T ]). Combining a separability and a diagonal579

extraction argument, we conclude that we can consider a subsequence, still labelled580

by ε, such that581

lim
ε→0

∫
R2d

P f ε(t, X ) ϕ(H0(X )) d X =
∫

R2d
F(t, H0(X )) ϕ(H0(X )) d X

uniformly on [0, T ], for any ϕ verifying
∫

R2d |ϕ(H0(X ))|2 d X < ∞.582

Furthermore, the limit of the second integral in (5.2) as ε → 0 reads583 ∫
R2d

∫
Y

Fq(t, θ, X ) ∇x Vq(θ, x) · ∇pχ
∗
q (θ, X ) ∂Eϕ(H0(X )) dθ d X

+
∫

R2d

∫
Y

Fq(t, θ, X ) ∇x Vq(θ, x) · ∇p H0(X ) χ∗
q (θ, X ) ∂2

E Eϕ(H0(X )) dθ d X

=
∫

R2d
F(t, H0(X ))

(∫
Y

∇x Vq(θ, x) · ∇pχ
∗
q (θ, X ) dθ

)
∂Eϕ(H0(X )) d X

+
∫

R2d
F(t, H0(X ))

(∫
Y

∇x Vq(θ, x) · ∇p H0(X ) χ∗
q (θ, X ) dθ

)
∂2

E Eϕ(H0(X )) d X

=
∫

R2d
F(t, H0(X ))

(
a∗∂Eϕ(H0(X )) + b∗∂2

E Eϕ(H0(X ))
)

d X,
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since we have seen that Fq(t, θ, X ) = F(t, H0(X )). Hence, letting ε tend to 0 in 584

(5.2) yields 585

d

dt

∫
R2d

F(t, H0(X ))ϕ(H0(X )) d X

=
∫

R2d
F(t, H0(X ))

(
a∗∂Eϕ(H0(X )) + b∗∂2

E Eϕ(H0(X ))
)

d X. (5.3)

586

Let us detail some properties of the effective coefficients. 587

Lemma 5.4. The coefficients a∗ and b∗ belong to L2
loc(R, h0(E)d E), and we 588

have b∗(E) ≥ 0 for almost all E ∈ R. If furthermore, for any measurable set 589

A ⊂ R, and θ ∈ Y, we have 590

(I − P)
(∇x Vq(θ, x) · ∇p H0(X )

) 	= 0 on
{

X ∈ R2d , H0(X ) ∈ A
}

then, b∗(E) > 0 almost everywhere. 591

Proof. Regularity is a consequence of Corollary 4.4. Next, let ϕ ∈ C∞
c (R). Thanks 592

to Lemma 2.1-(iii), we get 593∫
R2d

b∗(H0(X ))ϕ2(H0(X )) d X

=
∫

R2d

∫
Y

(∇x Vq(θ, x) · ∇p H0(X ) ϕ(H0(X ))
) (

χ∗
q (θ, X )ϕ(H0(X ))

)
dθ d X

=
∫

R2d

∫
Y

T ∗(χ∗
q (θ, X )ϕ(H0(X ))

)
χ∗

q (θ, X )ϕ(H0(X )) dθ d X

= γ

∫
R2d

∫
Y

∣∣Pχ∗
q (θ, X )ϕ(H0(X )) − χ∗

q (θ, X )ϕ(H0(X ))
∣∣2

dθ d X ≥ 0.

Next, suppose that b∗(E) = 0 for E in some measurable set A ⊂ R. Let us set 594

χ∗
q,A(θ, X ) = χ∗

q (θ, X ) 11{X∈R2d , H0(X )∈A}(X ).

Reasoning as above we obtain 595∫
{X∈R2d , H0(X )∈A}

b∗(H0(X )) d X = 0 = γ

∫
R2d

∫
Y

∣∣Pχ∗
q,A − χ∗

q,A

∣∣2
dθ d X.

Therefore, Pχ�
q,A = χ∗

q,A, which implies that 596

11{X∈R2d , H0(X )∈A}(X ) T ∗χ∗
q = T ∗χ∗

q,A

= ω · ∇θχ
∗
q,A

= P
(
ω · ∇θχ

∗
q,A

)
= 11{X∈R2d , H0(X )∈A}(X ) ∇x Vq(θ, x) · ∇p H0(X )

holds. This would contradict the assumption (I − P)(11{X∈R2d , H0(X )∈A}(X ) 597

∇x Vq(θ, x) · ∇p H0(X )) 	= 0 and proves that b∗(E) > 0 for E ∈ R a.e.
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We end the proof by showing that (5.3) is a weak formulation of the conser-598

vative equation (1.7). The coarea formula yields599

d

dt

∫
R

F(t, E)ϕ(E) h0(E) d E

=
∫

R

F(t, E)
(
a∗(E)∂Eϕ(E) + b∗(E)∂2

E Eϕ(E)
)

h0(E) d E,

with F ∈ L∞(R+; L2(R, h0(E)d E)), and the right hand side makes sense by600

Lemma 5.4. Then, Lemma 3.1 allows us to write:601

h0(E)b∗(E) = h0(E)b(E) ∈ L2
loc(R, h0(E)−1 d E),

h0(E)a∗(E) = ∂E (h0(E)b(E)) ∈ L2
loc(R, h0(E)−1 d E).

Therefore, the right hand side in (5.3) becomes602 ∫
R

F(t, E) ∂E (h0(E)b(E)∂Eϕ(E)) d E, (5.4)

which proves the expected result.

603

A.1. THE COAREA FORMULA AND ITS CONSEQUENCES604

Let H0 : R2d −→ R be a C∞ function. The Sard Theorem (see Ref. (28))605

asserts that, for almost every real number6 E ∈ R, and for any X such that H0(X ) =606

E , one has ∇X H0(X ) 	= 0. As a consequence, for almost every E ∈ R, the level607

set SE := {
X ∈ R2d , H0(X ) = E

}
is a smooth, codimension one, submanifold of608

R2d . Now, the coarea formula asserts that the following equality holds609 ∫
R2d

f (X )d X =
∫

R

(∫
SE

f (X ) δ(H0(X ) − E)

)
d E, (A.1)

for any function f ∈ L1(R2d ). We recall that the measure δ(H0(X ) − E) is defined610

by611 ∫
SE

f (X ) δ(H0(X ) − E) :=
∫

SE

f (X )
dσE (X )∣∣∇X H0(X )

∣∣ , (A.2)

using again the fact that the gradient ∇X H0(X ) never vanishes on SE , dσE (X )612

being the euclidian surface measure on the level set SE . We recall that a crucial613

6 Note that here, we make the same abuse of notation as in the main part of the present paper: instead
of writing the correct condition E ∈ H0(R2d ), we simply write E ∈ R.
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hypothesis in our work is 614

h0(E) :=
∫

SE

δ(H0(X ) − E) < ∞ (A.3)

for almost every E ∈ R. Having defined the normalized average 615


 f (E) = 1

h0(E)

∫
SE

f (X )δ(H0(X ) − E), (A.4)

for f ∈ L1(R2d ), the coarea formula then takes the form 616∫
R2d

f (X ) d X =
∫

R


 f (E) h0(E) d E . (A.5)

In particular, 
 is an isometry from L1(R2d ) to L1(R; h0(E) d E). Since the analysis 617

developed in the present paper needs an L2 framework, we next turn to the L2
618

properties of the operator 
. 619

Lemma A.1.1. Let f (X ) : R2d −→ R be in L2(R2d ). Then, we have 620

‖
 f ‖L2(R;h0(E)d E) ≤ ‖ f ‖L2(R2d ).

Furthermore, let g : R −→ R satisfy g ∈ L2(R; h0(E)d E). The adjoint 
∗ of the 621

operator 
 with respect to the scalar product in L2(R; h0(E)d E) is 622


∗g(X ) = g(H0(X )).

It satisfies 623

‖
∗g‖L2(R2d ) = ‖g‖L2(h0(E)d E).

Proof. First we use the Cauchy-Schwarz inequality together with the coarea for- 624

mula and we get 625∫
R

∣∣
 f (E)
∣∣2

h0(E) d E

=
∫

R

h0(E)

(∫
SE

f (X )
δ(H0(X ) − E)

h0(E)

)2

d E

≤
∫

R

h0(E)

h0(E)2

(∫
SE

∣∣ f (X )
∣∣2

δ(H0(X ) − E)

) (∫
SE

δ(H0(X ) − E)

)
d E

≤
∫

R

∫
SE

∣∣ f (X )
∣∣2

δ(H0(X ) − E) d E

∫
R2d

∣∣ f (X )
∣∣2

d X.
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Next, we observe that626 〈

 f, g

〉
L2(h0(E)d E)

=
∫

R

g(E)

(∫
SE

f (X ) δ(H0(X ) − E)

)
d E

=
∫

R

∫
SE

f (X ) g(H0(X )) δ(H0(X ) − E) d E

∫
R2d

f (X ) g(H0(X )) d X.

Eventually, the coarea formula yields627

‖
∗g‖2
L2(R2d )

=
∫

R2d
|g(H0(X ))|2 d X =

∫
R

∫
SE

|g(H0(X ))|2 δ(H0(X ) − E) d E

=
∫

R

|g(E)|2h0(E) d E .

628

B.1. DIMENSIONLESS EQUATIONS629

Let us detail the passage from (1.1) to its dimensionless version (1.2). The630

coefficients of the operator Q being dimensionless, Q( f ) has the same dimension631

as f itself, while τ > 0 is a relaxation time. Let us introduce time and length632

scales, denoted by T and L respectively, and let P stand for a momentum unit.633

Then, we set634 {
t∗ = t/T, x∗ = x/L, p∗ = p/P,

f∗(t∗, x∗, p∗) = LdPd f (t∗T, x∗L, p∗P), H0,∗(x∗, p∗) = 1

H
H0(x∗L, p∗P),

where the energy scale H > 0 characterizes the amplitude of the hamiltonian H0.635

It remains to discuss the perturbation V . To this end, we introduce additional636

parameters:637

– ε > 0, which is a dimensionless quantity measuring the strength of the638

perturbation compared with the free hamiltonian,639

– θ > 0, which is a characteristic time scale of the evolution of V .640

Hence, we have641

V(t, x) = ε H V∗
( t

θ
,

x

L

)
.

Finally, (1.1) can be recast in the following dimensionless form642

∂t∗ f∗ + TH

LP
{H0,∗, f∗} + ε

TH

LP
{V∗(t∗T/θ ), f∗} = T

τ
Q∗( f∗).
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Then, our analysis is based on the following scaling assumptions. First, we suppose 643

that 644

TH

LP
= 1

ε2
� 1.

Roughly speaking it means that the time unit we adopt is large compared with 645

the characteristic time scale of the free hamiltonian H0 (e.g. for the harmonic 646

oscillator the period of the characteristic curves). Next, we are interested in the 647

behavior of the system as ε � 1 when the time scales involved in the problem 648

satisfy the following ordering: 649

T

θ
= 1

ε2
,

T

τ
= γ

ε2
, γ = O(1).

Here, γ > 0 is a fixed dimensionless quantity. This sets up the asymptotic regime 650

we are dealing with. 651

C.1. EFFECTIVE COEFFICIENTS: PROOF OF LEMMA 3.1 652

Let ψ ∈ C∞
c (R). The coarea formula (A.5) yields 653∫

R

h0b∗ ψ d E =
∫

R2d

∫
Y

{
Vq, H0

}
χ∗

q (θ, X ) ψ(H0(X )) dθ d X

=
∫

R2d

∫
Y

T χq χ∗
q (θ, X ) ψ(H0(X )) dθ d X

=
∫

R2d

∫
Y

χq T ∗(χ∗
q (θ, X ) ψ(H0(X ))

)
dθ d X

=
∫

R2d

∫
Y

χq T ∗χ∗
q (θ, X ) ψ(H0(X )) dθ d X

=
∫

R2d

∫
Y

χq
{

Vq, H0
}

ψ(H0(X )) dθ d X =
∫

R

h0b ψ d E .

Similarly, combining the coarea formula and integration by parts, we get 654∫
R

h0a∗ ψ d E =
∫

R2d

∫
Y

{
Vq, χ

∗
q

}
(θ, X ) ψ(H0(X )) dθ d X

= −
∫

R2d

∫
Y

χ∗
q

{
Vq, ψ(H0(X ))

}
dθ d X

= −
∫

R2d

∫
Y

χ∗
q

{
Vq, H0(X )

}
(∂Eψ)(H0(X )) dθ d X

= −
∫

R

h0b∗ ∂Eψ d E,
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which proves h0a� = ∂E (h0b∗). We obtain the equality h0a∗ = h0a by remarking655

that656 ∫
R2d

∫
Y

χ∗
q

{
Vq, H0(X )

}
(∂Eψ)(H0(X )) dθ d X

=
∫

R2d

∫
Y

χ∗
q T χq (∂Eψ)(H0(X )) dθ d X

=
∫

R2d

∫
Y

T ∗χ∗
q χq (∂Eψ)(H0(X )) dθ d X

=
∫

R2d

∫
Y

{
Vq, H0(X )

}
χq (∂Eψ)(H0(X )) dθ d X

=
∫

R2d

∫
Y

{
Vq, ψ(H0(X ))

}
χq dθ d X

holds. An integration by parts allows to conclude the proof.

657

D.1. DOUBLE SCALE CONVERGENCE: PROOF OF PROPOSITION 5.2658

The double scale convergence framework has been extended to very com-659

plicated and general oscillating coefficients, which leads to tedious technicalities;660

we refer on these aspects to Ref. (11, 30). The case of quasi-periodic coefficients661

we are dealing with can be treated by following closely the arguments of Ref. (3).662

Indeed, consider a bounded sequence in L2(R)663

sup
ε>0

∫
R

| fε(t)|2 dt ≤ C < ∞.

Let A stand for the space L2(R; C0
# (Y)), which is a separable Banach space. Let664

φ ∈ A and remark that665 ∣∣∣∣∫
R

fε(t) φ(t, ωt/ε) dt

∣∣∣∣ ≤ ‖ fε‖L2(R)

(∫
R

(
sup
z∈Y

|φ(t, z)|
)2

dt

)1/2

≤ C ‖φ‖A.

Hence, if we denote by �ε the linear form defined by666

〈�ε, φ〉 =
∫

R

fε(t) φ(t, ωt/ε) dt,

we conclude that (�ε)ε>0 is bounded in the dual set A′. Hence, by the Banach-667

Alaoglu theorem, we can suppose that �ε converges to some ν weakly-∗ in A′.668
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However, we also have: 669∣∣∣∣∫
R

fε(t) φ(t, ωt/ε) dt

∣∣∣∣ ≤ C

(∫
R

|φ(t, ωt/ε)|2 dt

)1/2

,

so that letting ε tend to 0 yields: 670

|〈ν, φ〉| ≤ C lim
ε→0

(∫
R

|φ(t, ωt/ε)|2 dt

)1/2

.

Therefore, we can identify ν with a function F ∈ L2
#(R × Y) by the Riesz theorem 671

once we are able to justify that 672

lim
ε→0

∫
R

|φ(t, ωt/ε)|2 dt =
∫

Y

∫
R

|φ(t, θ )|2 dθ dt.

The proof of this fact follows the arguments of Ref. (3), with some slight modifi- 673

cations; the adaptation to the quasi-periodic framework can be seen as a version 674

of the Birkhoff ergodic theorem, see Ref. (15). It is a consequence of the two 675

following claims. 676

Lemma D.1.1. Let ω be a element of Rr the components of which are rationaly 677

independent. Let φ ∈ C0
# (Y). Then φ(ωt/ε) ⇀

∫
Y

φ(θ ) dθ weakly-∗ in L∞(R). 678

Proof. We start by proving the result for φ(θ ) = exp(2iπk · θ ), k ∈ Zr . Indeed, let 679

ψ ∈ L1(R). We get 680∫
R

ψ(t)e2iπk·ωt/ε dtψ̂

(
−2πk · ω

ε

)
.

Therefore, for k = 0, this is nothing but 681

ψ̂(0) =
∫

R

ψ(t) dt =
∫

R

ψ(t) dt

∫
Y

e2iπ0·θ dθ,

while for k 	= 0, the ergodic condition k · ω 	= 0 yields 682

lim
ε→0

ψ̂

(
−2πk · ω

ε

)
= 0 =

∫
R

ψ(t) dt

∫
Y

e2iπk·θ dθ.

Of course, we immediately deduce that the result also applies to any trigonometric 683

polynomial. 684

Then, we extend the property to any φ ∈ C0
# (Y). Indeed, such a function can 685

be approached, in the sup norm sense, by a sequence (pn)n∈N of trigonometric 686
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polynomials. Then, we note that687 ∣∣∣∣∫
R

ψ(t)φ(ωt/ε) dt −
∫

R

ψ(t)

(∫
Y

φ(θ ) dθ

)
dt

∣∣∣∣
≤

∫
R

|ψ(t)| |φ(ωt/ε) − pn(ωt/ε)| dt +
∣∣∣∣∫

R

ψ(t)pn(ωt/ε) dt

−
∫

R

ψ(t)

(∫
Y

pn(θ ) dθ

)
dt

∣∣∣∣ +
∫

R

|ψ(t)|
∫

Y

|φ(θ ) − pn(θ )| dθ dt

≤2‖ψ‖L1(R) ‖φ − pn‖L∞(Y) +
∣∣∣∣∫

R

ψ(t)pn(ωt/ε) dt−
∫

R

ψ(t)

(∫
Y

pn(θ ) dθ

)
dt

∣∣∣∣.
Let δ > 0 be a positive number. Then, there exists n = n(δ) such that the first688

term at the right hand side is less than δ. Eventually, the previous step of the proof689

garantees that for 0 < ε < ε(δ) small enough, the last integral is also less than δ.690

This ends the proof.

691

Lemma D.1.2. Let ω be an element of Rr the components of which are rationaly692

independent. Let φ ∈ L1(R; C0
# (Y)). Then, we have693

lim
ε→0

∫
R

φ(t, ωt/ε) dt =
∫

Y

∫
R

φ(t, θ ) dθ dt.

Proof. Let us introduce a covering of the unit cube of Rr , made of I (n) open sets694

Oi with diameter ≤ αn , where we assume that I (n) → ∞ and αn → 0 as n goes695

to ∞. For each i ∈ {1, . . . , I (n)}, Let θi be an element of Oi . To this covering, we696

associate a set of functions ζi , i ∈ {1, . . . , I (n)} such that697

0 ≤ ζi (θ ) ≤ 1, supp(ζi ) ⊂ Oi ,

I (n)∑
i=1

ζi (θ ) = 1,

and we extend these functions to Rr by periodicity. Let φ ∈ L1(R; C0
# (Y)). We set698

φn(t, θ ) =
I (n)∑
i=1

φ(t, θi ) ζi (θ ).
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Then, we note that 699

∣∣φ(t, θ ) − φn(t, θ )
∣∣ =

∣∣∣∣∣
I (n)∑
i=1

ζi (θ ) (φ(t, θi ) − φ(t, θ ))

∣∣∣∣∣
≤

I (n)∑
i=1

ζi (θ ) sup
θ∈Oi

∣∣φ(t, θi ) − φ(t, θ )
∣∣.

Since, for t ∈ R a.e., the function θ �→ φ(t, θ ) is continuous on the compact set Y, 700

and for θ ∈ Oi , |θ − θi | ≤ αn → 0, we deduce that supθ∈Y

∣∣φ(t, θ ) − φn(t, θ )
∣∣ → 701

0 as n goes to ∞. Besides, we have supθ∈Y

∣∣φ(t, θ ) − φn(t, θ )
∣∣ ≤ 2 ‖φ(t, ·)‖L∞(Y) ∈ 702

L1(R). Therefore, the Lebesgue theorem yields 703

‖φ − φn‖L1(R,L∞(Y)) −→
n→∞ 0. (D.1)

Then, for n ∈ N fixed, we write 704∫
R

φn(t, ωt/ε) dt =
I (n)∑
i=1

∫
R

φ(t, θi ) ζi (ωt/ε) dt.

Since t �→ φ(t, θi ) belongs to L1(R) and ζi ∈ C0
# (Y), Lemma D.1.1 applies and 705

leads to 706

lim
ε→0

∫
R

φn(t, ωt/ε) dt =
I (n)∑
i=1

∫
R

φ(t, θi )

(∫
Y

ζi (θ ) dθ

)
dt =

∫
R

∫
Y

φn(t, θ ) dθ dt.

Combining this to (D.1) ends the proof.

707

E.1. A SIMPLE EXAMPLE 708

It is worth illustrating the previous developments with a fully explicit com- 709

putation. This can be performed when considering Hamiltonians based on the 710

harmonic oscillator 711

Hharm(X ) = |X |2/2 = x2 + p2

2
,

with X = (x, p) ∈ R2 and the simplest perturbation 712

V (t/ε2, x) = x cos(ωt/ε2), ω ∈ R \ {0}.
Let us consider the following Hamiltonian 713

H0(X ) = G(Hharm(X )),
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with G : R+ → R+ a C1, strictly increasing function. We note that H0(X ) =714

E iff |X |2 = 2G−1(E). Therefore, integration over SE reduces to integration715

over the sphere of R2 with radius 2G−1(E): we write (x, p) ∈ SE as x =716 √
2G−1(E) cos(σ ), p =

√
2G−1(E) sin(σ ), with σ ∈ (0, 2π ) and dσE becomes717 √

2G−1(E) dσ . Next, we compute718

∇H0(X ) = G ′(|X |2/2)

(
x
p

)
,

so that |∇H0(X )| = G ′(|X |2/2) |X | = G ′(G−1(E))
√

2G−1(E). In what follows,719

we denote720

�(E) = G ′(G(−1)(E)).

Hence, we obtain721

h0(E) =
∫

x2+p2=2G−1(E)

dσE

|∇H0(x, p)|
∫ 2π

0

√
2G(−1)(E)

�(E)
√

2G(−1)(E)
dσ = 2π

�(E)
,

and722


 f (E) = 1

2π

∫ 2π

0
f
(√

2G(−1)(E) cos(σ ),
√

2G(−1)(E) sin(σ )
)

dσ.

The characteristics X (t ; x, p) = (
x(t ; x, p), p(t ; x, p)

)
verify723

d

dt
X (t ; x, p) = G ′(|X (t ; x, p)|2/2)

(
p(t ; x, p)
−x(t ; x, p)

)
, X (0; x, p) =

(
x
p

)
.

The keypoint relies on the observation that X (t ; x, p) lies on the same sphere of724

R2 than the initial data. Indeed, we have725

d

dt
H0

(
X (t ; x, p)

) = 0.

Since G is a diffeomorphism, we deduce that726

x(t ; x, p)2 + p(t ; x, p)2 = x2 + p2 = 2G−1(E).

In turn, x(t ; x, p) satisfies the following simple second order ODE727

d2

dt2
x(t ; x, p)= d

dt

[
G ′(|X (t ; x, p)|2/2) p(t ; x, p)

]
G ′(|X (t ; x, p)|2/2)

d

dt
p(t ; x, p)

= −�(E)2 x(t ; x, p).

We immediately solve this ODE, and we finally obtain728

X (t ; x, p) =
(

cos(�(E)t) sin(�(E)t)
−sin(�(E)t) cos(�(E)t)

) (
x
p

)
, E = G

( x2 + p2

2

)
.
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In particular, we note that 729

∇x,p X (t ; x, p)

=
(

cos(�(E)t) + p(t ; x, p) t��′(E) x sin(�(E)t) + p(t ; x, p) t��′(E) p
−sin(�(E)t) − x(t ; x, p) t��′(E) x cos(�(E)t) − x(t ; x, p) t��′(E) p

)
.

Therefore, Hypothesis 1.3 is satisfied since E �→ ��′(E) is locally bounded. Of 730

course, this is also true in the purely harmonic case (G(h) = h, �(E) = 1). 731

It remains to compute the effective coefficients. Since ∂p H0(x, p) = �(E) p, we 732

get 733

χ (θ, x, p)
∫ ∞

0
e−γ s cos(θ − ωs) �(E)(x sin(�(E)s) + p cos(�(E)s)) ds.

Then, we are led to 734

b(E)

= 


(∫ 2π

0
∂x V (θ, x)∂p Hharm χ∗(θ, x, p) dθ

)
(E)

= 1

2π

∫ ∞

0

∫ 2π

0

∫ 2π

0
cos(θ ) �(E)

√
2G−1(E) sin(σ ) e−γ s cos(θ − ωs)

× �(E)
√

2G−1(E)
(

cos(σ ) sin(�(E)s) + sin(σ ) cos(�(E)s)
)

dθ dσ ds

= 2G−1(E) �(E)2

2π

∫ ∞

0
e−γ s π cos(�(E)s)

(∫ 2π

0
cos(θ ) cos(θ − ωs) dθ

)
ds

= πG−1(E)�(E)2

∫ ∞

0
e−γ s cos(�(E)s) cos(ωs) ds

= π
G−1(E)�(E)2

2

(
γ

(ω + �(E))2 + γ 2
+ γ

(ω − �(E))2 + γ 2

)
.

Similarly, we obtain 735

a(E) = 


(∫ 2π

0
∂x V (θ, x)∂pχ

∗(θ, x, p) dθ

)
(E)

= 1

h0(E)
∂E (h0b∗(E))

= π

2
�(E)∂E

[
�(E)G−1(E)

(
γ

(ω + �(E))2 + γ 2
+ γ

(ω − �(E))2 + γ 2

)]
Let us end with a couple of remarks concerning these computations. Notice that 736

the diffusion coefficient b(E) vanishes when G−1(E) or �(E) vanish, which is 737

the case for the harmonic oscillator at the energy E = 0. The coefficient becomes
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infinite when G has an infinite derivative. Remark that the limit γ → 0 reveals738

resonance phenomena: dealing with the purely harmonic case (G(h) = h, �(E) =739

1), we remark that the coefficients tend to ∞ as γ → 0 if the perturbation V740

oscillates with the characteristic frequency of the system ω = ±1. The situation741

can be different when dealing with another function G. Indeed, f the equation742

�(E) = ±ω has a finite number of solutions {E1, . . . , EI }, resonances only occur743

on this finite set of energies.744

Of course, it is also interesting to compare with the explicit solution of the745

kinetic equation746

∂t f ε + 1

ε2

{
H0, f ε

} + 1

ε

{
V (t/ε2), f ε

} = 0,

that can be obtained in the simplest case H0(x, p) = (x2 + p2)/2 and V (t, x) =747

x cos(ωt). Indeed, the characteristics associated with the full Hamiltonian can be748

readily computed. They satisfy the ODE system749 
d

ds
x̃(s; t, x, p) = 1

ε2
p̃(s; t, x, p),

d

ds
p̃(s; t, x, p) = − 1

ε2
x̃(s; t, x, p)

+ 1

ε
cos(ωs/ε2),

x̃(t ; t, x, p) = x, p̃(t ; t, x, p) = p.

We get for ω 	= ±1:750

x̃(0; t, x, p) = x cos(t/ε2) − p sin(t/ε2)

+ ε

2

(
1 − cos((1 + ω)t/ε2)

1 + ω
+ 1 − cos((1 − ω)t/ε2)

1 − ω

)
,

p̃(0; t, x, p) = x sin(t/ε2) + p cos(t/ε2)

− ε

2

(
sin((1 + ω)t/ε2)

1 + ω
+ sin((1 − ω)t/ε2)

1 − ω

)
,

and for ω = ±1:751

x̃(0; t, x, p) = x cos(t/ε2) − p sin(t/ε2) + ε

2

1 − cos(2t/ε2)

2
,

p̃(0; t, x, p) = x sin(t/ε2) + p cos(t/ε2) − ε

4
sin(2t/ε2) − t

2ε
.

Given an initial data f0, we thus have752

f ε(t, x, p) = f0
(̃
x(0; t, x, p), p̃(0; t, x, p)

)
,

which develops different features than solutions of a diffusion equation.753
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