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Abstract. — This survey paper is an expanded version of a lecture given in July
2006 at the École d’été Franco-Asiatique de géométrie algébrique et de théorie des
nombres (IHÉS-Université Paris 11). It provides an overview of the notion of finite
dimensionality introduced by S.-I. Kimura and P. O’Sullivan and explains some of
the striking implications of this idea.

Résumé. — Ce texte reprend avec plus de détails le contenu d’un exposé donné en
juillet 2006 à l’École d’été Franco-Asiatique de géométrie algébrique et de théorie des
nombres (IHÉS-Université Paris 11). Il est consacré à la notion de dimension finie
introduite par S.-I. Kimura et P. O’Sullivan. Son but est de présenter les principaux
résultats, les grandes lignes de la théorie et d’expliquer certaines des ses applications
importantes.
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Introduction

A. Grothendieck’s idea of motives goes back to insights of A. Weil when he stated
his conjectures about Zeta functions of varieties over finite fields after proving the
one dimensional case. Weil’s insight that it should be possible to extend to positive
characteristic the powerful topological methods developed among others by S. Lef-
schetz and W. Hodge in the complex setting and derive from it his conjectures on Zeta
functions led to the notion of Weil cohomologies and the search for such cohomolo-
gies in characteristic p. Grothendieck constructed many Weil cohomology theories
related by various comparison isomorphisms, but from the beginning this work was
shaped by a remark of J.-P. Serre. In the complex setting, Betti cohomology provides
a Weil cohomology with coefficient field Q, however as explained by Serre such a Weil
cohomology could not exist over the finite field Fp2 [26, §1.7]. Indeed take a Weil
cohomology theory H∗ over Fp2 and denote by K its coefficient field. The H1 of a
curve of genus g being a K-vector space of dimension 2g, the H1 of an elliptic curve is
a two dimensional K-vector space. If E is a supersingular elliptic curve, as shown by
M. Deuring the endomorphism algebra End(E)Q is a quaternion division Q-algebra
which is non split exactly at p and ∞. For such an elliptic curve, functoriality pro-
vides an action of the quaternion algebra End(E)Q ⊗K over H1(E) and thus a non
zero morphism End(E)Q⊗K →M2(K). The extension K/Q must therefore split the
quaternion algebra End(E)Q and this preventsK to be the field Q of rational numbers
or the field Qp of p-adic numbers. This does not prevent the Weil cohomology H∗ to
have Q` for a prime ` 6= p or the fraction field of the Witt ring as coefficient field
and such cohomology theories were indeed developed by Grothendieck. These are the
`-adic cohomology theory and the crystalline cohomology theory.

To explain the comparison isomorphisms between the different available Weil co-
homologies and to get a universal theory with Q-coefficients, the idea of Grothendieck
was to use instead categories built from smooth projective varieties and algebraic cy-
cles modulo an adequate equivalence relation: the various categories of pure motives.
One of the important feature of Weil cohomologies is that they are finite dimensional,
more precisely they take values in categories of Z-graded finite dimensional vector
spaces. One may expect to be able to express this finiteness within the category of
motives. This raises the following question: what does it mean for a motive to be
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finite dimensional? In [52, 67] S.-I. Kimura and P. O’Sullivan provide a definition
of finite dimensionality for motives and conjecture that Chow motives are finite di-
mensional. Recall that a K-vector space V is finite dimensional if and only if some
of its exterior powers vanishes and that the dimension d of V is then the smallest
integer such that Λd+1V = 0. The definition of Kimura and O’Sullivan is based on
this principle and works in any pseudo-abelian tensor K-linear category. It uses both
symmetric powers and exterior powers in order to take into account, when applied to
the category of Z-graded finite dimensional vector spaces, the interplay between the
grading and the tensor structure.

One of the striking aspect of Kimura-O’Sullivan’s finite dimensionality conjecture
is that it fits very well into the motivic picture and that many important results can
be deduced from it. Motives of abelian type are known to be finite dimensional but
in general the conjecture is largely open even for complex projective surfaces. For
example a proof of the finiteness of the motive of a smooth projective surface with
pg = 0 would yield a proof of the conjecture due to S. Bloch that the Abel-Jacobi
map of such a surface is an isomorphism.

We now go briefly through the content of this survey. The first part is devoted to
the general definition and properties of finite dimensionality in pseudo-abelian rigid
tensor K-linear category. The main results are the nilpotence theorem 4.29 and the
structure theorem 4.31. We then state the finiteness conjecture and explain why
motives of abelian type are finite dimensional. In the second part we give an idea of
some important consequences namely the rationality of motivic Zeta functions and
the conjecture of Bloch. We also explain some of the recent applications of finite
dimensionality to motives over finite fields.

PART I

FINITENESS AND MOTIVES

In this part we consider finite dimensionality in a broad setting. We let A be a
rigid tensor category such that:

– EndA(1) = K is a field of characteristic zero;
– A is pseudo-abelian.

The example to keep in mind is the category of pure motives modulo an adequate
equivalence relation. For those categories we follow Grothendieck’s convention and
so the motive associated to a smooth projective variety is contravariant. The Weil
cohomologies considered in this survey are the classical ones [3, §3.4]. If not otherwise
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stated all the functors considered are assumed to be K-linear and ideals to be two-
sided.

1. Rigid tensor categories

1.1. Traces, Euler characteristics and ideals. —

1.1.1. Traces and Euler characteristics. — Since A is rigid every objectM has a dual
M∨ and we have structural maps

1 coevM−−−−→M∨ ⊗M M ⊗M∨ evM−−−→ 1.

The trace of an endomorphism f ∈ EndA(M) is the element in K = EndA(1) given
by the composition

Tr(f) = 1 coevM−−−−→M∨ ⊗M 1M∨⊗f−−−−−→M∨ ⊗M
sM∨,M−−−−→M ⊗M∨ evM−−−→ 1

where sM∨,M is the isomorphism given by the commutativity constraint which is part
of the tensor structure of A. This definition involves the commutativity constraint of
A and in general the trace is very sensitive to it. The Euler characteristic of an object
M in A is then the scalar

χ(M) = Tr(1M ).

A ⊗-functor preserves duals, traces and Euler characteristics. For all objects M,N

we have an isomorphism

ιM,N : A(1,M∨ ⊗N)→ A(M,N)

which sends a morphism u : 1→M∨ ⊗N to the morphism

M
1M⊗u−−−−→M ⊗M∨ ⊗N evM⊗1N−−−−−−→ N.

Its inverse sends a morphism v : M → N to the morphism

1 coevM−−−−→M∨ ⊗M 1M∨⊗v−−−−−→M∨ ⊗N.

Let L f−→M
g−→ N be morphisms in A. We have then a formula relating tensor product

and composition

g ◦ f = ιL,N

[(
1L∨ ⊗ evM∨ ⊗ 1N

)
◦ ι−1

M⊗L,M⊗N
(
(1, 2) ◦ (g ⊗ f)

)]
(1)

where (1, 2) : N ⊗ M → M ⊗ N is the isomorphism given by the commutativity
constraint.
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1.1.2. Symmetric and exterior powers. — Let M be an object of A and n be an
nonnegative integer. The symmetric group Sn acts on M⊗n by permutation of the
factors and since A is a Q-linear pseudo-abelian category we can define the n-th
symmetric power S⊗nM of M as the image of the projector

1
n!
∑
σ∈Sn

σ : M⊗n →M⊗n

and the n-th exterior power ΛnM as the image of the projector
1
n!
∑
σ∈Sn

ε(σ)σ : M⊗n →M⊗n.

Remark 1.1. — Let M be an object of A and F : A → B a ⊗-functor where B
enjoys the same properties as A. We have then an isomorphism F (SnM) ' SnF (M)
and also an isomorphism F (ΛnM) ' ΛnF (M).

Remark 1.2. — To define symmetric powers and exterior powers we do not need
the category A to be rigid. So let us relax this condition and consider the category
Vec∞K of K-vector spaces and the category GrVec∞K of Z-graded vector spaces with
the commutativity constraint defined according to Koszul’s rule for signs. Then the
functor « forget the grading »

f : GrVec∞K → Vec∞K
is not a ⊗-functor and we see that if V is purely of odd degree then

f(SnV ) ' Λnf(V ) f(ΛnV ) ' Snf(V )

whereas for V purely of even degree

f(SnV ) ' Snf(V ) f(ΛnV ) ' Λnf(V ).

1.1.3. Ideals. — Recall that an ideal in A is the data for each pair of objects (M,N)
of a sub-K-vector space I (M,N) ⊂ A(M,N) so that for any f ∈ A(M ′,M) and
g ∈ A(N,N ′) we have

g ◦I (M,N) ◦ f ⊂ I (M ′, N ′).
For each object M of A, the definition implies that I (M,M) is an ideal of the K-
algebra A(M,M).

Lemma 1.3. — Let I and J be two ideals of A. If for all object M ∈ A

I (M,M) ⊂J (M,M)

then I ⊂J .

Proof. — Let M,N be objects of A. We have a decomposition

A(M ⊕N,M ⊕N) = A(M,M)⊕ A(M,N)⊕ A(N,M)⊕ A(N,N).
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Looking at A(M,N) as a subspace of A(M ⊕N,M ⊕N) via this decomposition, we
see that since I is an ideal we have

A(M,N) ∩I (M ⊕N,M ⊕N) = I (M,N).

This formula implies the lemma.

If I is an ideal in A, then it is possible to define the quotient A/I as the category
having the same objects but whose morphisms are given by

A/I (M,N) := A(M,N)/I (M,N)

with the composition induced by the one of A. The ideal I is said to be monoidal
if for all f ∈ I (M,N) and g ∈ A(P,Q) the morphisms f ⊗ g and g ⊗ f belong
respectively to I (M ⊗ P,N ⊗ Q) and I (P ⊗M,Q ⊗ N). It is not difficult to see
that it is in fact enough that for all f ∈ I (M,N) and all object P the morphisms
f ⊗ 1P and 1P ⊗ f belong respectively to I (M ⊗ P,N ⊗ P ) and I (P ⊗M,P ⊗N).
When I is monoidal the quotient category A/I inherits a tensor structure and the
quotient functor is a ⊗-functor. Moreover if I ( A (this condition is equivalent to
I (1,1) = 0), then A/I is also a rigid tensor category such that EndA/I (1) = K,
otherwise it is equivalent to 0. A priori A/I may not be pseudo-abelian, see also
remark 4.3.

1.2. Pure motives. — For a more detailed account of the definition and properties
of pure motives we refer to R. Sujatha’s lecture in the first volume, to [39] or to A.
Scholl’s survey article [75].

1.2.1. Construction. — Let R be a ring and ∼ be an adequate equivalence relation
on algebraic cycles. We denote by Ar∼(X;R) the group of R-linear algebraic cycles of
codimension r on a smooth projective variety X modulo the relation ∼. One defines
the category of pure motives M∼(F ;R) as follows. Let

Corrr∼(X,Y ;R) =
ν⊕
i=1

Ar+dim(Xi)
∼ (Xi × Y ;R)

where X1, . . . , Xν are the irreductible components of X, be the R-module of degree
r correspondences modulo ∼. We have an associative composition law

Corrr∼(Y, Z;R)⊗R Corrs∼(X,Y ;R)→ Corrr+s∼ (X,Z;R)

(β, α) 7→ β ◦ α = pXY ZXZ∗ (pXY Z∗Y Z β a pXY Z∗XY α)

and so we can define M∼(F ;R) as the category with triples (X, p, a) where X is a
smooth projective variety, p ∈ Corr0(X,X;R) is an idempotent and a is an integer
as objects and with morphisms given by

M∼(F ;R)((X, p, a), (Y, q, b)) = qCorrb−a∼ (X,Y ;R)p.
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In the case R = Z we will not mention the ring in the notation. We have a monoidal
functor

h∼ : SmProjop
F → M∼(F ;R)

sending a variety X to (X, 1X , 0) and a morphism f to the correspondence t[Γf ] where
Γf denotes the graph. The n-th Tate twist M(n) of a motive M = (X, p, a) is defined
as the motive M(n) = (X, p, a + n) and every motive is a direct factor of a motive
h(X)(n) for some variety X and some integer n. We let 1 be the motive of SpecF
and L = 1(−1) be the Lefchetz motive. The category M∼(F ;R) is a pseudo-abelian
rigid tensor category and End(1) = R.

1.2.2. Some standard conjectures. — Let X be a smooth projective variety of di-
mension d. Let us recall the standard conjecture C(X) of algebraicity of Künneth
projectors.

Conjecture C(X) 1.4. — The Künneth projectors

∆i,2d−i ∈ H2d(X ×X) : H∗(X)� Hi(X) ↪→ H∗(X)

are algebraic i.e. belong to

Mhom(F ;Q)(h(X), h(X)) ↪→ End(H∗(X)).

In particular C(X) provides a canonical weight decomposition of the homological
motive of X

hhom(X) = h0
hom(X)⊕ h1

hom(X)⊕ · · · ⊕ h2d−1
hom (X)⊕ h2d

hom(X)

where hihom is the direct summand of the homological motive of X cut-off by the
Künneth projector ∆i,2d−i. The sign conjecture C+(X) is the weak version of C(X)
saying that the sum of the even Künneth projectors

d∑
i=0

∆2i,2d−2i : H∗(X)�
2d⊕
i=0

Hi(X) ↪→ H∗(X)

is algebraic (equivalently the sum of the odd Künneth projectors is algebraic). In
particular C+(X) provides a canonical decomposition

hhom(X) = h+
hom(X)⊕ h−hom(X)

where h+
hom (resp. h−hom) is the direct summand of the homological motive of X cut-off

by the sum of the even (resp. odd) Künneth projectors. Conjecture C+ says that we
can impose a Z/2-grading on Mhom(F ;Q) so that H∗ defines a functor

H± : Mhom(F ;Q)→ sVecE

compatible to the Z/2-grading. Among the standard conjecture is also the conjecture
that homological and numerical equivalence agree up to torsion:
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Conjecture D(X) 1.5. — For any nonnegative integer r the morphism

Arhom(X;Q)→ Arnum(X;Q)

is an isomorphism.

1.2.3. Jannsen’s dictionary. — Although in the sequel we consider the case of an
arbitrary A, it is useful to keep in mind the case where A is the category Mrat(F ;Q)
of Chow motives with rational coefficients and to translate each result in that setting.
For this recall that, according to [39], we have a 1:1 correspondence between adequate
equivalence relations and proper monoidal ideals in Mrat(F ;Q). The proper monoidal
ideal I∼ of Mrat(F ;Q) associated to an adequate equivalence relation ∼ is the kernel
of the functor

Mrat(F ;Q)→ M∼(F ;Q)
and we recover the category M∼(F ;Q) from Mrat(F ;Q) by the relation

M∼(F ;Q) = (Mrat(F ;Q)/I∼)\

where \ stands for the pseudo-abelian hull. Conversely the adequate equivalence rela-
tion ∼I associated to a proper monoidal ideal I is the one defined by the subgroup

I (1, h(X)(n)) ⊂ Mrat(F ;Q)(1, h(X)(n)) = CHn(X;Q).

2. Tannakian categories and motives

One of the original aim of the theory of motives was to provide the foundation
for a broad generalization of usual Galois theory, namely a Galois theory for families
of equations. Let F be a separable closure of F and FSetscont(GF ) be the category
of continuous finite GF -sets where GF := Gal(F/F ) stands for the absolute Galois
group of F . If X is a finite étale F -scheme, i.e. the spectrum of a finite product of
finite separable extensions of F , then the profinite group GF acts continuously on the
set X(F ). By Grothendieck’s formulation of Galois theory in terms of étale coverings
we have an equivalence

FEtF → FSetscont(GF ) (2)
X 7→ X(F )

between the category FEtF of finite étale F -schemes and the category FSetscont(GF ).
Moreover if we denote by ω the functor with target the category of finite sets obtained
by forgetting the action of the Galois group then one recovers GF as the group of
automorphisms of the functor ω

Gal(F/F ) = Aut(ω).

Motivic Galois theory can be described as the search for higher dimensional linearized
analogs of this picture. The theory of Tannakian categories provides the underlying
formalism needed to deal with fibre functors and their automorphism group.
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2.1. Review of Tannakian categories. — We refer to [10] for a detailed expo-
sition of the main aspects of the theory of Tannakian categories both in the neutral
and non neutral cases. Recall that for A abelian, an E-valued fibre functor is an exact
faithful ⊗-functor

ω : A→ VecE
where E/K is an extension and VecE denotes the category formed by E-vector spaces
of finite dimension.

Definition 2.1. — A is said to be Tannakian if it is abelian and there exists a fibre
functor

ω : A→ VecE
where E/K is an extension.

A Tannakian category A is
– neutralized if it is equipped with a K-valued fibre functor;
– neutral if there exists a K-valued fibre functor.

To a neutralized Tannakian category (A, ω) one associates an affine K-group scheme
GA,ω whose K-points are given by

GA,ω(K) = Aut⊗(ω)

and the original category A can be recovered entirely from this affine K-group scheme
as the category of algebraic representations over K:

Theorem 2.2 (N. Saavedra [74]). — Let (A, ω) be a neutralized Tannakian cate-
gory. The fibre functor ω enriches into an equivalence of tensor categories

A ω //

ω
%%

RepK(GA,ω)

forgetful
��

VecK .

2.2. Deligne’s internal characterization. — In [14] P. Deligne has given a crite-
rion for a category to be Tannakian that does not involve a fibre functor. This internal
characterization of Tannakian categories is the main tool for proving abstractly that
a category is Tannakian i.e. without exhibiting a specific fibre functor.

Theorem 2.3 (Deligne [14]). — Assume A is abelian. The following conditions
are equivalent:

– the category A is Tannakian;
– for each M in A there exists a positive integer n such that

ΛnM = 0;
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– for each M in A the Euler-Poincaré characteristic

χ(M) = Tr(1M )

is a nonnegative integer i.e. belongs to N ⊂ K.

2.3. Are motives Tannakian ?— Ideally Grothendieck’s category of pure motives
Mnum(F ;Q) should be Tannakian and every Weil cohomology theory H∗

H∗ : Mhom(F ;Q)→ GrVecE
with coefficients in E/Q should provide an E-fibre functor(1) on the category of pure
motives. This raises two problems.

– For a Weil cohomology theory H∗ to define a fibre functor one has to prove first
that the cohomology theory is really defined over Mnum(F ;Q)

Mhom(F ;Q) H∗ //

��

GrVecE

Mnum(F ;Q)
need standard conjecture D

88

and this the content of standard conjecture D.
– Even under standard conjecture D, there is little hope for Mnum(F ;Q) to be

Tannakian in view of Deligne’s criterion. Indeed for a smooth projective variety
X over C, the Euler characteristic computed in Mnum(C)Q is equal to the usual
Euler characteristic for Betti cohomology which may be a negative integer since
for a smooth projective curve of genus g one has χ(X) = 2− 2g.

This last issue has two solutions. The more familiar one is to change the commuta-
tivity constraint in GrVecE and so in Mhom(F ;Q) in order to view H∗ as an exact
⊗-functor

˙Mhom(F ;Q) H∗ //

��

˙GrVecE
fibre functor

// VecE

˙Mnum(F ;Q)
need standard conjecture D

88

Here if G is a Z/2-graded tensor category, Ġ denotes the tensor category gotten from G
by change of the commutativity constraint according to the Koszul rule. However this
approach requires standard conjecture C or at least the sign conjecture C+ in order
to have a well defined Z/2-grading by weight on the category of pure motives. There
is another approach due to Deligne [15] which consists to broaden the Tannakian
formalism to allow negative Euler characteristic. For this he introduces the notion

(1)One cannot expect the category of motives to be neutral in general. Indeed as shown by Serre in
positive characteristic there is no Weil cohomology theory with coefficients in Q, see the introduction
for a more detailed explanation.
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of super fibre functor and super Tannakian category, see also section 5 on Schur
finiteness.

Tannakian categories

fibre functor

Deligne [15] //
super Tannakian categories

super fibre functor

Let us consider a more simple example. By Deligne’s internal criterion of theorem
2.3 the categories GrVecE of Z-graded finite dimensional E-vector spaces and sVecE
of finite dimensional super E-vector spaces with Koszul’s rule are not Tannakian. The
forgetful functors

GrVecE → VecE ← sVecE
are exact and faithful but not compatible with the tensor product since we have
put a sign in the commutativity constraint. The target of a Weil cohomology is the
category of graded vector spaces with commutativity constraint given by Koszul’s
rule not the category of vector spaces and the reason why the category of motives
Mnum(F ;Q) is not Tannakian is directly linked to this sign problem in the definition
of the commutativity constraint.

3. Finite dimensional objects

3.1. Three fundamental ideals. —

3.1.1. Nilideals and nilpotent ideals. — As we shall see, nilpotence theorems are
one of the main consequences of finite dimensionality and one of the most useful in
practice. It is appropriate here to recall some definitions. Let A be a ring,

– a nilideal of A is an ideal which contains only nilpotent elements(2);
– a nilpotent ideal of A is an ideal I such that In = 0 for some positive integer.

The second property is much stronger than the first. In-between we may introduce
uniformly bounded nilideals. By definition these are the nilideals I for which there
exists a positive integer n such that an = 0 for all a ∈ I. Of course nilpotent ideals
are uniformly bounded nilideals, the converse is true in some cases. The following
result was conjectured by M. Nagata [66] and then proved by G. Higman [35]:

Proposition 3.1. — Let A be a Q-algebra and I be a uniformly bounded nilideal in
A. Then I is nilpotent.

Remark 3.2. — It is possible to weaken the assumption in proposition 3.1. Indeed
if each element in I has a nilpotence exponent bounded by an nonnegative integer n,
the proof given in [5, 7.2.8] only requires n! to be invertible in A and the conclusion
is then that I2n−1 = 0.

(2)An ideal generated by a nilpotent element may not be a nilideal.
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We shall say that an ideal I of A is an nilideal when all the ideals I (M,M) are
nilideals. Concerning the definition of a nilpotent ideal in A one has to be careful.
Indeed if I and J are two ideals in A one may define the ideal I ·J as follows:
(I ·J )(M,N) is the K-vector space generated by all the morphisms f ◦ g where P
is an object in A, f ∈ I (P,N) and g ∈ J (M,P ). In general the ideal I (M,M) ·
J (M,M) may be strictly contained in (I · J )(M,M). It may be much more
stronger to require that I n = 0 for some positive integer than to require that for
each object M the ideal I (M,M) is nilpotent. The reasonable condition, and the
one that appears throughout this survey, is the last one.

3.1.2. The radical. — In [51], see also [80, Proposition 4], it is proved that

RA(M,N) = {f ∈ A(M,N) : ∀g ∈ A(N,M) 1M − g ◦ f is invertible}

defines an ideal RA in A. This is the categorical generalization, categories being
viewed as rings with several objects, of the usual Jacobson radical of rings [73, §2.5].
This ideal may also be characterized as follows.

– The radical RA is the largest ideal I such that the quotient functor A→ A/I
is conservative. It follows that this functor reflects also split epimorphisms and
split monomorphisms.

– The radical RA is the largest ideal I such that

I (M,M) ⊂ rad(A(M,M)).

Furthermore
RA(M,M) = rad(A(M,M)).

According to lemma 1.3 those equalities characterize the radical RA.

3.1.3. The numerical ideal. — Let I be an ideal in A. Let us first remark that I

is monoidal if and only if we have

I (M,N) = ιM,N (I (1,M∨ ⊗N)).

Then to any ideal I one can associate the monoidal ideal I ⊗ defined by

I ⊗(M,N) = ιM,N (I (1,M∨ ⊗N)).

Remark 3.3. — This ideal is equal to I if and only if I is monoidal but one has
to be careful that in general it does not contain I . For example in the category
of Z-graded finite dimensional vector spaces the ideal I formed by the morphisms
whose even components are zero is a non zero ideal such that I ⊗ = 0.

Consider now the monoidal ideal NA defined using traces as follows:

NA(M,N) = {f ∈ A(M,N) : ∀g ∈ A(N,M) Tr(g ◦ f) = 0}.

In the case of Chow motives we see that this ideal is the one defined by numerical
equivalence and in general it enjoys the following properties [5, 7.1.4]:
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Lemma 3.4. — The numerical ideal NA is the largest proper monoidal ideal of A
and one has the relation

NA = R⊗A . (3)

By the caveat given in remark 3.3 the relation (3) does not imply in general that
the radical RA itself is contained in NA. In case RA is a monoidal ideal then we have
RA = NA and the quotient functor

A→ A/NA

is conservative. In all this survey A will stand for the quotient category A/NA.

3.1.4. The ⊗-nilradical. — Let I be an ideal of A. The ⊗-radical of I is the
monoidal ideal defined by

⊗
√

I (M,N) = {f ∈ A(M,N) : ∃ n ∈ N f⊗n ∈ I (M⊗n, N⊗n)},

in particular this gives the ⊗-nilradical ⊗
√

0 of A. The ⊗-nilradical [5, 7.4.2] satisfies
the following lemma:

Lemma 3.5. — LetM be an object of A. Then the ideal ⊗
√

0(M,M) is a nilideal and
furthermore the two-sided ideal generated by any element of ⊗

√
0(M,M) is nilpotent.

In particular the nilradical ⊗
√

0 is contained in the radical RA.

Proof. — Fix a morphism f ∈ ⊗
√

0(M,M) and choose n such that f⊗n = 0. Then
by the commutativity constraint we know that for any morphism g1, g2, . . . , gn ∈
A(M,M)

gn ⊗ f ⊗ gn−1 ⊗ · · · ⊗ f ⊗ g1 = 0
and using induction in formula (1) we get that

gn ◦ f ◦ gn−1 ◦ · · · ◦ f ◦ g1 = 0

and the result follows.

Remark 3.6. — The isomorphism

ιM,N : A(1,M∨ ⊗N)→ A(M,N)

preserves the ⊗-nilpotence. More precisely a morphism f in A(1,M∨ ⊗ N) is ⊗-
nilpotent if and only if ιM,N (f) is ⊗-nilpotent.

3.1.5. Wedderburn categories. — If E/K is an extension, in the sequel we shall denote
by AE the category gotten from A by a naive extension of scalars

AE(M,N) = A(M,N)⊗K E.

Definition 3.7. — A is a Wedderburn category when the following two conditions
are satisfied:

– for all object M the ideal RA(M,M) is nilpotent;
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– for all extension E/K the category [(A/RA)E ]\ is semi-simple(3).

Following [5] one may roughly describe a Wedderburn category as an extension
of an absolute semi-simple category by a nilpotent radical. We have a very useful
criterion for our category A to be a Wedderburn category.

Proposition 3.8. — Assume that, for all objects M,N of A, the K-vector space

A(M,N)

is finite dimensional. Then A is a Wedderburn category.

The assumption that EndA(1) = K is a field of characteristic zero (in fact perfect
is enough) is essential in the previous result. We refer to [5, 2.4.4.c] for a proof of
this criterion (the converse statement is obviously false).

Remark 3.9. — Recall that a Tannakian category has finite dimensional Hom
spaces as required in proposition 3.8 and so is a Wedderburn category.

3.1.6. The associated equivalence relations. — Both the numerical ideal and the ⊗-
nilradical fit in the 1:1 correspondence between adequate equivalence relations and
proper monoidal ideals in Mrat(F ;Q). More precisely we have the picture

Voevodsky’s smash
nilpotence relation

⊗-nil
⊗-nilradical ⊗

√
0 of Mrat(F ;Q)

←→

numerical equivalence maximal proper monoidal ideal
N of Mrat(F ;Q).

However since the radical R of Mrat(F ;Q) is not a priori a monoidal ideal, it does not
fit in this correspondence(4).

3.2. Kimura-O’Sullivan’s definition. — Let us first go back to remark 1.2. Since
we know that a vector space V ∈ Vec∞K is finite dimensional if and only if it has an
exterior power which vanishes, we see from the isomorphisms given in remark 1.2 that
an object V in GrVec∞K purely of even (resp. odd) degree is of finite dimension if and
only if ΛnV = 0 (resp. SnM = 0) for some positive integer n. This example motivates
the next definition.

Definition 3.10. — An object M in A is said to be

(3)Since we only require the pseudo-abelian hull of (A/RA)E to be semi-simple, this formulation
differs slightly from the original definition [5, Definition 2.4.1] but is equivalent to it as remarked in
the proof of [5, Theorem A.2.10]. For more on semi-simple categories we refer to [5, §2.1,§A.2].
(4)As we shall see later with the structure theorem 4.31, the conjecture of Kimura-O’Sullivan implies
that the radical R is a monoidal nilideal that satisfies R = N .
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– evenly of finite dimension if

ΛnM = 0 for a n > 0,

– oddly of finite dimension if

SnM = 0 for a n > 0.

Following [4], for short we speak of even and odd objects. Assume M is odd
and choose an integer n such that SnM = 0. Then, since the split epimorphism
M⊗n+1 → Sn+1M factorizes through SnM⊗M , we see that we also have Sn+1M = 0.
By induction we get that all the higher symmetric powers vanish. The same holds for
the exterior powers.

Definition 3.11. — Assume M is even (resp. odd). The dimension of M denoted
by dim(M) is the smallest nonnegative integer n such that

Λn+1(M) = 0 (resp. Sn+1(M) = 0).

Remark 3.12. — This definition of dimension is imprecise since for M both even
and odd we may consider the dimension as and even object or the dimension as an odd
object. In fact this does not really matter since we shall derive from the nilpotence
theorem that 0 is the only object both even and odd (corollary 4.19) and its dimension
is 0 either being taken as even or odd.

Definition 3.13. — An object M in A is said to be finite dimensional if it has a
decomposition into a direct sum

M 'M+ ⊕M−

where M+ is even and M− is odd. A is said to be a Kimura-O’Sullivan category if
any object of A is finite dimensional.

Remark 1.1 says that the image by a ⊗-functor of an even, odd or finite dimensional
objects remains of the same type. The categories of finite dimensionalK-vector spaces
and of Z-graded finite dimensional K-vector spaces are basic examples of Kimura-
O’Sullivan categories. In the first case all objects are even, in the second case the
definition of finite dimensionality given in definition 3.13 coincides with the usual one.
Indeed from the isomorphisms given in remark 1.2 we see that an object V in GrVec∞K
is precisely of finite dimension in the usual sense if and only if it can be written as a
direct sum

V ' V+ ⊕ V−
where V+ is even and V− is odd. The category RepK(G) of algebraic representations of
a affine group scheme over K is also a Kimura-O’Sullivan category in which all objects
are even. More generally Tannakian categories are examples of Kimura-O’Sullivan
categories.
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Remark 3.14. — If M is finite dimensional, a decomposition into a direct sum

M 'M+ ⊕M− withM+ even andM− odd

is not canonical in general. We may have non zero morphisms between M+ and
M−. Therefore decompositions into even part and odd part in a Kimura-O’Sullivan
category A do not induce in general a Z/2-grading on A. However when the ⊗-
nilpotence result given in proposition 4.22 will be at our disposal, we shall see with
proposition 4.23 that we still have some weaker uniqueness.

3.3. Basic properties. — Using the properties of exterior and symmetric powers
one deduces the basic properties of even, odd and finite dimension objects.

Proposition 3.15. — In A the following holds:
– even and odd objects are stable by ⊕, direct factor and duality ∨;
– the ⊗-product of objects of same (resp. different) parity is even (resp. odd);
– finite dimensional objects are stable by ⊕, ⊗, and ∨.

As a consequence of the ⊗-nilpotence result of proposition 4.22 we shall see in
proposition 4.27 that direct factors of finite dimensional object are also finite dimen-
sional. Therefore the full subcategory of finite dimensional objects is a full thick
tensor subcategory of A. The following corollary is also useful:

Corollary 3.16. — Let M be an object of A.
– Assume M even. Then the ΛnM and the SnM are even.
– Assume M odd. Then the S2nM,Λ2nM are even and the S2n+1M,Λ2n+1M are

odd.

4. Nilpotence theorems

4.1. Quotients by nilideals. — One of the main useful features of nilideals is the
fact that they are contained in the radical RA. This implies the following lemma:

Lemma 4.1. — Let I be an nilideal of A. Then the quotient functor

A→ A/I

is conservative and in particular A does not contain non zero I -phantom objects.

Furthermore the lifting of idempotents along nilideals [73, Corollary 1.1.28] implies
the following proposition:

Proposition 4.2. — Let I be an ideal of A and let M be an object in A such that
I (M,M) is a nilideal. Then

– any projector of M in A/I can be lifted to a projector of M in A;
– any orthogonal system of projectors of M in A/I can be lifted to an orthogonal

system of projectors of M in A.
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Remark 4.3. — If I is an nilideal then I (1,1) = 0 and so it is proper. The
quotient category A/I is thus a rigid tensor category such that EndA/I (1) = K. By
proposition 4.2 we may lift also projectors from A/I to projectors in A, therefore the
category A/I is also pseudo-abelian.

4.2. Rost’s nilpotence theorem. — In [72, Proposition 9] M. Rost proves the
following nilpotence theorem:

Theorem 4.4. — Let E/F be a field extension and X/F be a smooth projective
quadric. Then the kernel of the map

Mrat(F )(h(X), h(X))→ Mrat(E)(h(X)E , h(X)E)

is a uniformly bounded nilideal.

This result was originally used by Rost to obtain a decomposition of the motive of a
Pfister quadric [71, Theorem 3](5) which was later used by V. Voevodsky in his proof
of the Milnor conjecture [83, §4]. Smooth projective quadrics are particular examples
of projective homogeneous varieties and Rost’s nilpotence theorem for quadrics can
be extended to all projective homogeneous varieties. Namely let Mrat(F )hmg denotes
the thick subcategory of Mrat(F ) generated by Tate twists of motives of projective
homogeneous varieties then V. Chernousov, S. Gille and A. Merkurjev have proved
[12, Theorem 8.2] the following generalization of Rost’s nilpotence theorem:

Theorem 4.5. — Let E/F be a field extension and M ∈ Mrat(F )hmg. The kernel of
the extension of scalars

−E : Mrat(F )hmg → Mrat(E) (4)

is a uniformly bounded nilideal.

Using a transfer argument one sees that the elements in the kernel of (4) are torsion.
Therefore in theorem 4.5 it is crucial to consider motives with integral coefficients and
the result of Higman [35] does not apply in this setting even though the nilpotence
exponent are uniformly bounded. One would like also to say that the scalar extension
functor (4) is conservative. However since this is not a full functor, the result does not
follow from lemma 4.1. Nevertheless Chernousov-Gille-Merkurjev prove [12, Corollary
8.4] the following weaker statement (for smooth projective quadrics this was already
proved by Rost [72, Corollary 10]):

Proposition 4.6. — Let E/F be a field extension and f an endomorphism of M ∈
Mrat(F )hmg. Then f is an isomorphism if and only if fE is an isomorphism.

(5)We refer also the reader to [72, Theorem 17] and [48, Proposition 5.2].
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Remark 4.7. — The proofs of the nilpotence theorem 4.4 and 4.5 rely either on [72,
Proposition 1] which was proved by Rost using his theory of cycle modules [70] or
on the generalization of that result [11, Theorem 3.1] obtained by P. Brosnan using
intersection theory and the refined Gysin morphisms of [22, Chapter 6].

4.3. Jannsen’s nilpotence theorem. — Now the nilpotence result we are going
to see is due to U. Jannsen [37, Corollary 1] and is a statement very similar to the
one derived from finite dimensionality.

Theorem 4.8. — Let X/F be a smooth projective variety and assume C+(X). Then
the kernel of the map

Mhom(F ;Q)(hhom(X), hhom(X))→ Mnum(F ;Q)(h(X), h(X))

is the Jacobson radical and is a nilideal.

This result was used by T. Geisser [24, Theorem 2.7] to prove that Tate conjecture
TC is equivalent over a finite field to the classification up to isomorphism of simple
numerical motives in terms of their associated Frobenius.

4.4. The first nilpotence theorem. — One of the main properties of odd or
even objects concerns their rings of endomorphisms: any endomorphism which is
numerically zero is always nilpotent; moreover there exists a uniform bound for the
nilpotence exponent that depends only on the dimension of the object. More precisely
the theorem may be stated as follows:

Theorem 4.9. — Let M be even or odd. Then any endomorphism f ∈ NA(M,M)
is nilpotent. More precisely

f◦dim(M)+1 = 0(6).

The proof of this nilpotence theorem relies on some trace computations. For com-
putations in a slightly more general setting we refer to [5, §7.2]. In the sequel we shall
use the following notation:

Notation 4.10. — Given a permutation σ ∈ Sn, we denote by Σσ the set of orbits
of σ and by Σσ,n the subset of orbits that do not contain n. The orbit of n is denoted
by On and the cardinal of a finite set O is denoted by |O|.

Let M be an object of A and n a nonnegative integer. Then each endomorphism
f of M⊗n provides an endomorphism fn of M by taking the image of f through the

(6)Jannsen has proved [52, Proposition 10.1] that we have in fact f◦dim(M) = 0.
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map

A(M⊗n,M⊗n)
ι−1
M⊗n,M⊗n// A(1, (M⊗n)∨ ⊗M⊗n)

1M∨⊗ev(M⊗n−1)∨⊗1M
��

A(1,M∨ ⊗M)
ιM,M

// A(M,M)

(5)

the vertical morphism being well defined via the natural isomorphism

(M⊗n)∨⊗M⊗n = (M⊗n−1⊗M)∨⊗M⊗n−1⊗M 'M∨⊗ (M⊗n−1)∨⊗M⊗n−1⊗M.

The essential point in the proof of the nilpotence theorem 4.9 is the computation of
the morphism

(σ ◦ f⊗n)n σ ∈ Sn and f ∈ A(M,M)
given in proposition 4.14. We first need some reduction lemmas.

Lemma 4.11. — Let f ∈ A(M⊗n,M⊗n) be an endomorphism. Then

Tr(f) = Tr(fn).

Proof. — It follows from the commutativity of

1

ι−1
M⊗n

(f)
��

ι−1
M

(fn)

��
(M⊗n)∨ ⊗M⊗n

1M∨⊗ev(M⊗n−1)∨⊗1M
//

ev(M⊗n)∨
//

M∨ ⊗M

evM∨
��

1

and the definition of the trace.

Lemma 4.12. — Let p, q be nonnegative integers such that n = p + q. Then for
g ∈ A(M⊗p,M⊗p) and h ∈ A(M⊗q,M⊗q) we have

(g ⊗ h)n = Tr(g)hq.

Proof. — By definition of the trace, it follows from the commutativity of the diagram

1
ι−1
M⊗n

(g⊗h)

//

ι−1
M⊗p

(g)⊗ι−1
M⊗q

(h)
// (M⊗p)∨ ⊗M⊗p ⊗ (M⊗q)∨ ⊗M⊗q

(6)oo

(ev(M⊗p)∨)⊗(1M∨⊗ev(M⊗q−1)∨⊗1M)
oo

(M⊗n)∨ ⊗M⊗n

1M∨⊗ev(M⊗n−1)∨⊗1M
��

M∨ ⊗M



20 FLORIAN IVORRA

where (6) is the arrow given by the commutativity constraint.

Lemma 4.13. — Let f ∈ A(M⊗n,M⊗n) and β ∈ Sn a permutation that fixes n.
Then

(β ◦ f ◦ β−1)n = fn.

Proof. — The result follows from the commutativity of the diagram

A(M⊗n,M⊗n)
ι−1
M⊗n,M⊗n//

β◦−◦β−1

��

A(1, (M⊗n)∨ ⊗M⊗n)
1M∨⊗ev(M⊗n−1)∨⊗1M

))
(β∨⊗β)◦−

��

A(1,M∨ ⊗M)

A(M⊗n,M⊗n)
ι−1
M⊗n,M⊗n

// A(1, (M⊗n)∨ ⊗M⊗n).
1M∨⊗ev(M⊗n−1)∨⊗1M

55

The triangle on the right is commutative indeed since we have chosen a permutation
β that left n fixed.

Let f ∈ A(M,M) be an endomorphism of an object M of A. Then the endomor-
phism

σ ◦ f⊗n : M⊗n →M⊗n

provides an endomorphism via the map (5). The next proposition computes this
morphism in terms of the orbits of σ.

Proposition 4.14. — Let σ ∈ Sn be a permutation and f ∈ A(M,M) a morphism.
We have the following formula

(σ ◦ f⊗n)n =

 ∏
O∈Σσ,n

Tr(f◦|O|)

 f◦|On|.

Proof. — First assume that σ is the n-cycle (1, 2, . . . , n). Using formula (1) and
induction we have

(σ ◦ f⊗n)n = f◦n

and thus by lemma 4.11 we have also Tr(σ ◦ f⊗n) = Tr(f◦n). Now by lemma 4.13 we
know that for a permutation β ∈ Sn that fix n we have

(σ ◦ f⊗n)n = (β ◦ σ ◦ β−1 ◦ f⊗n)n.

Thus one may assume that σ is the product of the cycles with disjoint supports
σ1 = (1, 2, . . . , `1) σ2 = (`1 + 1, `1 + 2, . . . , `1 + `2) · · ·

· · · σr = (n− `r + 1, n− `r + 2, . . . , n).
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In that case we have

σ ◦ f⊗n = (σ1 ◦ f⊗`1)⊗ (σ2 ◦ f⊗`2)⊗ · · · ⊗ (σr ◦ f⊗`r )

and thus by lemma 4.12

(σ ◦ f⊗n)n =
[
Tr(σ1 ◦ f⊗`1) · · ·Tr(σr−1 ◦ f⊗`r−1)

]
(σr ◦ f⊗`r )r.

The proposition follows then from the case of cycles considered before.

Remark 4.15. — By lemma 4.11 and proposition 4.14 we have

Tr(σ ◦ f⊗n) =
∏

O∈Σσ

Tr(f◦|O|)

and therefore

Tr(Λnf) = 1
n!
∑
σ∈Sn

ε(σ)
∏

O∈Σσ

Tr(f◦|O|),

Tr(Snf) = 1
n!
∑
σ∈Sn

∏
O∈Σσ

Tr(f◦|O|).

Taking f = 1M we derive from this the formulas computing Euler characteristics of
exterior and symmetric powers

χ(ΛnM) =
(
χ(M)
n

)
= χ(M)(χ(M)− 1) · · · (χ(M)− n+ 1)

n! , (7)

χ(SnM) =
(
χ(M) + n− 1

n

)
= χ(M)(χ(M) + 1) · · · (χ(M) + n− 1)

n! . (8)

It is also easy to derive from the computation given in proposition 4.14 the expected
positivity properties of Euler characteristic of even or odd objects.

Lemma 4.16. — Let M be even (resp. odd). Then χ(M) is a nonnegative integer
(resp. a nonpositive integer) that satisfies

0 6 |χ(M)| 6 dim(M).

Proof. — Assume M even. By formula (7) the Euler characteristic of ΛnM is given
by

χ(ΛnM) =
(
χ(M)
n

)
= χ(M)(χ(M)− 1) · · · (χ(M)− n+ 1)

n!
and vanishes by assumption for n = dim(M)+1. Thus χ(M) has to be a nonnegative
integer 6 dim(M). The proof for M odd is similar using formula (8).

We are now ready prove the first nilpotence theorem 4.9.



22 FLORIAN IVORRA

Proof of theorem 4.9. — Assume that f ∈ NA(M,M). Then by definition of the
ideal NA the trace of f◦k is zero for all positive integer k. Therefore given σ ∈ Sn

we see from proposition 4.14 that

(σ ◦ f⊗n)n =
{
f◦n if σ is a n-cycle
0 otherwise

and so we have

(Snf)n = 1
n
f◦n and (Λnf)n = (−1)n−1

n
f◦n.

The result follows now from the definition of even and odd objects.

4.5. A structure result. — The next proposition will be essential in the sequel.
The assumption that the Euler characteristic of any object of A is a nonnegative
integer is truly needed.

Proposition 4.17. — Assume that the Euler characteristic of any object of A is a
nonnegative integer. Then the morphisms in A are finite dimensional and for all
object M in A we have

dimK A(M,M) 6 χ(M)2. (9)
Furthermore any nilideal of A is contained in NA, one has the inclusion RA ⊂ NA
and A is semi-simple.

Proof. — It is enough to prove the inequality (9), all others Hom spaces being then
also finite dimensional. For this consider r endomorphisms f1, . . . , fr ∈ A(M,M)
which are linearly independent in A(M,M). Then the morphism

1r →M∨ ⊗M (10)

given by the fi is a split monomorphism. Indeed, by definition of the ideal NA, the
pairing

A(M,M)⊗ A(M,M)→ K

induced by the trace is non degenerate. Therefore there exist g1, . . . , gr ∈ A(M,M)
such that Tr(gj ◦ fi) = δij . which means that

M∨ ⊗M (1M∨⊗g1,··· ,1M∨⊗gr)−−−−−−−−−−−−−−→ (M∨ ⊗M)r com. cons.−−−−−−−→ (M ⊗M∨)r (evM ,··· ,evM )−−−−−−−−−→ 1r

is a left inverse to the morphism (10). Therefore 1r splits off in M∨ ⊗M and since
Euler characteristics are assumed to be nonnegative this implies r 6 χ(M)2. The as-
sertion on nilideals follows from the fact [5, 7.3.1] that under our assumption nilpotent
endomorphisms have nilpotent traces. To see that we have the inclusion RA ⊂ NA it
is enough to remark that the image of RA in A is contained in RA which is a nilideal
and so satisfies

RA ⊂ NA = 0.
The semi-simplicity result follows.
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Proposition 4.18. — Let M be even or odd. Then M = 0 if and only if χ(M) = 0.

Proof. — Assume that M is even or odd. Let B be the thick full rigid subcategory of
A generated by M∨⊗M . Since NB = NA ∩B, the category B/NB is a thick full rigid
subcategory of A/NA. By proposition 3.15 and lemma 4.16 every object of B is even
and its Euler characteristic is a nonnegative integer. Thus proposition 4.17 implies
that

dimK

[
B/NB(M∨ ⊗M,M

∨ ⊗M)
]
6 χ(M∨ ⊗M)2 = χ(M)4.

Thus if χ(M) = 0 then M∨ ⊗M = 0 in A/NA. This implies M = 0 and by theorem
4.9 we have also M = 0.

Corollary 4.19. — If an object M of A is both even and odd then M = 0.

Proof. — This follows from lemma 4.16 and proposition 4.18.

Corollary 4.20. — Assume that M is even or odd. Then χ(M) belongs to Z ⊂ K

and

χ(M) =
{

dim(M) if M is even
−dim(M) if M is odd.

Proof. — Assume M even. By lemma 4.16 we have to show that Λχ(M)+1(M) = 0.
The Euler characteristic of this exterior power is given according to formula (7) by

χ(Λχ(M)+1(M)) =
(

χ(M)
χ(M) + 1

)
= 0

and the result follows from proposition 4.18. The proof for M odd is similar using
symmetric power and formula (8).

Corollary 4.21. — Let M,N be even objects (resp. odd objects). Then

dim(M ⊕N) = dim(M) + dim(N).

4.6. ⊗-Nilpotence properties. — The following ⊗-nilpotence theorem is one of
the main tool in the proof of the second nilpotence theorem 4.29. Nice properties of
finite dimensional objects are also derived from it.

Proposition 4.22. — Assume that M,N are objects of A of different parities. Then
any morphism f ∈ A(M,N) is ⊗-nilpotent. Furthermore

f⊗ dim(M) dim(N)+1 = 0.

Proof. — By proposition 3.15, our assumption implies that M∨⊗N is odd of dimen-
sion less than dim(M) dim(N). Since 1 is even of dimension 1 we may assume using
remark 3.6 that M = 1 and N is odd. In that case the morphism

f⊗n : 1⊗n → N⊗n
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is Sn-equivariant and we have a factorization

1 //

f⊗n

%%
SnN // N⊗n.

The result follows.

Proposition 4.23. — Let M be finite dimensional and

M 'M+ ⊕M− M 'M ′+ ⊕M ′−
be two decompositions where M+, M ′+ are even and M−, M ′− are odd. Then M+ and
M ′+ are isomorphic and similarly M− and M ′− are isomorphic.

Proof. — [52, Proposition 6.3] Let p be the projector of M defined by the direct
summand M+ and p′ the one defined by the direct summand M ′+. Then 1M − p′ is
the projector onto M ′− and the composition

p− p′ ◦ p = (1M − p′) ◦ p

is ⊗-nilpotent by proposition 4.22. Lemma 3.5 implies that there exists an n > 0 such
that

(p− p′ ◦ p)◦n = 0. (11)
By expanding the left hand side of (11) we get a relation p = h ◦ p′ ◦ p for some
morphism h ∈ A(M,M). Since p is a projector, we have the following commutative
diagram

M

p

**p //

!!

M
p′ //

!!

M
h //

!!

M

M+

1M+

55

==

// M ′+

==

// M+.

==

Therefore M+ is a direct summand of M ′+ and there is an object N such that M ′+ is
isomorphic to M+ ⊕ N . By corollary 4.21 we have dim(M+) 6 dim(M ′+) and since
the other inequality may be proved similarly we have in fact dim(M+) = dim(M ′+).
Then according to corollary 4.21 the dimension of N is zero and the result follows
from theorem 4.20.

Remark 4.24. — The decomposition into even and odd parts of a finite dimensional
object is unique up to isomorphism but it may not be unique up to a unique isomor-
phism. In other words there is no natural decomposition into even and odd parts.
However if ⊗

√
0 = 0 then the decomposition is unique up to a unique isomorphism.
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Proposition 4.25. — Let A be a Kimura-O’Sullivan category such that ⊗
√

0 = 0.
Then there exists a commutativity constraint s on A such that the category As obtained
from A by change of commutativity constraint is a Kimura-O’Sullivan category in
which all objects are even.

Proof. — Let us denote by sA the original commutativity constraint of A. Our as-
sumption on the ⊗-nilradical implies that in A the decomposition in even and odd
parts is unique. Let M be an object of A and pM,+ the projector on the even part.
Then one may consider the endomorphism

eM = 2pM,+ − 1

and it is easy to see that the isomorphism sM,N : M ⊗N → N ⊗M given by

sM,N = sAM,N ◦ (eM ⊗ eN )

defines a new commutativity constraint on A such that χs(M) = dim(M). For this
commutativity constraint all objects are even.

The uniqueness up to isomorphism of the odd and even part in any decomposition
of a finite dimensional object proved in proposition 4.23 shows that the following
definition of the dimension is not ambiguous.

Definition 4.26. — Let M be a finite dimensional object. Then the dimension of
M is the nonnegative integer

dim(M) = dim(M+)⊕ dim(M−)

where M+ and M− are even and odd objects such that we have a decomposition into
a direct sum M 'M+ ⊕M−.

The next result is proposition 6.9 of [52].

Proposition 4.27. — A direct factor of a finite dimensional object is also finite
dimensional.

Proof. — By assumption M has a decomposition M 'M+⊕M− with M+ even and
M− odd. It is enough to show that N has a decomposition N ' N+ ⊕N− such that
N+ is a direct factor of M+ and N− is a direct factor of M−. Let p+ and p− be the
projectors of M defined by the direct factors M+ and M−. Since N is a direct factor
of M we have morphisms

N
ι
//

1N

""
M

π
// N.

Consider the endomorphisms of N

r+ = π ◦ p+ ◦ ι r− = π ◦ p− ◦ ι
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and remark that they commute one with the other. We know from proposition 4.22
that the morphism r+ ◦ r− is nilpotent. So we may choose a positive integer n such
that

(r− ◦ r+)◦n = 0

and let q+ be the endomorphism of N given by

q+ =
(

1N − r◦n−
)◦n

=
(

n∑
k=1

(−1)kr◦k+

)◦n
= r◦n+ ◦

(
n∑
k=1

(−1)kr◦k−1
+

)◦n
.

Since r◦n− ◦ r◦n+ = (r− ◦ r+)◦n = 0 we have

q+ ◦ q+ =
(

1N − r◦n−
)◦n
◦ r◦n+ ◦

(
n∑
k=1

(−1)kr◦k−1
+

)◦n
= q+

and thus q+ is a projector of N and induces a decomposition N ' N+ ⊕ N−. By
construction q+ may be written as a polynomial in r+ with no constant term

q+ =
ν∑
s=1

asr
◦s
+

and so by definition of r+ we have the identity

q+ ◦ π ◦ p+ ◦

(
ι ◦

ν∑
s=1

asr
◦s−1
+

)
= q+ ◦ r+ ◦

(
ν∑
s=1

asr
◦s−1
+

)
= q+ ◦ q+ = q+

which proves that N+ is a direct factor of M+. Similarly we prove that N− is a direct
factor of M− and the result follows.

This implies the following useful result:

Corollary 4.28. — A is a Kimura-O’Sullivan category if and only if it is generated
by a family of finite dimensional objects.

4.7. The second nilpotence theorem. — The next result is proposition 7.5 of
[52] and is crucial in all application of finite dimensionality.

Theorem 4.29. — Let M be finite dimensional. Then NA(M,M) is a nilpotent
ideal and A(M,M) is a semi-simple K-algebra of finite dimension.

Proof. — By the result of Higman [35] recalled in proposition 3.1, an ideal I in a
Q-algebra is nilpotent if and only if there exists a positive integer n such that an = 0
for all a ∈ I. Therefore it is enough to show that for f ∈ NA(M,M) we have f◦n = 0
for some positive integer n that depends only on M . We may assume that M is the
direct sum of M+ even and M− odd, and write the morphism f as a sum

f = f+ + f− + f±
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where f+ preserves the even summand, f− preserves the odd one and f± is the sum of
the two antidiagonal morphisms. In that case the morphism f◦n is a sum of monomial
terms

fk1
ε1
◦ f± ◦ fk2

ε2
◦ · · · ◦ f± ◦ fkrεr︸ ︷︷ ︸

f± appears k± times
(12)

where εi ∈ {−1,+1} and k±, k1, . . . , kr are nonnegative integers such that

k± + k1 + · · ·+ kr = n. (13)

On the other hand we know that (12) vanishes as soon as one of the following condition
is fulfilled:

– one of the ki is larger than a constant that depends only on M (this is implied
by theorem 4.9);

– the integer k± is larger than a constant that depends only on M (this is implied
by proposition 4.22 and lemma 3.5).

Now we see from relation (13) that there exists a constant that depends only on M
such that for n larger than this constant, one of the two conditions above has to
be fulfilled for each monomial term in the expansion of f◦n. We have shown that
NA(M,M) is a nilpotent ideal. To get the semi-simplicity statement it is enough to
apply proposition 4.25, lemma 4.16 and then proposition 4.17.

Corollary 4.30. — Finite dimensional objects are not phantom objects. In partic-
ular a Kimura-O’Sullivan category does not contain phantom objects.

The following is [5, 9.2.2]:

Theorem 4.31. — A Kimura-O’Sullivan category is a Wedderburn category such
that

RA = NA

and A is a semi-simple abelian category that can be made Tannakian after a change
of the commutativity constraint.

Proof. — Assume that A is a Kimura-O’Sullivan category. The nilpotence theorem
4.29 implies that A is semi-simple and that NA is a nilideal. Since any nilideal is
contained in RA one has the inclusion NA ⊂ RA. For the converse inclusion it
is enough to remark that the image of RA in A in contained in RA which is zero
by semi-simplicity. Being pseudo-abelian and semi-simple, the category A is also
abelian. The category A is a Kimura-O’Sullivan category such that ⊗

√
0A = 0 and by

proposition 4.25 there exists a commutativity constraint s on it such that all object
of As are even. Therefore for all object M in A the Euler characteristic χs(M) is a
nonnegative integer. This implies by proposition 4.17 that the Hom spaces in A are
finite dimensional and thus by proposition 3.8 that A is a Wedderburn category. Since
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RA = NA, we get that A is also a Wedderburn category and to complete the proof it
is enough to apply proposition 4.25 and Deligne’s criterion 2.3.

5. Schur finiteness

5.1. Schur functors. — Let M be an object in A. If V is a finite dimensional
K-vector space, we define the objects V ⊗M and H om(V,M) of A by

HomA(V ⊗M,−) = HomK(V,HomA(M,−)),
HomA(−,H om(V,M)) = HomA(V ⊗−,M).

Let G be a finite group, assume that V is a linear representation of G and that G acts
on M . Then we get an action of G on H om(V,M) and since A is pseudo-abelian we
can consider

H omG(V,M) := Im

 1
|G|

∑
g∈G

g : H om(V,M)→H om(V,M)


which is a direct factor in H om(V,M). Assume that all irreductible representations
of G over K are already defined over K, and choose a representative Vλ of each iso-
morphism classes of irreductible representations of G, then the regular representation
decomposes into a direct sum of the Vλ each one appearing with multiplicity dim(Vλ)

K[G] =
⊕
λ

V
dim(Vλ)
λ .

This says that the morphism⊕
λ

Vλ ⊗H omG(Vλ,M)→M

is an isomorphism. Recall that an isomorphim class of irreductible representations
of the permutation group Sn can be identified to a partition of n. Since the tensor
power M⊗n has a natural action of Sn, we get in particular a decomposition⊕

λ

Vλ ⊗H omSn(Vλ,M⊗n) 'M⊗n

over the partitions λ of n. The functor

M 7→ Sλ(M) := H omSn(Vλ,M⊗n)

is called the Schur functor associated to the partition λ. For more details on Schur
functors we refer to [15, §1].

Example 5.1. — Symmetric powers and exteriors power are special cases of Schur
functors. The symmetric power Sn is the Schur functor associated to the partition
λ = (n, 0, . . . , 0, 0, . . .) and the exterior power Λn is the Schur functor associated to
the partition λ = (1, 1, . . . , 1, 0, . . .).
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Let µ, ν be partitions of p and q and λ be a partition of n = p + q. In the sequel
we let [Vλ : Vµ ⊗ Vν ] be the Littlewood-Richardson’s coefficient i.e. the multiplicity
of the irreductible representation Vµ ⊗ Vν of Sp ×Sq in the restriction of Vλ to this
subgroup. Similarly if λ, µ, ν are partitions of n, we denote by [Vµ ⊗ Vν : Vλ] the
multiplicity of the irreductible representation Vλ into Vµ ⊗ Vν . The next proposition
sums up the main properties of Schur functors.

Proposition 5.2. — Schur functors enjoy the following properties:
– let µ, ν be partitions of p, q

Sµ(M)⊗ Sν(M) ' ⊕λSλ(M)[Vλ:Vµ⊗Vν ]

with sum over λ partition of n = p+ q;
– let λ be a partition of n

Sλ(M ⊕N) ' ⊕µ,ν (Sµ(M)⊗ Sν(N))[Vλ:Vµ⊗Vν ]

with sum over partitions µ, ν of p, q such that p+ q = n;
– let λ be a partition of n

Sλ(M ⊗N) ' ⊕µ,ν (Sµ(M)⊗ Sν(N))[Vµ⊗Vν :Vλ]

with sum over µ, ν partition of n.

For any objectM we have also an isomorphism Sλ(M∨) = Sλ(M)∨. Moreover if we
have an inclusion Dλ ⊂ Dµ of the corresponding Young diagrams then the vanishing
of Sλ(M) implies the vanishing of Sµ(M).

5.2. Schur finiteness. — Finite dimensional objects have a lot of good stability
properties, however in triangulated categories they do not have in general the two
out of three properties. Schur finiteness is the generalization of finite dimensionality
obtained by taking into account not only symmetric or exterior powers but also all
Schur functors. This notion has nicer properties in the triangulated setting and is
also related to the Tannakian formalism.

Definition 5.3. — An object M in A is said to be Schur finite if

SλM = 0

for some Schur functor Sλ.

Schur finite objects enjoy the same stability properties as finite dimensional objects,
namely they are stable by ⊕, tensor product, direct factor and duality ∨. Let us
denote byDMgm(F ;Q) the triangulated category of geometrical motives with rational
coefficients constructed by Voevodsky in [82].
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Proposition 5.4 (Mazza [60], Guletskii [29]). — In a distinguished triangle of
DMgm(F ;Q)

M ′ →M →M ′′
+1−−→

if two objects are Schur finite then so is the third.

Remark 5.5. — In fact we have a more precise result. Indeed in [60, Lemma 3.6]
it is proved that if M ′ →M →M ′′

+1−−→ is a a distinguished triangle of DMgm(F ;Q)
such that Sλ(M ′ ⊕M ′′) ' 0, then one has also Sλ(M) ' 0.

Any finite dimensional object is also Schur finite. However in [60] an example due
to O’Sullivan of a Schur finite object in DMgm(F ;Q) which is not finite dimensional is
provided for some field F . The field F in the example is obtained as the function field
of a smooth projective surface X over an algebraically closed field, and the motive is
obtained by removing a finite set of rational points in XF , see [60, Corollary 5.20].
O’Sullivan’s example proves also that the two out of three property does not hold for
finite dimensional objects. Nevertheless another interesting application of proposition
5.4 obtained via remark 5.5 is the following:

Corollary 5.6 (Mazza [60], Guletskii [29]). — If M ′ and M ′′ are even (resp.
odd) objects and

M ′ →M →M ′′
+1−−→

is a distinguished triangle in DMgm(F ;Q), then M is even (resp. odd).

Remark 5.7. — Let λ be a partition of an integer n. When dealing with Schur
functors in DMgm(F ;Q), it is useful to keep also in mind the effect of the shift functor
−[1] on Sλ. The two are related by a natural isomorphism Sλ(M [1]) ' Sλt(M)[n],
where λt denotes the transpose of the partition λ. In particular we have natural
isomorphisms

Sn(M [1]) ' Λn(M)[n] and Λn(M [1]) ' Sn(M)[n]

in DMgm(F ;Q).

One may also prove that the motive of a curve in DM−(F ;Q) is always finite
dimensional by reduction to the case of a smooth projective curve.

5.3. Super Tannakian categories. — Assume A is abelian. An E-valued super
fibre functor [15] is an exact faithful ⊗-functor

ω : A→ sVecE

where E/K is an extension and sVecE denotes the category formed by super E-vector
spaces of finite dimension.
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Definition 5.8. — A is said to be super Tannakian if it is abelian and there exists
a super fibre functor

ω : A→ sVecE
where E/K is an extension.

Schur finiteness provides an internal description of super Tannakian categories
parallel to the one we have for Tannakian categories with theorem 2.3.

Theorem 5.9 (Deligne [15]). — Assume A is abelian. The following assertions
are equivalent:

– A is a super Tannakian category;
– every object of A is Schur finite.

In particular an abelian Kimura-O’Sullivan category is super Tannakian. However
theorem 5.9 does not provide any specific super fibre functor. To sum up the link
between finite dimensionality, Schur finiteness and the Tannakian formalism, we have
the following picture:

A is abelian
and all its objets
are Schur finite

ks theorem 5.9 +3 A is a super Tannakian
category

A is an abelian
Kimura-O’Sullivan

category

KS

A is abelian
and all its objets

are even
ks theorem 2.3 +3

KS

A is a Tannakian
category

KS

6. The Kimura-O’Sullivan’s conjecture

6.1. Statement of the conjecture. — Kimura [52] and O’Sullivan have made
the following conjecture which has deep implication in the motivic world:

Conjecture 6.1 (Kimura, O’Sullivan). — Any Chow motive M ∈ Mrat(F ;Q) is
finite dimensional in other words Mrat(F ;Q) is a Kimura-O’Sullivan category.

As we have seen before this implies:
– Jannsen’s theorem: Mnum(F ;Q) is abelian semi-simple;
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– the functor
Mrat(F ;Q)→ Mnum(F ;Q)

is conservative;
– projectors and orthogonal systems of projectors lift;
– endomorphisms which are numerically zero are rationally nilpotent.

6.2. Motives of abelian type. — Unfortunately conjecture 6.1 is unknown outside
the world of curves. Even for surfaces finite dimensionality would have tremendous
implications as we shall see with the motivic reformulation of the Bloch conjecture in
theorem 9.5. Let us introduce the category of motives of abelian type.

Definition 6.2. — Let Mrat(F ;Q)ab be the smallest thick strictly full rigid tensor
subcategory of Mrat(F ;Q) that contains Artin motives and motives of abelian varieties.

Recall that the category AM(F ;Q) of Artin motives is the pseudo-abelian hull of
the essential image of the restriction of

h : SmProjop
F → Mrat(F ;Q)

to the category of smooth projective of dimension 0. Artin motives are all even and so
finite dimensional. This can be seen from the fact that AM(F ;Q) is tensor equivalent
to the category Repcont

Q (GF ) of continuous finite dimensional Q-representations of
the absolute Galois group. Recall that smooth projective varieties of dimension 0 are
finite étale schemes i.e. spectrum of finite product of finite separable extensions of F .
For two such varieties X and Y , a correspondence from X to Y is simply a Q-linear
combination of connected components of X×Y and thus the space of correspondences
may be identified to the Q-vector space[

QX(F )×Y (F )
]GF
' EndGF (QX(F ),QY (F ))

of Q-valued functions over X(F )×Y (F ) left invariant by Galois. From this we obtain
a fully faithful ⊗-functor

AM(F ;Q)→ Repcont
Q (GF ) (14)

which is in fact an equivalence. This tensor equivalence may be seen as a linearized
version of Grothendieck’s formulation of Galois theory. To be more precise we have
a commutative square

FEtop
F

(2)//

h

��

FSetscont(GF )op

��
AM(F ;Q)

(14) // Repcont
Q (GF )
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in which the vertical arrow on the right is obtained as the composition of the functor
induced by transposition and the functor which sends a continuous finite Gal(F/F )-
set X to the continuous finite dimensional Q-representation QX where the action is
given by

(gφ)(x) = φ(g−1x)
for φ ∈ QX , x ∈ X and g in the Galois group. Motives of abelian type provide the
best known examples for which conjecture 6.1 is known.

Theorem 6.3. — Every motive in Mrat(F ;Q)ab is finite dimensional.

Using corollary 4.28 and the above discussion for Artin motives it is enough to
prove that motives of abelian varieties are finite dimensional.

Sketch of proof. — Let A be an abelian variety of dimension d. Then the works of
A.M. Shermenev [77] and C. Deninger-J. Murre [19] prove that there exists a unique
decomposition

h(A) =
2d⊕
i=0

hi(A) (15)

such that for all integer n we have [×n] = ni on hi(A). Furthermore the map

h(A)⊗n = h(A× · · · ×A) ∆A−−→ h(A)

induces an isomorphism for all i

Si
[
h1(A)

]
∼−→ hi(A).

In particular h1(A) is odd of dimension 2d and so h(A) is of finite dimension by
corollary 3.16.

Remark 6.4. — The decomposition (15) of the motive of an abelian variety is canon-
ical and is a Chow-Künneth decomposition in the sense of 7.1. In particular the works
of Shermenev [77] and Deninger-Murre [19] provide a canonical Chow-Künneth de-
composition for abelian varieties. Such decompositions are conjectured to exist for
any smooth projective variety but there is no reason for them to be unique in general.

7. Chow-Künneth decomposition

7.1. Murre’s conjecture. — Let X be a smooth projective variety of dimension
d. Standard conjecture C(X) says that the Künneth projectors

∆i,2d−i ∈ H2d(X ×X) : H∗(X)� Hi(X) ↪→ H∗(X)

are algebraic i.e. belong to

Mhom(F ;Q)(h(X), h(X)) ↪→ End(H∗(X)).
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In particular C(X) provides a canonical weight decomposition

hhom(X) = h0
hom(X)⊕ h1

hom(X)⊕ · · · ⊕ h2d−1
hom (X)⊕ h2d

hom(X)

where hihom is the direct summand of the homological motive of X cut-off by the
Künneth projector ∆i,2d−i. Let us assume furthermore that the Chow motive of X is
finite dimensional. Then the kernel of

Mrat(F ;Q)(h(X), h(X))→ Mhom(F ;Q)(hhom(X), hhom(X))

is a nilideal and the Künneth system of orthogonal projectors lifts to the category of
Chow motives. Thus under a finite dimensionality assumption, we see that X admits
a Chow-Künneth decomposition:

Definition 7.1 (Murre [64]). — A smooth projective variety X of dimension d is
said to have a Chow-Künneth decomposition when there exist orthogonal projectors
of sum 1

Πi ∈ Mrat(F ;Q)(h(X), h(X)) 0 6 i 6 2d

such that for any Weil cohomology theory H∗

H∗(Πi) = ∆i,2d−i.

A decomposition is said to be self dual when Π2d−i = Πt
i.

Thus finite dimensionality and standard conjecture C(X) imply an older conjecture
made by Murre in [64]:

Conjecture 7.2 (Murre [64]). — Any smooth projective variety X has a Chow-
Künneth decomposition.

Remark 7.3. — This implies that the conjectural homological weight decomposition
lifts

h(X) = h0(X)⊕ h1(X)⊕ · · · ⊕ h2d−1(X)⊕ h2d(X)

in Mrat(F ;Q). However in general neither the projectors Πi nor the decomposition
are unique.

In fact Murre conjectures much more in [64] and as we shall see in section 8 the
strong form of Murre’s conjecture, namely conjecture 8.2, along with the standard
conjecture D implies the Kimura-O’Sullivan conjecture: see theorem 8.4. As for most
of the cohomology theories, the deepest part of a decomposition is the half-dimensional
part and we shall have a striking example of this important phenomenon with the
Bloch conjecture in section 9.
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7.2. Some known cases. — The conjecture is known to be true in some important
cases which are low dimensional cases. For curves one has always a decomposition

h(X) = h0(X)⊕ h1(X)⊕ h2(X)

and moreover if X is irreductible and has a rational point then h0(X) = 1 and
h2(X) = L. The half-dimensional part corresponds to Jacobians. More precisely for
two smooth projective curves X,X ′ one has an isomorphism

Mrat(F ;Q)(h1(X), h1(X ′)) = VarAbF (JacX , JacX′)Q
where VarAbF denotes the category of abelian varieties over F . For a surface the work
of Murre [63] provides a decomposition

h(X) = h0(X)⊕ h1(X)⊕ h2(X)⊕ h3(X)⊕ h4(X)

and again if X is irreductible and has a rational point then h0(X) = 1 and h4(X) =
L⊗2. The h1 part corresponds to Picard abelian variety through the isomorphism

Mrat(F ;Q)(h1(X), h1(X ′)) = VarAbF (Pic0
X ,Pic0

X′)Q
and the h3 part corresponds to Albanese abelian variety (dual to Picard) through the
isomorphism

Mrat(F ;Q)(h3(X), h3(X ′)) = VarAbF (AlbX′ ,AlbX)Q.

Already for smooth projective surfaces the h2 carries remarkable information since the
half-dimensional part is strongly related to the Bloch conjecture. For abelian varieties
the conjecture is a consequence of the works of Shermenev [77] and Deninger-Murre
[19] as we have seen in subsection 6.2.

8. The link with BBM’s conjecture

In order to state Bloch-Beilinson’s conjecture or Murre’s conjecture, we assume in
the sequel that the standard conjecture C is fulfilled. As explained by A. Beilinson in
[6], the most fundamental conjecture about the motivic world, namely the existence of
a suitable abelian tensor category of mixed motives inside the category of triangulated
motives, provides very precise information on the structure of Chow groups of smooth
projective varieties through a remarkable filtration. Let us recall very briefly how this
filtration follows from the motivic formalism, we refer to [38, §4] for a more thorough
account. Let D(F ;Q) be the triangulated category of mixed motives over F with
rational coefficients(7) and MM (F ;Q) be the abelian category of mixed motives. In

(7)Recall that V. Voevodsky [82], M. Levine [57] and M. Hanamura [31, 33, 32] have independently
constructed such a category of triangulated motives satisfying property (B). The existence of a
motivic t-structure is still however a wide open question. Nevertheless in [56] Levine has proved
that for a field satisfying Beilinson-Soulé’s vanishing conjecture (by A. Borel’s work [9] number fields
are among them) there exists a motivic t-structure on the triangulated subcategory of mixed Tate
motives.
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this conjectural picture one should have the following commutative square

SmProjop
F

embedd. //

h

��

Smop
F

R

��
Mrat(F ;Q)

��

embedd. // D(F ;Q)

⊕imHi

��
Mnum(F ;Q) embedd. //MM (F )Q

where mHi are the cohomological functors associated to the motivic t-structure and
the functor R should enjoy the following properties:

L. (see [17]) for every smooth projective variety X one has a (non canonical)
isomorphism

R(X) =
∞⊕
i=0

mHiR(X)[−i];

B. the motivic cohomology groups of a smooth varietyX are canonically isomorphic
to Bloch’s higher Chow groups

CHp(X, q)⊗Q = HomD(F ;Q)(1,R(X)(p)[2p− q]).

Beilinson’s filtration is then the filtration gotten from the spectral sequence

Ep,q2 (X) = HomD(F ;Q)(1,mHqR(X)(r)[p]) =⇒ HomD(F ;Q)(1,R(X)(r)[p+ q])

on its limit term which, according to (B), is precisely the Chow group

CHr(X;Q) = HomD(F ;Q)(1,R(X)(r)[2r]).

The condition (L) implies the degeneracy at E2 of the above spectral sequence and
so the graded pieces of Beilinson’s conjectural filtration are given by

GrνCHr(X;Q) = Eν,r−2ν
2 (X) = HomD(F ;Q)(1, h2r−ν(X)(r)[ν]).

The idea of such a filtration can be traced back to works of Bloch [8]. More precisely
Bloch-Beilinson conjecture may be stated as follows:

Conjecture 8.1 (Bloch-Beilinson). — For all smooth projective varieties there
exists a filtration

F νCHr(X;Q) ⊂ CHr(X;Q)
such that:
BB1. one has F 0CHr(X;Q) = CHr(X;Q) and

F 1CHr(X;Q) =
elements in CHr(X;Q)
such that
α =hom 0;
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BB2. the filtration is stable by pull-back, push-forward and(8)

F νCHr(X;Q) · FµCHs(X;Q) ⊂ F ν+µCHr+s(X;Q);

BB3. the action of the Künneth projectors is given by:

GrνCHr(X;Q) πi−→ GrνCHr(X;Q) =
{

1 if i = 2r − ν
0 otherwise;

BB4. the filtration is separated:

F νCHr(X;Q) = 0 for ν >> 0.

In [64] Murre was also led to conjecture the existence of a remarkable filtration on
the Chow groups of a smooth projective variety given in terms of a Chow-Künneth
decomposition (Murre’s conjecture is therefore a strengthening of conjecture 7.2).

Conjecture 8.2 (Murre [64]). — Every smooth projective variety X has a Chow-
Künneth decomposition Πi. Furthermore:
M1. the action of Πi on CHr(X;Q) is zero for i > 2r;
M2. the filtration

F νCHr(X;Q) = ∩i>2r−ν ker(Πi)
does not depend on the Chow-Künneth decomposition;

M3. one has F 0CHr(X;Q) = CHr(X;Q) and

F 1CHr(X;Q) =
elements in CHr(X;Q)
such that
α =hom 0.

The formulation in terms of a Chow-Künneth decomposition has the advantage
over conjecture 8.1 to be meaningful for a single smooth projective variety whereas in
order to state axiom BB2 the filtration has to be defined over all smooth projective
varieties. As proved by Jannsen in [38] the above conjectures are equivalent:

Theorem 8.3 (Jannsen [38]). — Murre’s conjecture 8.2 is equivalent to Bloch-
Beilinson’s conjecture 8.1 and the two filtrations are the same.

In the sequel we denote simply by BBM those equivalent conjectures. The link
with finite dimensionality is given by the next result which is due to O’Sullivan. We
refer to [3, 11.5.3.1] for a proof.

Theorem 8.4 (O’Sullivan). — The following two conjectures
– standard conjecture D,
– BBM conjecture

implies the Kimura-O’Sullivan’s conjecture.

(8)Consequently homological correspondences, in particular Künneth projectors, act on the graded
pieces.
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PART II
APPLICATIONS

9. The Bloch conjecture

We assume in this section that F is the field of complex numbers C. Let (VZ, F ∗VC)
be a pure Hodge structure of weight 2k − 1. We have a decomposition

VC = F kVC ⊕ F kVC
and this implies that VR ∩ F kVC = 0. So the morphism VR → VC/F

kVC is an isomor-
phism of R-vector spaces. The image of VZ in VR is a lattice and so provides a lattice
in VC/F kVC. The complex torus quotient of VC/F kVC by this lattice

J(VZ, F ∗VC) := VC/(F kVC ⊕ VZ/torsion)

is called the intermediate Jacobian of the pure Hodge structure. Now if X denotes
a smooth connected projective variety of dimension d, then H2k−1(X,Z) is the un-
derlying abelian group of a pure Hodge structure of weight 2k− 1 and the associated
complex torus

J2k−1(X) = H2k−1(X,C)/(F kH2k−1(X,C)⊕H2k−1(X,Z)/torsion)

is the k-th intermediate Jacobian of X. By Poincaré duality we have a square

H2k−1(X,Z)/torsion '

��

H2d−2k+1(X,Z)/torsion

��
H2k−1(X,C) ' H2d−2k+1(X,C)∨

where the last map is given by the integration of forms along chains. The horizontal
isomorphism identifies F kH2k−1(X,C) with F d−k+1H2d−2k+1(X,C)⊥ and so the k-th
intermediate Jacobian of X may also be described as the complex torus

J2k−1(X) = F d−k+1H2d−2k+1(X,C)∨/(H2d−2k+1(X,Z)/torsion).

For k = d, the complex torus Alb(X) := J2d−1(X) is an abelian variety called the
Albanese variety. We have by definition

Alb(X) = F 1H1(X,C)∨/(H1(X,Z)/torsion)

and since F 1H1(X,C) = H0(X; Ω1
X) we have finally the following description of the

Albanese variety

Alb(X) = H0(X,Ω1
X)∨/(H1(X,Z)/torsion)

where (H1(X,Z)/torsion) is seen as a lattice in H0(X,Ω1
X)∨ through the integration

of forms. For more on intermediate Jacobians we refer to [84, §12.1]. Now choose a
base point a in X and let x be another point. By integration of forms along a path
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from a to x, we get for each path a element in H0(X,Ω1
X)∨. All those linear forms

for different paths have the same image in the quotient Alb(X) and we get this way
a morphism

albX,a : X → Alb(X)
which depends on a only up to a translation. This morphism extends linearly to a
morphism Z0(X) → Alb(X) where Z0(X) is the group of 0-cycles. The restriction
of this morphism to the subgroup Z0(X)0 of 0-cycles of degree 0 does not depend
any more on the base point a and passes to rational equivalence. We obtain then the
Abel-Jacobi map:

AJX : CH0(X)0 → Alb(X).

9.1. The refined Chow-Künneth decomposition of a surface. — Let X be
a smooth projective surface. The Neron-Severi group of the surface X is the finitely
generated abelian group given by 1-codimensional algebraic cycles modulo algebraic
equivalence:

NS(X) := A1
alg(X) =

1-codimensional algebraic cycles
modulo

algebraic equivalence.
As proved by T. Matsusaka [59, Theorem 4] this group is also up to torsion the group
of 1-codimension algebraic cycles modulo numerical equivalence

NS(X)Q = A1
alg(X;Q) = A1

num(X;Q).

Thus the intersection pairing

NS(X)Q ⊗NS(X)Q
a−→ A2

num(X;Q) deg−−→ Q

is non degenerate and compatible with the pairing on a Weil cohomology H∗

H2(X)⊗ H2(X) ^−→ H4(X) Tr−→ K.

This breaks the H2 in two pieces: an algebraic piece given by the finitely generated
Neron-Severi group and a remaining piece called the transcendental part. We have
thus a decomposition

H2(X) = NS(X)K ⊕ H2
tr(X) L99 transcendental part of

the cohomology

where H2
tr(X) is called the transcendental part. This decomposition is motivic:

Proposition 9.1 (Kahn-Murre-Pedrini [45]). — In a Chow-Künneth decompo-
sition of X there exists a canonical decomposition

h2(X) = h2
alg(X)⊕ t2(X)

that induces the previous decomposition of a Weil cohomology H∗:

H∗(h2
alg(X)) = NS(X)K H∗(t2(X)) = H2

tr(X).
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One of the essential result proved in [45] is the explicit computation of the Chow
groups of each part. Indeed the Neron-Severi group is recovered up to torsion by the
only non vanishing Chow group of the algebraic part while the computation of the
Chow group of the transcendental part is related to the kernel of the Abel-Jacobi
map. Namely the computation gives the following results:

– the Chow groups of the algebraic part are given by

CHi(h2
alg(X)) =

{
NS(X)Q if i = 1
0 otherwise;

– the Chow groups of the transcendental part are given by

CHi(t2(X)) =
{
T (X)Q if i = 2
0 otherwise

where T (X) is the kernel of the Abel-Jacobi map.

Remark 9.2. — Since the algebraic part h2
alg(X) is a twisted Artin motive [45,

Proposition 14.2.3], one sees that the only part of the Chow motive h(X) of a surface
that may fail to be of finite dimension is its transcendental part t2(X). As usual the
most interesting phenomena occur in the middle part of the cohomology and for a
surface this is precisely in the transcendental part of the h2.

9.2. Motivic reformulation of the Bloch conjecture. — Let X/C be a smooth
projective surface. Recall that the geometric genus of X is the number

pg(X) = dimH2(X,OX).

Then one has the following conjecture:

Bloch conjecture 9.3. — Let X/C be smooth projective surface with pg(X) = 0.
The kernel T (X) of the Abel-Jacobi map

AJX : CH0(X)0 → Alb(X)

vanishes.

Remark 9.4. — As shown by D. Mumford if pg(X) 6= 0 the kernel of the Abel-
Jacobi map is huge and thus far from being zero.

The following is the motivic reformulation of the Bloch conjecture:

Theorem 9.5 (Guletskii-Pedrini [28], Kahn-Murre-Pedrini [45])
Let X/C be a smooth projective surface. The following are equivalent:
1. pg(X) = 0 and h(X) is of finite dimension.
2. The transcendental part vanishes: t2(X) = 0.
3. Bloch conjecture holds: T (X) = 0.
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Sketch of proof. — (1⇒ 2) Assume that pg(X) = 0 and that the Chow motive h(X)
is finite dimensional. Then for a Weil cohomology H∗ one has

H2
tr(X) = H∗(t2(X)) = 0.

Hence t2(X) is homologically (and so numerically) phantom and an application of the
nilpotence theorem via corollary 4.30 implies that t2(X) = 0.

(2⇒ 3) Assume that t2(X) = 0. The explicit computation of the Chow groups of
the transcendental part gives

CH2(t2(X)) = T (X)Q = 0

and the result follows then from A. Rŏıtman’s theorem [69] which assures that the
torsion part of the kernel is zero.

(3 ⇒ 1) Now assume that T (X) = 0. Choose a finitely generated extension k/Q
and X/k a smooth projective surface such that

X ×k C = X.

Then k(X ) ↪→ C and using a transfer argument one shows that

T (Xk(X ))Q ⊂ T (X)Q = 0.

A result of [45] gives

Mrat(F ;Q)(t2(X ), t2(X )) = T (Xk(X ))Q = 0

and so t2(X ) = 0. This implies t2(X) = 0 and proves that pg(X) = 0 and that h(X)
is finite dimensional.

10. Motives over finite fields

In the sequel Fq denotes a fixed finite field. In this section we explain the relation
highlighted in [42] between the finite dimensionality conjecture and two other deep
conjectures: the strong form of the Tate conjecture and the Beilinson conjecture. It
is appropriate to recall here the statement of these two conjectures. We let X/Fq be
a smooth projective variety.

– The strong Tate conjecture predicts that the order of the pole of the Hasse-Weil
zeta function of X at an nonnegative integer r is the dimension of the Q-vector
space of codimension r algebraic cycles with Q-coefficients modulo numerical
equivalence:

ords=rζ(X, s) = −dimQA
r
num(X;Q).

– Beilinson’s conjecture predicts that numerical and rational equivalences coincide
up to torsion i.e. the morphism

CHr(X;Q)→ Arnum(X;Q)

is an isomorphism for any nonnegative integer r. This is a strengthening of the
standard conjecture D(X).
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In [78] C. Soulé was able to prove both of them for varieties of abelian type and
dimension at most three. In [24, Theorem 3.3] Geisser shows that the conjunction of
the Tate conjecture and the Beilinson conjecture (called the Tate-Beilinson conjecture
in [44]) implies Parshin’s conjecture that the higher K-groups Ka(X) for a > 0 are
all torsion. B. Kahn has given a reformulation of the Tate-Beilinson conjecture and
has shown that it implies many other conjectures. We refer to [44, §4.7.5 to §4.7.8]
for a detailed account of the consequences of the Beilinson-Tate conjecture.

Our main purpose is to explain how the nilpotence theorem is used by Kahn in [42]
to prove Beilinson’s conjecture for a smooth projective variety X/Fq of abelian type
for which the Tate conjecture is known. This result extends Soulé’s pioneer work [78]
and provides new families of smooth projective varieties over Fq satisfying Beilinson’s
conjecture such as for example products of elliptic curves (the Tate conjecture is
known for them by [79]). In particular the proof of [42] allows to revisit Geisser’s
result [24, Theorem 3.3](9).

10.1. The Tate conjecture. — We refer to [81] and [61, §8] for a more detailed
account of the Tate conjecture. Let F be a field finitely generated over its prime
subfield and F a separable closure of F . We denote by ` a prime number different
from the characteristic of F and we let X/F be a smooth projective variety. The
geometric `-adic cohomology group H2r

ét (X,Q`(r)) is a finite dimensional Q`-vector
space with a continuous action of the profinite group GF := Gal(F/F ). The image
of the `-adic cycle class map CHr(X)→ H2r

ét (X,Q`(r)) is contained in the subspace
of points left fixed under the action of the Galois group. Since the Q`-vector space
spanned by the image of the `-adic cycle class map is isomorphic to the subspace
Arhom(X;Q`) of cycles with Q`-coefficients modulo homological equivalence, the cycle
class map gives an injection

Arhom(X;Q`) ↪→ H2r
ét (X,Q`(r))GF .

The cohomological Tate conjecture asserts that the subspace of cohomology classes
left fixed under Galois is precisely the Q`-vector space Arhom(X;Q`) spanned by the
image of the `-adic cycle class map.

Tate conjecture CTC(X) 10.1. — The geometric `-adic cycle class map

CHr(X;Q`)→ H2r(X,Q`(r))Gk (16)

is a surjective morphism for any nonnegative integer r.

This conjecture is widely opened and known in some scattered cases. Even for
abelian varieties the result is not known in general. It has been proved for the h1 part

(9)The proofs in [42] and [24] are applications of a method introduced by Soulé [78]. They both rely
on a nilpotence result, namely Jannsen’s theorem 4.8 in [24] and Kimura’s theorem 4.29 in [42].



FINITE DIMENSIONAL MOTIVES AND APPLICATIONS 43

of an abelian variety(10) in the work of Tate and Zarhin for positive characteristic and
in the work of Faltings for characteristic zero. Over a finite field more is known:

– in [78] Soulé proves the conjecture for varieties of abelian type and dimension
at most three(11);

– in [79] M. Spiess proves the conjecture for product of elliptic curves.
We consider now only the case of a finite field. The conjecture CTC(X) is then a weak
form of the conjecture that relates the order of the pole of the Hasse-Weil Zeta function
of X to the dimension of the space of codimension r cycles with Q-coefficients modulo
numerical equivalence. As shown in [81, Theorem 2.9] the conjunction of CTC(X)
and D(X) is equivalent to the strong Tate conjecture:

Tate conjecture TC(X) 10.2. — We have

ords=rζ(X, s) = −dimQA
r
num(X;Q)

for all nonnegative integers r.

The relation between the weak and the strong form of the Tate conjecture is also
given by the partial semi-simplicity conjecture.

Conjecture 10.3. — 1 is not a multiple root of the minimal polynomial of Frobenius
acting on H2r

ét (X,Q`(r)) for any nonnegative integer r.

As shown in [81, Theorem 2.9] the strong form TC(X) is equivalent to the con-
junction of the weaker form CTC(X) and the partial semi-simplicity conjecture 10.3.
Since the later is known for varieties of abelian type (see e.g. [42, Lemma 1.9]) the
conjecture TC(X) is equivalent to its weaker form CTC(X) for those varieties.

10.2. Motives over finite fields. — Four results give very powerful tools to study
motives over finite fields:

– the proof of the Weil conjecture by Deligne (see also [50]);
– Jannsen’s semi-simplicity theorem;
– the nilpotence theorem;
– the existence of the Frobenius automorphism.

For more about the interplay between motives over finite fields and Frobenius we
refer to [62]. In [78] Soulé introduces a very efficient weight argument(12) to prove
the vanishing of some Q-vector space H attached to a motive M . This method is
latter used by Geisser [24, Theorem 3.3] to obtain a conditional result on Parshin’s
conjecture, and roughly speaking works as follows:

(10)Both sides of (16) are meaningful for Chow motives, so it makes sense to state the cohomological
Tate conjecture in that setting.
(11)This statement is actually a slight strengthening of the original result proved by Soulé, see [44,
Example 75.1,Theorem 82].
(12)This argument is explained in the introduction of [78].
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– first you have to find a constant λ ∈ Q such that Frobenius acts on H as
multiplication by λ;

– then you have to find a polynomial P ∈ Q[t] such that the endomorphism P (FM )
acts by zero on H;

– at last you must prove that λ is not a root of P .
In practice the constant λ is related to the weight of H and the polynomial P is some
power (produced if needed by the use of the nilpotence theorem) of the characteristic
or minimal polynomial associated to the action of Frobenius on some Weil cohomology
group, K-theory group or motivic cohomology group. The deepest part is then to
prove that the constant by which Frobenius acts is not a root of this polynomial for
this is achieved through either the Weil conjecture or the Tate conjecture.

For the application of this argument to the Beilinson conjecture in [42], the Tate
conjecture is used via proposition 10.6. To state this result we need to recall some
facts about Frobenius of numerical motives.

Lemma 10.4. — LetM be a simple numerical motive. The algebra Q[FM ] generated
by FM in Endnum(M) is a finite extension of Q.

Proof. — It is enough to remark that the algebra generated by Frobenius Q[FM ] is
a commutative subalgebra of Endnum(M) which is a finite dimensional Q-division
algebra by Jannsen’s semi-simplicity theorem.

By lemma 10.4 the Frobenius automorphism FM of a simple numerical motive
defines an algebraic number up to conjugacy by the absolute Galois group GQ :=
Gal(Q/Q) of Q. In the sequel we denote by

[FM ] ∈ GQ\Q

the conjugacy class of FM . In [62] Milne has studied the properties of the category
of numerical motives Mnum(Fq)Q over Fq under Tate conjecture TC. He shows then
that simple numerical motives are entirely known through their associated Frobenius
isomorphism. Let Σ(Mnum(Fq)Q) be the set of isomorphism classes of simple numerical
motives. Recall that an algebraic number α is said to be a Weil q-number of weight
m if

1. for every embedding ρ : Q[α] ↪→ C we have |ρ(α)| = qm/2,
2. for some nonnegative integer n the number qnα is an algebraic integer,

and let GQ\W (q) be the conjugacy classes of Weil q-numbers under the action of the
absolute Galois group GQ of Q. Then the Honda-Tate flavoured(13) result proved in
[62, Proposition 2.6] is the following statement:

(13)The proof that the map of proposition 10.5 is onto uses indeed the classification up to isogenies
of simple abelian varieties over Fq in terms of their associated Weil q-number obtained by Honda and
Tate [36]. Furthermore the arguments in [62] shows that Mnum(Fq)Q is generated as a Tannakian
category by the full tensor subcategory Mnum(Fq)ab

Q of motives of abelian type.
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Proposition 10.5. — Assume Tate’s conjecture TC i.e. that TC(X) holds for any
smooth projective variety X/Fq. The map

Σ(Mnum(Fq)Q) −→ GQ\W (q)
M 7→ [FM ]

is a bijection.

In [24, Theorem 2.7] Geisser has proved the converse statement by showing that
proposition 10.5 is in fact equivalent to Tate’s conjecture TC given in 10.2. In [62]
the strong form of Tate’s conjecture is assumed once for all to be true for all smooth
projective varieties. However if one does not want to do so, and has a closer look at
the proof of proposition 2.6 in loc.cit. we see that the following result holds:

Proposition 10.6. — Let X/Fq be a smooth projective variety satisfying TC(X) and
r an integer. Then for each simple factor M of h(X) one has [FM ] = qr if and only
if M is isomorphic to Lr.

10.3. Beilinson conjecture. — As a consequence of his conjecture on the exis-
tence of a very special filtration on Chow groups [6], Beilinson was led over finite
fields to the conjecture that up to torsion there exists only one adequate equivalence
relation on algebraic cycles. Let X/Fq be a smooth projective variety:

Beilinson conjecture Be(X) 10.7. — Rational and numerical equivalences agree
on X up to torsion, in other words the maps

CHr(X;Q)→ Arnum(X;Q)

are isomorphisms for all nonnegative integers r.

That numerical and homological equivalences agree is of course the content of the
standard conjecture D(X). What is so specific to finite fields and also needs to kill
torsion is the statement that rational and homological equivalence should also agree.
This strong strengthening of the standard conjecture follows from the fact that finite
fields offer, as far as the BBM conjecture is concerned, the simplest picture possible.
Indeed we have the following application of Soulé’s argument (see [39, Theorem 4.16]):

Theorem 10.8. — The BBM filtration over Fq is trivial i.e. for any smooth projec-
tive X/Fq and all nonnegative integers r we have

F νBBMCHr(X;Q) = F 1
BBMCHr(X;Q) = 0

for any integer ν > 1.

Proof. — Fix a Weil cohomology theory H∗ with coefficients in K and consider the
characteristic polynomial Pr ∈ K[T ] of the action of the Frobenius FX on the r-th
cohomology group Hr(X):

Pr = det(FX − T id | Hr(X)).
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Using the Weil conjecture and the result of Katz and Messing [50, Theorem 2], this
polynomial is independent of the chosen Weil cohomology and its roots are Weil q-
numbers of weight r. By Cayley-Hamilton’s theorem Pr(FX) = 0, and so for a positive
integer ν we have P2r−ν(FX) = 0 as endomorphisms of H2r−ν(X). The properties
of the BBM filtration imply then that P2r−ν(FX) acts as zero on GrνBBMCHr(X;Q).
On the other hand Soulé [78, Proposition 2] has proved that on CHr(X;Q) the
Frobenius FX is the multiplication by qr. Therefore P2r−ν(FX) is the multiplication
by P2r−ν(qr) on the ν-th graded piece of the BBM filtration and it is enough to check
that P2r−ν(qr) is non zero. This follows from the Weil conjecture since qr is not a
Weil q-number of weight 2r − ν and so cannot be a root of P2r−ν .

As the first step of the BBM filtration is given by elements α ∈ CHr(X;Q) that
are homologically zero the above theorem proves that over a finite field the BBM
conjecture implies that homological equivalence coincides with rational equivalence
up to torsion.

The main theorem of [42] allows to deduce the Beilinson conjecture from the Tate
conjecture for smooth projective varieties of abelian type. Before this result the only
non trivial known cases were proved in all codimension by Soulé in [78] for smooth
projective varieties of abelian type and dimension at most three and the conjecture
was also known for 0-cycles by the work of K. Kato and S. Saito [49].

10.4. Beilinson conjecture and finite dimensionality. — We now turn to the
interplay between Tate conjecture and finite dimensionality, namely the proof that the
conjunction of Tate’s conjecture TC(X) and Kimura-O’Sullivan’s conjecture KS(X)
implies Beilinson’s conjecture Be(X) and Parshin’s vanishing conjecture [24, 42]. By
theorem 6.3 we know that Chow motives of smooth projective varieties of abelian type
are finite dimensional, therefore in practice the above implication allows to deduce
the Beilinson conjecture from the known cases of the Tate conjecture. Recall first
Parshin’s vanishing conjecture:

Parshin conjecture Pa(X) 10.9. — Let X/Fq be a smooth projective variety and
a > 0 an integer. Then Ka(X)Q = 0.

We are now ready to state the main theorem of [42].

Theorem 10.10. — Let X/Fq be a smooth projective variety. Then the conjunc-
tion of Tate’s conjecture TC(X) and Kimura-O’Sullivan’s conjecture KS(X) implies
Beilinson’s conjecture Be(X) and Parshin’s vanishing conjecture Pa(X).

Proof. — Fix a nonnegative integer r. Using Jannsen’s semi-simplicity theorem the
numerical motive h(X) decomposes into a direct sum of simple motives

h(X) = N1 ⊕ · · · ⊕Ns. (17)
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By assumption h(X) is finite dimensional, therefore the nilpotence theorem allows to
lift the decomposition (17) to a decomposition of finite dimensional Chow motives

h(X) = M1 ⊕ · · · ⊕Ms.

such that Mi is a simple numerical motive. Since we have

CHr(X;Q) = Homrat(Lr, h(X)) =
s⊕
i=1

Homrat(Lr,Mi)

as well as the analogous decomposition for numerical equivalence, it is enough to
prove that the maps

Homrat(Lr,Mi)→ Homnum(Lr,Mi)

are isomorphisms. We may assume that Mi is not isomorphic to Lr. Let Πi ∈ Q[T ]
be the minimal polynomial of the Frobenius automorphism FMi

. Since Endnum(Mi)
is a finite dimensional Q-division algebra, this is an irreductible polynomial and using
once again the nilpotence theorem, Cayley-Hamilton’s theorem assures that there
exists a nonnegative integer N such that

Πi(FMi
)N = 0

in Endrat(Mi). Let α : Lr →Mi be a morphism. Since FMi
◦ α = qrα, we have

Πi(qr)(α) = Πi(FMi
)N (α) = 0

and it remains to check(14) that Πi(qr) 6= 0. Since we have assumed that Mi is non
isomorphic to Lr, the nilpotence theorem implies thatMi is also non isomorphic to Lr.
By proposition 10.6 we have therefore FMi

6= qr and thus the irreductible polynomial
Πi is not equal to T − qr. The proof of the other implication is similar using the
eigenspaces for the Adams operations on K-theory [24, Theorem 3.3].

Then we have the following corollary:

Corollary 10.11. — Let X/Fq be a smooth projective variety of abelian type such
that conjecture CTC(X) holds. Then Beilinson conjecture Be(X) and Parshin conjec-
ture Pa(X) are also true.

Proof. — It is enough to see that for a smooth projective variety of abelian type
X/Fq the cohomological Tate conjecture implies the full Tate conjecture.

(14)Until now we have only used the finite dimensionality assumption. The assumption that TC(X)
holds is only used via proposition 10.6.
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11. Motivic Zeta function

11.1. Kapranov’s definition. — The idea of a motivic Zeta function can be traced
back to insights of Grothendieck [13, Grothendieck 24/09/1964] among those where
the existence of a motivic Euler characteristic with compact support which allows to
attach to each variety a virtual Chow motive [13, Grothendieck 16/08/1964]. Building
upon the case of the Hasse-Weil series, M. Kapranov defines in [47] a motivic Zeta
function for each quasi-projective variety X. This is a power series with coefficients in
a K-group of isomorphism classes of varieties over F modulo the cutting and pasting
relation. The construction of a motivic Euler characteristic with compact support
was achieved by H. Gillet and C. Soulé in [25] and is stated in terms of the above
mentioned K-group: see theorem 11.14.

More precisely consider the following K-group of isomorphism classes of varieties
over F modulo the cutting and pasting relation:

K0(VarF ) =

Free abelian group
on isomorphism classes
of varieties with relation
[X] = [Z] + [X \ Z]
for Z closed subvariety.

Let E be a rank n vector bundle over X and denote by L the class of A1 in our
K-group. Then we have [E] = Ln · [X] as well as a projective bundle formula

[P(E)] = [1 + L + · · ·+ Ln−1] · [X]

and thus L is somehow analogous to the Lefschetz motive in the usual category of
Chow motives.

Remark 11.1. — In case the field F is perfect we get exactly the same ring if in the
definition we restrict ourselves to smooth varieties. In characteristic zero we may even
find a presentation by smooth projective varieties as we shall see in theorem 11.7.

If A is a ring we denote by 1+AJtK+ the multiplicative group of formal power series
with constant coefficient equal to 1. Following Kapranov [47] one can associate to a
quasi-projective variety X a motivic Zeta function given by the formal power series

Z(X, t) =
∞∑
i=0

[SymnX]tn ∈ 1 +K0(VarF )JtK+ (18)

with coefficients in K0(VarF ). Given a ring A one can define an A-valued additive
invariant of algebraic varieties as a map of ring(15)

K0(VarF ) µ−→ A.

(15)These maps of rings are also called motivic measures in the works of Kapranov [47] and M.
Larsen-V. Lunts [54, 55]. We follow here the terminology of [18], the motivic measure being the
measure defined on a reasonable class of subsets of the arc space of X in motivic integration theory.
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Then for any such additive invariant of algebraic varieties, the motivic zeta function
specializes to a power series with coefficients in the ring A

Zµ(X, t) =
∞∑
i=0

µ([SymnX])tn ∈ 1 +AJtK+.

Example 11.2. — Euler characteristics with compact support associated with usual
cohomology theories provide such additive invariant of algebraic varieties. For exam-
ple if F = C then Betti cohomology defines an additive invariant

µBetti([X]) =
∑
i

(−1)i dimHi
c(X(C),C).

Similarly one can consider `-adic cohomology with compact support for a prime ` not
equal to the characteristic of F . In case F = C Deligne’s mixed Hodge theory [16]
provides also an additive invariant. Indeed each Hi

c(X(C),C) carries a natural mixed
Hodge structure (see e.g. [21, 3.7.14]) and we get a additive invariant by taking the
Hodge polynomial

H(X)(u, v) =
∑
p,q

∑
i>0

(−1)ihp,q(Hi
c(X(C),C))

upvq
where hp,q(Hi

c(X(C),C)) is the (p, q)-Hodge number of the mixed Hodge structure
carried by Hi

c(X(C),C). However very important additive invariants also arise by
simpler means. Indeed if F = Fq then counting the number of rational points over Fq
of a variety X is an additive invariant

µHW(X) = |X(Fq)|

and the associated Zeta function coincides with the usual Hasse-Weil series ofX which
was proved to be rational by B. Dwork [20].

In [47] Kapranov raised the question of the existence of a motivic proof of Dwork’s
theorem. This amounts to ask whether the rationality of the Hasse-Weil Zeta series
lifts to the Grothendieck ring K0(VarF ) and for this one has to look at rationality for
power series in ring that may fail to be integral domains(16). In this context there are
several possible definitions which may not be equivalent and we refer to [55, §2] for
a review of them. To be precise in the sequel a formal power series in 1 +AJtK+ will
be said to be rational if it may be written as the quotient of two polynomials with
constant coefficient equal to 1, in particular it is then rational in the sense of [55,
Definition 2.1]. The « naive » rationality conjecture may then be stated as follows:

Rationality conjecture 11.3. — The motivic Zeta series (18) of a quasi-projective
variety X is rational.

(16)Indeed B. Poonen has proved in [68] that K0(VarF ) may not a domain (see remark 11.13).
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Any proof of conjecture 11.3 would also provide a proof of the rationality of any
Zeta series gotten from some additive invariant such as the Hasse-Weil series. Kapra-
nov managed in his original article to give some pieces of evidence in direction of this
conjecture.

Theorem 11.4 (Kapranov [47]). — Let X be smooth irreductible projective curve
with a line bundle of degree 1. Then for any additive invariant

K0(VarF ) µ−→ A

such that A is a field and µ(L) 6= 0, the Zeta series Zµ(X, t) is rational.

However in [55, Theorem 7.6] Larsen-Lunts proved that conjecture 11.3 cannot be
true as stated by exhibiting some counter example:(17)

Theorem 11.5. — Let X/C be a complex smooth projective surface with Kodaira
dimension > 0. Then there exist a field H and an additive invariant

K0(VarF ) µ−→ H

such that µ(L) = 0 and the Zeta series Zµ(X, t) is not rational. In particular the Zeta
series (18) is not rational.

Although theorem 11.5 proves that conjecture 11.3 cannot be true, there are still
hopes for a motivic proof of Dwork’s theorem. Indeed if one looks at the theorems 11.4
and 11.5 one sees that the additive invariants considered in those statements behave
orthogonally with respect to the class of the affine line L. This is where birational ge-
ometry appears and provides a better understanding of the kind of rationality results
we might still expect to be true.

11.2. Birational invariants. — We will assume throughout this subsection that
F is a field of characteristic zero. As we have said before the class of the affine
line L is very similar to the Lefschetz motive and indeed Gillet-Soulé motivic Euler
characteristic with compact support sends L to the Lefschetz motive. Recall that in
the case of motives, the Lefschetz motive

L ∈ Meff
rat(F ;Q)

in the category of effective Chow motives has two different fates:
– one can invert L in order to get the category of (non effective) Chow motives

Mrat(F ;Q) = Meff
rat(F ;Q)[L−1];

(17)We refer to [55] to some further developments in this direction. Note that the original formulation
of Kapranov [47, Remark 1.3.5.b] is not as precise as the statement of conjecture 11.3.
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– one can also impose the relation L = 0 and this leads to birational Chow mo-
tives(18) and birational geometry.

As we shall see the same holds true for additive invariant. A central result in what
follows is the following result known as weak factorization theorem:

Theorem 11.6. — (Włodarczyk [85], Abramovich and al. [2]) Let φ : X 99K Y be a
birational map between smooth proper connected varieties and U ⊂ X an open subset
where φ is an isomorphism. Then φ can be factored into a sequence of blow-ups and
blow-downs with smooth centers disjoint from U : there exists a sequence of birational
maps

X = X1
φ1
99K X2

φ2
99K · · ·

φr−1
99K Xr−1

φr
99K Xr = Y

with φ = φr ◦ φr−1 ◦ · · · ◦ φ1 such that each φi is an isomorphism over U and either
φi or φ−1

i is a blow-up with smooth center disjoint from U .

Using the weak factorization theorem and resolution of singularities, F. Heinloth
provides in [7] a simpler description of the Grothendieck group of varieties having a
strong birational flavor. More precisely let Kbl

0 (VarF ) denotes the free abelian group
on isomorphism classes of smooth projective varieties modulo the blow-up relation

[BlYX]− [E] = [X]− [Y ]

where X is smooth projective, Y is a smooth closed subvariety of X, BlYX is the
blow-up of Y in X and E is the exceptional divisor of this blow-up. Then we have
the following result:

Theorem 11.7 (Bittner [7]). — Then the canonical morphism

Kbl
0 (VarF )→ K0(VarF )

is an isomorphism.

Idea of the proof. — The theorem is proved by constructing an explicit inverse to the
natural morphism. For this take a smooth connected variety(19) X of dimension d

and a smooth compactification X → X such that D = X \ X is a normal crossing
divisor. LetD(k) be the disjoint union of the the k-fold intersections of the irreductible
components of D and consider the element

d∑
k=0

(−1)k[D(k)]

in Kbl
0 (VarF ). It is then enough to show that this element does not depend on the

chosen compactification and that this definition satisfies the cut and paste relation.

(18)We refer to [46] for a precise construction of birational motives either in Chow theory or in
Voevodsky’s triangulated setting.
(19)Using smooth stratifications and the cut and paste relation one sees that K0(VarF ) may also be
presented by smooth connected varieties.
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The weak factorization theorem is used to prove that the independence of the com-
pactification by reducing the proof to the case where one compactification is a blow-up
of the other one which can be handle out explicitly using the blow-up relation.

Recall now that an additive invariant µ is said to be birational (stably birational)
when µ(X) = µ(X ′) for X and X ′ birational (stably birational(20)) smooth proper
connected varieties.

Remark 11.8. — For a birational additive invariant µ we have

µ(Pn) = 1 µ(Ln) = 0

for any positive integer n. Indeed it is enough to show that µ(P1) = 1 since Pn and
(P1)n are birational and [P1] = 1 + L. For this consider the blow-up B of a point in
a smooth proper connected surface X. Then the class of the exceptional divisor E
satisfies [E] = [P1] and using birational invariance and the cut and paste relation we
deduce that

µ(X) = µ(B) = µ(E) + µ(X)− 1
= µ(P1) + µ(X)− 1.

This implies the desired relation µ(P1) = 1.

Consider the free abelian group Z[SB] on stable birational equivalence classes of
smooth proper connected varieties over F . Then a stable birational invariant on
algebraic varieties may be seen as a map of ring

µ : Z[SB]→ A

where A is a ring. As proved by Larsen-Lunts in [54] stable birational invariants are
always additive i.e. satisfy the paste un cup relation. This is an easy corollary of
theorem 11.7 which was not yet available when [54] was written. The original proof
in [54] although it does not rely on theorem 11.7 uses the same kind of ideas and the
weak factorization theorem too.

Corollary 11.9 (Larsen-Lunts [54]). — There exists a natural morphism of rings

µSB : K0(VarF )→ Z[SB] (19)

such that µSB(X) = [X] for a smooth projective variety X.

(20)Recall that X and X′ are stably birational if there exist k, l > 0 such that X × Pk and Y × Pl

are birational. When Char(F ) = 0 any connected variety is birational to a smooth proper (even
projective) connected variety, thus it is then enough to define a birational invariant on smooth
proper (even projective) varieties.
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Proof. — Consider a smooth projective varietyX and the blow-up BlYX with smooth
center Y . Then BlYX and X are birational and the exceptional divisor E is stably
birational to Y thus the blow-up relation

[BlYX]− [E] = [X]− [Y ]

is satisfied in Z[SB] and the result follows from theorem 11.7.

Proposition 11.10 (Larsen-Lunts [54]). — The kernel of the map (19) is the
principal ideal (L) generated by the class of the affine line L and therefore

K0(VarF )/(L) = Z[SB].

Proof. — Since µSB is stably birational, we must have µSB(Pn) = 1 and therefore
µSB(L) = 0. Now take an element in kerµSB and write it as a linear combination

[X1] + · · ·+ [Xr]− [Y1]− · · · − [Ys]

where Xi and Yj are smooth proper connected varieties. Then

[X1]SB + · · ·+ [Xr]SB − [Y1]SB − · · · − [Ys]SB = 0

in Z[BS] and so r = s and after renumbering Xi and Yi may be assume to be stably
birational. It is enough to prove that [Xi]− [Yi] belongs to (L). Since

[X × Pk] = [X] + L · (1 + L + · · ·+ Lk−1) · [X]

we may even assume that Xi and Yi are birational. Now using the weak factorization
theorem we may as well assume that Xi is a blow-up of Yi with smooth connected
center Z. If E is the exceptional divisor of this blow-up we have then

[Xi]− [Yi] = [E]− [Z] = (1 + L · · ·+ Lc−1) · [Z]− [Z]
= (L · · ·+ Lc−1) · [Z]

where c is the codimension of Z in Y . The proposition follows.

Corollary 11.11 (Larsen-Lunts [54]). — For any additive invariant

µ : K0(VarF )→ A,

the following properties are equivalent:
1. µ(L) = 0;
2. µ is birational;
3. µ is stably birational.

Proof. — By remark 11.8 we already know that for a birational invariant one has
µ(L) = 0. Conversely assuming µ(L) = 0 we have by proposition 11.10 a natural



54 FLORIAN IVORRA

factorization
K0(VarF ) µSB //

µ

&&

Z[SB]

��
A

and thus µ is stably invariant.

11.3. Rationality conjectures. — Let us go back to theorems 11.4 and 11.5. One
sees that the additive invariants considered in Kapranov’s theorem 11.4 are the non
birational ones whereas Larsen-Lunts counterexample is provided by a birational in-
variant. Counting rational points of varieties over finite fields is surely not a birational
invariant and thus there is still hope for a motivic proof of Dwork’s theorem. In views
of Larsen-Lunts’ results one must deal only with non birational invariant as far as
rationality is concerned. Let us introduce the naive motivic ring of varieties as the
localization

MF = K0(VarF )[L−1]

and denote by [X]M the class of a varieties inMF . This construction is pretty similar
to the one of Chow motives from effective Chow motives and one may still believe in
the following conjecture:

Rationality conjecture 11.12. — Let X/F a variety. Then the Zeta function
given by the formal power series

ZM(X, t) =
∞∑
i=0

[SymnX]Mtn ∈ 1 +MF JtK+

with coefficients inMF JtK is rational.

Remark 11.13. — It is strongly believed that the localization map K0(VarF ) →
MF is not injective. Poonen has proved in [68] that for a field of characteristic zero
K0(VarF ) was not a domain. However his proof uses a birational invariant and so
provides no information about zero divisors inMF .

11.4. Gillet-Soulé’s invariant. — As in the previous subsection we still assume
F to be a field of characteristic zero. The motivic Euler characteristic with compact
support was obtained by Gillet-Soulé as a special consequence of the constructions
in [25]. Another proof taking into account the equivariant case(21) was given by F.
Guillén and V. Navarro Aznar in [27]. This result is also a straightforward corollary
of theorem 11.7.

(21)The equivariant case is needed to get the formula (20) that involves symmetric powers.
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Theorem 11.14 (Gillet-Soulé [25], Guillén-Navarro Aznar [27], Bittner [7])
There exists a unique morphism of rings

µGS : K0(VarF )→ K0(Mrat(F ;Q))

such that in K0(Mrat(F ;Q))
µGS([X]) = [h(X)]

for X smooth projective. Furthermore

µGS([SymnX]) = [Snh(X)]. (20)

The additive invariant µGS is far from being birational and, since it sends the class
of the affine line to the class of the Lefschetz motive which is invertible, it even factors
through the naive motivic ring of varieties

µGS :MF → K0(Mrat(F ;Q))

Therefore as a special case of conjecture 11.12 one may believe in the following weaker
statement:

Rationality conjecture 11.15. — Let X/F a variety. Then the Zeta function
given by the formal power series

ZM(X, t) =
∞∑
i=0

[Snh(X)]tn ∈ 1 +K0(Mrat(F ;Q))JtK+

with coefficients in K0(Mrat(F ;Q))JtK is rational.

11.5. Rationality and finiteness. — As we shall see now the weaker rationality
conjecture 11.15 is a consequence of finite dimensionality.

Theorem 11.16 (André [3], Heinloth [34]). — Assume M ∈ A is finite dimen-
sional. Then the Zeta series

ZA(M, t) =
∞∑
i=0

[SnM ]tn

is rational.

Recall that if A is a ring 1+AJtK+ denotes the multiplicative group of formal power
series with constant coefficient equal to 1. Let λn and σn be the operations on K0(A)
induced by exterior powers and symmetric powers

λn[M ] = [ΛnM ] σn[M ] = [SnM ].

To an element a in K0(A) we can associate the formal powers series

λt(a) =
∞∑
i=0

λn(a)tn σt(a) =
∞∑
i=0

σn(a)tn
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and we obtain this way two morphisms of groups(22)

λt : K0(A)→ 1 +K0(A)JtK+ σt : K0(A)→ 1 +K0(A)JtK+

such that λt(a) = 1 + at+ · · · and σt(a) = 1 + at+ · · · . The rationality of Zeta series
is a consequence of the following formula that relates symmetric powers operations
and exterior powers operations.

Proposition 11.17. — Let M ∈ A be a finite dimensional object. Then we have the
relation

σt(M) = λ−t(M)−1.

In other words the following relation holds
∞∑
n=0

[SnM ]tn = 1
∞∑
n=0

[ΛnM ](−t)n
. (21)

Let us first assume that proposition 11.17 is true and show how to deduce from it
the rationality theorem.

Proof of theorem 11.16. — Assume

M 'M+ ⊕M− M+ even and M− odd

Then the Zeta series of M factors in terms of the Zeta series of the odd and even
parts

ZM(M, t) = ZM(M+, t) · ZM(M−, t).
Therefore one may assume that M is either even or odd. If M is odd then ZM(M, t)
is a polynomial and if M is even then the result follows from formula (21).

Recall that if A is a ring and a is any element of A then we have the relation
1

1− at = 1 + at+ a2t2 + · · ·+ antn + · · ·

in the ring of formal power series AJtK. As we shall see now by dévissage, the formula
(21) of proposition 11.17 is a consequence of this identity. To perform the reduction
steps we need some remarks.

Remark 11.18. — Let M and N two objects of A. Since λt and σt are morphisms
of abelian groups we have

λt([M ⊕N ]) = λt([M ] + [N ]) = λt([M ])λt([N ])
σt([M ⊕N ]) = σt([M ] + [N ]) = σt([M ])σt([N ])

and so formula (21) is true for M ⊕N as soon as it is true for M and N .

(22)These morphisms define on K0(A) two pre-λ-ring structures in the sense of [1, V, Definition 2.1].
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Remark 11.19. — Let B and C be two additive categories. The morphism on K0

K0(B)→ K0(C)

induced by an essentially surjective, conservative and full additive functor F : B→ C
is an isomorphism. When B is abelian an ambiguity appears, we can look at the
Grothendieck group of B as an additive or as an abelian category, the second one
being only a quotient of the first one. Indeed if L denotes the free abelian group
on isomorphism classes of objects of B, the Grothendieck group of B as an additive
category is the quotient of L obtained by imposing the relations [M ⊕N ] = [M ]+ [N ]
whereas its Grothendieck group as an abelian category is the quotient of L obtained
by imposing the relations [M ] = [M ′] + [M ′′] for any exact sequence

0→M ′ →M →M ′′ → 0.

For a semi-simple abelian category the two groups are the same.

Proof of proposition 11.17. — First let us assume that A is the abelian category
RepK(G) of algebraic representations of an affine group scheme G over K and that
M is a one dimensional representation. Since ΛnM = 0 for n > 2 and SnM = M⊗n

for all nonnegative n, we get the relations in K0(A)

[SnM ] = [M ]n and [ΛnM ] =


0 n > 2
[M ] n = 1
1 n = 0

and our relation (21) is simply
1

1− [M ]t = 1 + [M ]t+ [M ]2t2 + · · ·+ [M ]ntn + · · · .

The equality is then also true for a finite direct sum of one dimensional representations.
Now takeM to be any algebraic representation G→ GLn,K . Using the ring morphism

K0(RepK(GLn,K))→ K0(RepK(G))

induced by the restriction ⊗-functor RepK(G)→ RepK(GLn,K) we may assume that
G = GLn,K and that M is the tautological representation GLn,K → GLn,K . Now we
know by [76, Theorem 4] that the restriction morphism

K0(RepK(GLn,K))→ K0(RepK(Gnm,K))

is injective, so we may assume that G = Gnm,K and that M is the representation
Gnm,K → GLn,K induced by inclusion. This representation is a finite direct sum of
one dimensional representations and so satisfies the formula.

Let us now go back to the general case. We may assume thatM is even and replace
A by the thick strictly full rigid tensor subcategory generated by M . The category
has then a ⊗-generator and all Euler characteristic are nonnegative now. By theorem



58 FLORIAN IVORRA

4.31 the full and essentially surjective functor A→ A is conservative and so by remark
11.19 the morphism

K0(A)→ K0(A)
is an isomorphism. So we may assume that A = A is absolute semi-simple abelian
category in which Euler characteristics are nonnegative. By Deligne’s criterion A is
then an absolute semi-simple Tannakian category. Let E/K be a field extension over
which a fibre functor is defined. Since A is absolute semi-simple, the faithful functor
A→ AE induces an injection

K0(A)→ K0(AE).

We may finally assume that A is a semi-simple neutral Tannakian category which
has a ⊗-generator. By Tannaka theory A is equivalent to the category RepK(G) of
algebraic representations of an affine reductive K-group scheme and we are reduced
to the case considered above.

A different proof of this proposition is given in [34, §4.2]. Some developments
related to functional equations may be found in [34, 41].
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A
Leitfaden

We give below a synoptic view of the main implications discussed in this survey,
the obvious one are represented by dotted arrows. Remark that Jannsen’s theorem is
an unconditional statement.

Murre conjecture:

Chow-Künneth
decomposition
exist

Bloch conjecture:

The Abel-Jacobi map
for smooth complex
projective surfaces
with pg = 0 is
an isomorphism

Kimura-O’Sullivan
conjecture KS

+
standard conjecture C

KS

� 

Jannsen’s theorem:

Mnum(F ; Q) is abelian
semi-simple

BBM conjecture
+

Standard conjecture D

>F

Kimura-O’Sullivan
conjecture KS

Chow motives
are finite
dimensional

DL

nilpotence theorem

4<

+3

nilpotence theorem
"*

Rationality conjecture:

The motivic Zeta series
ZM(M, t) =

∑∞
i=0

[SnM ]tn

is rational

The functor
Mrat(F ; Q)→ Mnum(F ; Q)
is conservative
with kernel a nilideal

Tate conjecture TC
+

Kimura-O’Sullivan
conjecture KS

KS

��

Tate conjecture TC(X)
+

Kimura-O’Sullivan
conjecture KS(X)

over finite fields�!over finite fields }�

Beilinson
conjecture Be(X)

rat. eq. =Q num. eq

Parshin
conjecture Pa(X)

vanishing of higher
rational K-theory
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[69] A. A. Rŏıtman, Rational equivalence of zero-dimensional cycles, Mat. Sb. (N.S.)
89(131) (1972), 569–585.

[70] Markus Rost, Chow groups with coefficients, Doc. Math. 1 (1996), No. 16, 319–393
(electronic).

[71] , Some new results on the Chow groups of quadrics, Preprint (1996), Kthe-
ory/0165.

[72] , The motive of a Pfister form, Preprint (1998), http://www.math.uni-
bielefeld.de/ rost/data/motive.pdf.

[73] Louis H. Rowen, Ring theory. Vol. I, Pure and Applied Mathematics, vol. 127, Academic
Press Inc., Boston, MA, 1988.

[74] Neantro Saavedra Rivano, Catégories Tannakiennes, Springer-Verlag, Berlin, 1972, Lec-
ture Notes in Mathematics, Vol. 265.

[75] A. J. Scholl, Classical motives, Motives (Seattle, WA, 1991), Proc. Sympos. Pure Math.,
vol. 55, Amer. Math. Soc., Providence, RI, 1994, pp. 163–187.

[76] Jean-Pierre Serre, Groupes de Grothendieck des schémas en groupes réductifs déployés,
Inst. Hautes Études Sci. Publ. Math. (1968), no. 34, 37–52.

[77] A. M. Shermenev, The motive of an abelian variety, Funkt. Anal. 8 (1974), 47–53.
[78] C. Soulé, Groupes de Chow et K-théorie de variétés sur un corps fini, Math. Ann. 268

(1984), no. 3, 317–345.
[79] Michael Spieß, Proof of the Tate conjecture for products of elliptic curves over finite

fields, Math. Ann. 314 (1999), no. 2, 285–290.
[80] Ross Street, Ideals, radicals, and structure of additive categories, Appl. Categ. Struc-

tures 3 (1995), no. 2, 139–149.
[81] John Tate, Conjectures on algebraic cycles in l-adic cohomology, Motives (Seattle, WA,

1991), Proc. Sympos. Pure Math., vol. 55, Amer. Math. Soc., Providence, RI, 1994,
pp. 71–83.

[82] Vladimir Voevodsky, Triangulated categories of motives over a field, Cycles, transfers,
and motivic homology theories, Ann. of Math. Stud., vol. 143, Princeton Univ. Press,
Princeton, NJ, 2000, pp. 188–238.

[83] , Motivic cohomology with Z/2-coefficients, Publ. Math. Inst. Hautes Études Sci.
(2003), no. 98, 59–104.

[84] Claire Voisin, Théorie de Hodge et géométrie algébrique complexe, Cours Spécialisés
[Specialized Courses], vol. 10, Société Mathématique de France, Paris, 2002.



64 FLORIAN IVORRA

[85] Jarosław Włodarczyk, Toroidal varieties and the weak factorization theorem, Invent.
Math. 154 (2003), no. 2, 223–331.

Florian Ivorra, FB Mathematik, Universität Duisburg-Essen, 45117 Essen, Germany
E-mail : florian.ivorra@uni-due.de


