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Spectral Theory

CC1, Correction

Question. Give an example of a Hilbert separable complex space which is of infinite
dimension. Write down the corresponding inner product.

Just take ℓ2(N;C) with

∀𝑢 = (𝑢𝑛) ∈ ℓ2, ∀𝑣 = (𝑣𝑛) ∈ ℓ2, ⟨𝑢, 𝑣⟩ =
∞∑︁

𝑛=0
�̄�𝑛𝑣𝑛.

Or just take 𝐿2(R;C) with

∀𝑢 =∈ 𝐿2, ∀𝑣 ∈ 𝐿2, ⟨𝑢, 𝑣⟩ =
∫︁
R

�̄�(𝑥)𝑣(𝑥) 𝑑𝑥.

Exercise 1. Let ⟨·, ·⟩ be some inner product on C𝑛, where 𝑛 ∈ N*. Fix some complex
unitary matrix 𝐴 of size 𝑛 × 𝑛, which means that 𝐴* = 𝑡𝐴 = 𝐴−1.
1.1. Give an example of a non diagonal unitary matrix 𝐴 which is of size 2 × 2.

It suffices to give the matrix of a rotation of angle 𝜃 ̸= 0(𝜋), like

𝐴 =
(︃

cos 𝜃 sin 𝜃
− sin 𝜃 cos 𝜃

)︃

1.2. Let 𝜆 be an eigenvalue of 𝐴. Prove that |𝜆| = 1.

Let 𝑥 ̸= 0 be an eigenvector associated with 𝜆. Then

⟨𝐴𝑥, 𝐴𝑥⟩ = ⟨𝜆𝑥, 𝜆𝑥⟩ = |𝜆|2 ‖ 𝑥 ‖2= ⟨𝑥, 𝐴*𝐴𝑥⟩ = ⟨𝑥, 𝐴−1𝐴𝑥⟩ =‖ 𝑥 ‖2 .

It follows that |𝜆|2 = 1 which is possible only if |𝜆| = 1.

1.3. Show that the eigenvectors corresponding to distinct eigenvalues are orthogonal.

Let 𝑥 ̸= 0 and 𝑦 ̸= 0 be two eigenvectors which are respectively associated with the distinct
eigenvalues 𝜆 and 𝜇 (we have 𝜆 ̸= 𝜇). Then

⟨𝐴𝑥, 𝐴𝑦⟩ = ⟨𝜆𝑥, 𝜇𝑦⟩ = 𝜆�̄�⟨𝑥, 𝑦⟩ = ⟨𝑥, 𝐴*𝐴𝑦⟩ = ⟨𝑥, 𝐴−1𝐴𝑦⟩ = ⟨𝑥, 𝑦⟩.

Since |𝜇| = 1, we have �̄� = 𝜇−1, and therefore

𝜇−1(𝜆 − 𝜇)⟨𝑥, 𝑦⟩ = 0,

which implies ⟨𝑥, 𝑦⟩ = 0.



1.4. Prove that there is an orthogonal basis of the whole space, consisting of eigenvectors.

Let 𝜆 be an eigenvalue of 𝐴 associated with the eigenvector 𝑥 ̸= 0. The vector space

𝐹 ⊥, 𝐹 := {𝜇𝑥; 𝜇 ∈ C}

is of dimension 𝑛 − 1 and it is stable under the action of 𝐴 since

∀𝑦 ∈ 𝐹 ⊥, ⟨𝐴𝑦, 𝑥⟩ = ⟨𝑦, 𝐴*𝑥⟩ = ⟨𝑦, 𝐴−1𝑥⟩ = 𝜆−1⟨𝑦, 𝑥⟩ = 0.

Look at the restriction 𝐴|𝐹 and apply an iterative argument.

Exercise 2. We denote by ⟨·, ·⟩ the inner product on 𝐿2(R;C), with associated norm
‖ 𝑢 ‖. By a spectral argument coming from the course, prove that

∀𝑢 ∈ 𝒮(R), ‖ 𝑢 ‖2≤ ⟨(−𝜕2
𝑥𝑥 + 𝑥2)𝑢, 𝑢⟩,

where 𝒮(R) is the Schwartz space.

We have seen in the course that 𝐿2(R;C) admits some orthogonal basis (𝑢𝑛)𝑛≥1 made of
eigenvectors of the harmonic operator −𝜕2

𝑥𝑥 + 𝑥2, with eigenvalues 2𝑛 − 1. Thus, any 𝐿2

function 𝑢 can be decomposed according to

𝑢 =
∞∑︁

𝑛=1
𝛼𝑛𝑢𝑛, 𝛼𝑛 ∈ C.

It suffices to remark that

‖ 𝑢 ‖2=
∞∑︁

𝑛=1
|𝛼𝑛|2 ≤

∞∑︁
𝑛=1

(2𝑛−1)|𝛼𝑛|2 = ⟨
∞∑︁

𝑛=1
(2𝑛−1)𝛼𝑛𝑢𝑛,

∞∑︁
𝑛=1

𝛼𝑛𝑢𝑛⟩ = ⟨(−𝜕2
𝑥𝑥 +𝑥2)𝑢, 𝑢⟩.

Exercise 3. On 𝒮(R), consider the operators 𝐿+ := −𝜕𝑥 +𝑥 and 𝐿− := 𝜕𝑥 +𝑥. Compute
the commutator [𝐿+; 𝐿−].

Given 𝜙 ∈ 𝒮(R), we have to compute
[𝐿+; 𝐿−]𝜙 = 𝐿+𝐿−𝜙 − 𝐿−𝐿+𝜙 = 𝐿+(𝜕𝑥𝜙 + 𝑥𝜙) − 𝐿−(−𝜕𝑥𝜙 + 𝑥𝜙)

= −𝜕𝑥(𝜕𝑥𝜙 + 𝑥𝜙) + 𝑥(𝜕𝑥𝜙 + 𝑥𝜙) − 𝜕𝑥(−𝜕𝑥𝜙 + 𝑥𝜙) − 𝑥(−𝜕𝑥𝜙 + 𝑥𝜙)
= −𝜙 − 𝑥𝜕𝑥𝜙 + 𝑥𝜕𝑥𝜙 + 𝑥2𝜙 − 𝜙 − 𝑥𝜕𝑥𝜙 + 𝑥𝜕𝑥𝜙 − 𝑥2𝜙 = −2𝜙.

In other words [𝐿+; 𝐿−] = −2.


