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A Note on Uniform Observability D, ==DiA, — AI'D, + 0,0,0, Do =0 @)
Bernard Delyon then

P <Ot +07'D,0 ! ©)

Abstract—We prove in this note that the classical inequality T
P < (9 + C, relating the variance of the Kalman filter estimate, as soon ag);” exists. Furthermore, one has
the observab|||ty matrix, and the controllability matrix is not true. This ) 't
inequality is the cornerstone of the asymptotic stability theory of the Os /
Kalman filter for time-varying systems. We provide another inequality of 0

the same type. ot
. . . . . D, < eQO(f’_S)
Index Terms—Kalman filter, time-varying, uniform observability. b= 0

a= sup |4
0<s<t

Os[”N1Q: || ds.

Some classical comments, which are shared by both lemmas, are in
order.
2) The important point here is that the bound is independeR of
This allows indeed to get bounds &, ¢ > 0, by considering

|. INTRODUCTION

We consider the following system:

= Ay + v¢ the system on a finite-time intervel — o, ¢):
P, remains bounded if for all the solutions to (1) and (2)
=Cir +w, over (¢ — o, t) with initial conditionO;—, = D¢_, = 0 satisfy
vsvl  vewi Q¢ Ry o7 + o7 ' Do | < ©
E ( . T) = ( . ) 5(t — s). 3) A bound onD; is easily obtained assuming boundednesd of
Wsvp  Wswy Iy S and integrability of|W;|| + || Q.|| over finite intervals. The main
with an initial value with Gaussian distributian, ~ A (&, Fy). The condition is the invertibility ofO: .
corresponding Kalman filter is 4) The caseR, # 0 is actually covered via simple changes4n
, andQ:.
Pr= Ay + (PfoT + R,,) St (G = Cuidie) 5) SinceP; ! satisfies

Prl=—P7ta, - AP Y+ W, - PTRQ. P

. - another application of this theorem leads to a lower boun&.on

- (PLCtl + Rz) St (CLPL + R/ ) . based on the invertibility of the controllability matri.

6) The solution to the equation fét~' with initial value P;' = 0
is smaller thar®;; this implies that in the limit?y, — oo, one
hasP, > O;'. This is why the term0; ! cannot be avoided.

Pt :44tPt+Pt44;F+Qt

The matrix P, is the variance of the estimation errér — x.
Bounding P; is, for obvious reasons, an important issue. In [2, p.
359], R. E. Kalman considers the case wh&re= 0 and states the
following lemma (we setV, = C¥ S, 1C)).

Lemma 1 (Cas®: = 0): Let P, O, C; be the solutions to

Po= AP, + PAT +Q, - PW,P, Py=Pl >0 This example is made with; = 0. Consider

. 10 11
O, =-0iA —ATO, + W, Op=0 P= 1 Qi =
0 1 11

Il. COUNTEREXAMPLE

Co = AC + CAT + Q¢ Co=0

1 t+1
1171 = < 2 )
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Hence,P; is the solution to the equation. On the other hand and by Gronwall's lemm# ;|| < e*~%). Hence

t 7 * 2c0(t—s 7
Cy :tQO = < ) ||Ot|| S/O 62 S )||W-"|ld5

t ot
The bound orD; is now immediate since this matrix satisfies the same

and
1 /241 equation a®),, with only a change ofil’;. u
ot )
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zero, bute” P converges to 1. Hence, there exists a tifhguch that
Pr < OF' 4+ Cr is untrue.

Ill. PROOF OFLEMMA 2

Proof: In order to limit the number of terms in the forthcoming ) ] ] ]
equations, we first reduce the proof to the case= 0. We consider ~ Time Maximum Disturbance Design for Stable Linear

the transition matrix Systems: A Model Predictive Scheme
=40 Do=1 K. H. You and E. B. Lee
and set
P — -T
P =9, 'p, o, Abstract—t is known that the most stressful bounded (time maximum)
- T disturbance for stabilized linear systems is of bang-bang type. This
O =@, 0P bang-bang disturbance can often be implemented with a switch set of
. T current states for second-order systems. The isochrones, as the level sets,
Dy =%, D;®: determine the value of the disturbance index in a state space setting. In
N 1 _r this note, we suggest an efficient way to construct the time maximum
Q=P QP disturbance from the information of isochronal wave front using it in a
. Ter. model predictive scheme. This overcomes the shortcomings of the original
Wy =@, Wi &, switch set which are constructed through time backward computation and

. = N . e 1 only available for first and second-order systems. Simulation results show
Notice thatP is the estimation variance of the state= ®; ., and how the isochrones evolve and can be utilized in synthesizing the time

more generally, the tilded quantities correspond to the untilded ones,hgkimum disturbance for linear systems of second and then higher order.
to a time-varying change of coordinates in the state space. One eaBdythird-order systems, the associatedL ..-gain of the time maximizing
obtains disturbance is found.

S Do Index Terms—Bang-bang, isochronesL...-gain model predictive distur-
Pr=Qi— Pl Po=F bance, time maximum disturbance.
@t = W} @0 = 0

D, —0.0,0, Do=0 I. INTRODUCTION
Testing robustness of stable systems by using a degradation index

and (3) rewrites > yote ) )
(measure of disturbance severity) is being developed. The index

P, <O +O07'D,O. could be one of time, of fuel, or a general quadratic criterion. When

the severity index to be maximized is the time distance from the

We shall prove the equivalent inequality equilibrium point (delay tactic), it is now known that the disturbance
050, < O, + D 4) is of bang-bang type and can be |mplemented_ with a switch curve
o o for second-order systems [4]. The switch curve is a useful method of
The derivative of the left-hand side is storing the information concerning the optimal disturbance selection,
%@tpt@t =W, 2.0, + O, (C?f _ pfﬁftpt) O, + O, PW, and it can often be given in closed analytic form for the second-order

d

systems [5].

A further fact is that for the damped harmonic oscillator given as a
linear second-order system, the limit of the reachable sets boundaries
from the origin wherl” — oo is a maximum limit cycle when using

=0,0,0, — (1 - @tpt) W, (1 - Pt@t) W,
— O+ Dy — (z - azst) W, (1 - Ea)

which implies (4) by integration. For the bound 6h, notice that Manuscript received July 17, 2000; revised January 12, 2001. Recommended
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