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The generation of liquid foams is at the heart of numerous natural, technical or scientific processes. Even though
the subject of foam generation has a long-standing history, many recent progresses have been made in an
attempt to elucidate the fundamental processes at play. We review the subject by providing an overview of
the relevant keymechanisms of bubble generationwithin a coherent hydrodynamic context; andwe discuss dif-
ferent foaming techniques which exploit these mechanisms.
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1. Introduction

Liquid foams consist of gas bubbles which are closely packed within
a liquid carrier matrix [1–4]. Coalescence of the bubbles is hindered by
nckhan).

int-Jalmes A, The science of f
the addition of stabilising agents, which may be low molecular weight
surfactants, polymers, proteins, nano-particles, or their mixtures [5].
The resulting network of gas/liquid interfaces provides liquid foams
with numerous complex and useful properties. Amongst these are
thermal and acoustic properties, or the fact that they strongly scatter
light. Most exploited are their rheological properties, since they have
the unique feature that the same foammay behave like an elastic/plastic
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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solid or like a viscous liquid depending on how it is manipulated. The
result is that liquid foams have found their way into numerous applica-
tions of very different kind, including cosmetic and laundry applica-
tions, fire fighting, oil recovery, soil remidation or foam fractionation.
Liquid foams are also very important as templates for the generation
of solid foams. Last but not at all the least, foams may also occur as a
byproduct in many natural or industrial processes. In the latter case,
their presence may interfere with production in a harmful manner;
paper or paint industry being the most prominent examples.

The physical properties of a foam depend crucially on its structural
properties — such as the gas fraction Φ (= gas volume / foam volume)
or the bubble size distribution. A large number of foaming techniques
has been developed in the past in order to obtain control over these pa-
rameters. Depending on the technique, bubble sizes may range from
micrometres to centimetres, bubbles can be extremely monodisperse
or highly polydisperse, and gas fractions can be varied over the entire
range. Unfortunately, to most users' despair, each individual technique
typically covers only a relatively small range of these parameters. More-
over, the choice of a foaming technique is not only guided by the prop-
erties of the obtained foam, but also by how rapidly it can be generated.
Hence, any academic or industrial foaming application needs to start
with a wise choice of the appropriate foaming technique(s) — which
can be a daunting task.

All foaming techniques have one aspect in common: the generation
of bubbles within a liquid. This implies the creation of gas/liquid inter-
faces of interfacial tension γ which, in turn, implies an energy input of
at least U=4γrB2 per bubble. For typical interfacial tensions and bubble
sizes, this is many orders of magnitude larger than thermal energies
(kT), which means that bubble formation is not a spontaneous process
and that one needs to put a lot of energy into a liquid in order to create
a foam.What distinguishes the different foaming techniques is how ex-
actly one chooses to put this energy into the liquid. This may be done by
physical, chemical or even biological means (see Table 1). Physical
means include mechanical action (gas sparging, whipping, shaking,
etc.) or phase transitions (boiling, cavitation, effervescence, etc.). Chem-
ical techniques create bubbles either by a gas-releasing chemical or
electro-chemical reaction (electrolysis), while the most common bio-
logical approach relies on gas-generating species such as yeast.

These different techniques lead to the final foam in a one-step or in a
two-step process. In a one-step process, the mechanism which gener-
ates the bubbles leads directly to the final foam with a well-defined
gas fraction. Only few foaming techniques allow for this. Most tech-
niques rely on two types of two-step processes. In the first case, loose
bubbles are generated in the liquid which are then compacted to give
the final foam— for example through gravity or pressure-driven drain-
age of the liquid. In the second case, the initial bubblingmechanism cre-
ates a coarse foam containing large bubbles, which are then broken into
smaller bubbles to create the final foam.
Table 1
Classification of different foaming techniques.

Global
mechanism

Sub-mechanism Examples

Physical
foaming

Mechanical
foaming

Bubbling, sparging, foam generation in porous
media, wave breaking, shaking, rotor–stator
mixers, kitchen blender, double syringe
technique

Phase transition Champagne, beer, extrusion,
cream dispenser, shaving foam

Chemical
foaming

Chemical
reaction

Fizzy drink tablets, baking powder, polyurethane
foaming

Electro-chemical
reaction

Microflotation

Biological
foaming

Yeast Baking
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In order to describe the science of foaming we have decided to take
the following approach: First of all, we concentrate on the description of
physical foaming techniques, leaving out considerations of chemical
and biological foaming (with the exception of electro-chemical
foaming).We provide first a detailed description of the different funda-
mental mechanisms which lead to the creation of isolated bubbles in a
liquid (Section 2). We then continue with the description of commonly
used foaming techniques (Section 3). Considering the large number
of available foaming techniques, we have decided to stay on the level
of a general overview, providing the reader mostly with the main
ideas of the different concepts or techniques, rather than with an in-
depth analysis. We hope that this can help the reader to orient his
general reflexions before going into detail by following the provided
references.

Before entering into the analysis, some comments on the physico-
chemical aspects of foaming are required. Any foaming solution needs
to contain stabilising agents in order to control the stability of the ob-
tained foam. It is evident that the properties of the obtained foam de-
pend sensitively on the fact whether bubble coalescence occurs during
the foamingprocess. In fact, inmanyof themore complex foaming tech-
niques, the final foam properties are given by a subtle equilibrium be-
tween bubble generation and bubble coalescence. Moreover, the
stabilising agents may have characteristic adsorption times or energy
barriers, which need to be compared with the characteristic generation
times and energy input of the foaming process. For example, adsorption
times play an important role in setting the interfacial tension during
bubble generation. If the bubbling process is faster than the equilibra-
tion time of the interface, the surface tension will be between that of
the pure solvent and the equilibrium surface tension, its precise value
depending on the bubbling speed [6]. Last but not least, the stabilising
agents often confer visco-elastic properties to the gas/liquid interfaces
[7]. This may add important interfacial stresses during the process of
bubble creation, which may alter significantly the finally obtained
foam. For the sake of simplicity, we shall neglect all these different ef-
fects inmost of our argumentations by assuming that bubbles are indef-
initely stable and that their interfaces have one constant value γ for the
interfacial tension which is obtained instantaneously upon bubble
creation.

The formulation of the bulk liquid can also modify significantly the
rheology of the liquid phase, leading eventually to non-Newtonian
behaviour and very different conditions for bubble formation [8,9]. For
the sake of clarity wewill limit our description to the foaming of simple,
i.e. Newtonian fluids.
2. Fundamentals of foam formation

2.1. Introduction

In this section we shall concentrate on the description of the funda-
mental mechanismswhich lead to the generation of individual bubbles.
We have chosen to group them into two conceptually different catego-
ries. In the first category, the gas/liquid interface needs to undergo a to-
pological change in order to create the final bubble. This topological
change can occur in many different ways. The most common ones are
sketched in Fig. 1. For example, a bubble may detach from a nozzle or
from a deformed free surface; or a large bubble may break into smaller
ones. What differentiates these mechanisms is which of the two phases
is flowing and under which conditions. The different mechanisms are
discussed in more detail in Section 2.4. Even if the initial mechanism
of creating a pocket-like gas/liquid interface may be very different, the
final break-up mechanism which leads to the topological change is the
same: the gas/liquid interface has to be deformed into a slender fila-
ment which is physically unstable and breaks to make the topological
transition. The physics of this instability is described in more detail in
Section 2.3.
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 1. Different routes of bubble generation which require a topological change to “pinch-off” one or more bubbles from a main gas body (bubbling from nozzle from [10], effervescence
from [11], co-flow from PhD thesis Jan-Paul Raven, cross-flow from [12], air-entrainment inspired by [13], breakup under shear from [14]). “Active” or “Passive” refers to whether or not
the corresponding phase is flowing actively in the process.
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In the second category, no topological change of the gas/liquid inter-
face is required, as a freely floating bubble is directly created within the
liquid by a phase transition or by a chemical reaction (Table 1 and
Fig. 2). The different physical mechanisms of this kind of bubble crea-
tion are discussed in more detail in Section 2.5. Some mechanisms
may belong to both classes. For example, phase transitions are often
favoured by the presence of walls or impurities fromwhich the bubbles
need to detach via a topological change.

In both categories, a number of different stresses are involved in the
process of bubble creation. We briefly review these in Section 2.2 and
discuss how they may be grouped into non-dimensional numbers for
a coherent description of different bubbling processes.
Fig. 2. Sketch of the twomain routes of bubble generation by physicalmeanswhich donot
require a topological change of the interface. The first creates bubbles via cavitation, boil-
ing or effervescence. In the second, the drops of an emulsion turn into a gas, generally
upon pressure release.
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2.2. The physics of deforming interfaces

Any process of bubble formation involves the creation and deforma-
tion of a gas/liquid interface. Even if the fundamentalmechanismmay be
non-mechanical in nature (like chemical reactions), the actual creation
process involves a number of mechanical stresses (= force per area)
which need to be considered. One of the most important contributions
is that of the surface tension γ, which leads to a normal stress σγ and
therefore to a pressure drop Δp across a curved surface of mean curva-
ture κ described by the Young–Laplace law [15]

σγ ¼ Δp ¼ 2γκ: ð1Þ

Of similar importance is the influence of a hydrostatic pressure dif-
ference, which leads to the well-known buoyancy force FB on a bubble
of volume VB, which plays a major role in bubble detachment and com-
paction. The buoyancy force is given by

FB ¼ ΔρgVB: ð2Þ

Surface tension and gravitational stresses are “static” stresses since
they do not require fluid motion. In a dynamic context important
“dynamic stresses”may arise. The first one is a tangential viscous stress
σV, which results from a viscous shear flow at the interface. It depends
on the fluid viscosity ηL and the deformation rate dU/dL of the fluid
and is commonly approximated as

σV ¼ ηL
U
L
; ð3Þ

where U is the characteristic flow velocity and L a characteristic length
scale of the flow. Generally one has two viscous contributions, one
from the gas and one from the liquid phase. Viscous flow can also lead
to the occurrence of a dynamic pressure, hence exerting additional
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Table 2
Summary of the most important dimensionless numbers used to classify different regimes of bubble generation and their
cross-relations.
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normal stresses on an interface. Gases or liquids in motion also exert
normal inertial stresses σI on an interface due to the momentum of
the flow. These stresses may be approximated as

σ I ¼ ρU2
: ð4Þ

As discussed in Section 2.1, the presence of stabilising agents can
give rise to important interfacial stresses [16] which can interfere with
bubble generation in non-negligible manner [17,18]. Other stresses
may act in specifically designed systems which make use of acoustic,
electric ormagnetic forces. For simplicity,wewill not consider explicitly
any of these latter stresses here.

Generally, all the above-mentioned stresses act simultaneously during
the process of bubble generation. However, in most cases, some of the
contributions dominate while others can be neglected. One commonly
distinguishes between a “quasi-static” and a “dynamic” regime. In the
quasi-static regime, the flow velocities are sufficiently small so that the
system can be assumed to progress via a sequence of static states. Such
processes are therefore independent of theflowvelocities. In the dynamic
regime, viscous and/or inertial forces need to be taken into account. In this
regime the bubble formation is often dominated by one of the two contri-
butions, which is why one commonly distinguishes between a “viscosity-
dominated” and an “inertia-dominated” regime.

One way to navigate the complexity of the different stresses is to
work with non-dimensional numbers which allows to measure in a
(somewhat) more quantitative way the relative importance of each of
the acting stresses. Table 2 summarises the most important non-
dimensional numbers which are used in the description of bubble for-
mation. The use of these numbers can be extremely powerful since
they provide an important degree of abstraction by grouping together
different parameters using simple “scaling arguments”. Most of these
numbers are used throughout this article in order to classify different re-
gimes of foaming techniques.

The definition of the dimensionless numbers involves the following
parameters: surface tension γ, density ρ, viscosity η and the gravitation-
al acceleration g. Moreover, it relies on a characteristic velocity U and a
characteristic length scale L. The latter two parameters need to be cho-
sen with care, as most flow problems involve complex flow fields and
flow geometries, hence a wide range of velocities and length scales.
Moreover, the problems deal with two-phase flows; one therefore
Please cite this article as: Drenckhan W, Saint-Jalmes A, The science of f
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needs to choose wisely, if the stresses of one of the phases dominate
the behaviour, or if both need to be taken into account. Good choices
of these parameters are discussed inmore detail throughout this article.

Another frequently used parameter is the capillary length

lc ¼
ffiffiffiffiffiffiffiffiffiffiffi
γ

Δρ g

r
; ð12Þ

which is a dimensional expression of the Bondnumber. It provides a char-
acteristic length beyond which gravitational effects need to be taken into
account in comparison to surface tension effects. Last but not least, the
viscosity, density and flow rate ratio of the gas (“G”) and the liquid (“L”)
phase

λV ¼ ηG
ηL

; λD ¼ ρG

ρL
; and λQ ¼ QG

QL
; ð13Þ

are often taken into account in the description of bubble formation.
Numerous other non-dimensional numbers exist, for example, if the

visco-elasticity of the interfaces was to be taken into account. The
interfacial mobilitymay be used to as ameasure of the interfacial viscos-
ity, while theMarangoni number captures the importance of an interfa-
cial elasticity [3,7].

2.3. The physics of rupturing gas ligaments

Here we shall discuss in detail the physics of how the bubble under
creation undergoes the topological change to detach from an object, a
free surface or a “mother” bubble. Many different configurations can
lead to this final stage and a selection is discussed in detail in
Section 2.4. However, in all cases, the physics of the final step leading
to the topological change is the same (Fig. 3): the bubble has to be de-
formed into an elongated cylinder (or “gas thread”, or “ligament”),
which becomes physically unstable and breaks. If the cylinder is rela-
tively short with respect to its width, it breaks in one point to liberate
one bubble (Fig. 3a). If it is very long, it can break into many bubbles
(Fig. 3b).

To understand this break-up let us consider the physics of a long cy-
lindrical ligament of onefluidwithin another. This can be a gas ligament
in a liquid, a liquid ligament in a gas, or a liquid ligament in a second
immiscible liquid. The thinner such a ligament is, the higher is its
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 3. The instability of thin gas ligaments leads to the topological change of the gas/liquid interface required to create one ormore separate bubbles. (a) Bubble pinch-off inwater/glycerol
mixtures of increasing liquid viscosity ηL (from [19]). (b) Pinch-off of a gas bubble containing insoluble SF6 for ηL=0.03 Pa s, showing the generation of many tiny satellite bubbles during
the detachment of the main bubble (time between images: 5 μs. Scale bar 50 μm) (from [20]).
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surface-to-volume ratio. It would therefore energetically be more
favourable to turn the cylinder into a number of spherical objects. But
the key question is: how does the system get there? This transition hap-
pens via an instability which links the ligament curvature and pressure
via the Young–Laplace equation (Eq. (1)). This issue has been widely
studied, and the understanding of the key mechanisms goes back to
the 19th century and the pioneering works of Savart, Plateau and Ray-
leigh who were trying to understand the destabilisation of a water jet
as it falls out of a faucet. Implementing the ideas of Savart [21] and Pla-
teau [22], Rayleigh developed a first basic model [23], which is now
known as the “Rayleigh–Plateau instability”. Rayleigh considered a cy-
lindrical, infinite thread of an inviscid fluid in air, without external
flow. Such a fluid column experiences spontaneous thickness undula-
tions (called “varicosity”, Fig. 4a) which are generally damped. Howev-
er, Rayleigh could show that under certain conditions, some of the
undulations can actually grow with time rendering a certain range of
“varicose” modes unstable. This cannot be understood if one considers
only the pressure gradients arising frommodulations of the cross-section
(of radius r) of the ligament. In fact, as sketched in Fig. 4a, the Young–La-
place law includes also the radius r′, in the plane orthogonal to the cross-
section, and associated with the deformation mode (and with the defor-
mation wavelength λ). In particular, when the cross-section gets small,
there is a saddle point and the two curvatures have different signs.
Thus, depending on which radius (r or r′) is the biggest, a different
Fig. 4. The Rayleigh–Plateau instability: (a) Scheme showing the different radii of curvature. (b
thread radius r. (c, d) Time evolution of unstable ligaments of (c) two polymeric fluids [27], of

Please cite this article as: Drenckhan W, Saint-Jalmes A, The science of f
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behaviour will be found. Qualitatively, modes associated with large r′
(wavelength longer than the ligament section) will be unstable, and
vice versa. Performing the detailed mathematical analysis assuming
that inertia is balancing surface tension, one obtains that themodes hav-
ing a positive growth rate (sketched in Fig. 4b) are those whose wave
number k (k = 2π / λ) fulfils

krb1: ð14Þ

Themaximum in Fig. 4b corresponds to themost “dangerous”mode
which is called the “Rayleigh mode”. It is given by

kr ¼ 0:697 and λ ¼ 9:02r: ð15Þ

An important point is that all theunstablemodes arefinite and of the
order of the thread radius (but somewhat larger than the thread radius).
Since the final bubble or droplet size is of the order of thewavelength of
themost unstablemode, it is generally a linear function of the thread ra-
dius at which the instability occurs. Another interesting output is the
capillary timescale associated with these deformations [24]

τcap ¼
ffiffiffiffiffiffiffiffi
r3ρ
γ

s
; ð16Þ
) Growth rate as a function of the undulation wave number k = 2π / λmultiplied by the
a (d) gas ligament in a viscous liquid confined in a tube (from [28]).

oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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which provides an approximation as to how rapidly a thread will be-
come unstable.

Rayleigh's simple model was expanded in many different ways in
order to describe more realistic scenarios. Weber [25] was one of the
first to take into account the viscosity of the fluid of the cylinder. His re-
sults can be rationalised using the Ohnesorge number Oh (Eq. (10) in
Table 2) which can also be considered as the ratio of the viscous time-
scale over the capillary time scale ([24,26] and references therein).
The stability of the fluid cylinder decreases with decreasing Oh, and
the growth rate and the wavelength of the most unstable mode can be
calculated using this “viscous” Rayleigh–Plateau instability ([24,26]
and references therein).

Remaining in the situation of stationary liquids (no flow inside or
outside the cylinder), the ratio λV of the viscosities of the inner and
outerfluid can be taken into account [29]. Themost unstablewavelength
depends on the viscosity ratio, being maximumwhen λV ≈ 1. Consider-
ing the case of a gas cylinder inside a liquid (λV≈ 1 / 55) themost unsta-
blewavelength is predicted to be λ=12.5r—which remains close to the
basic prediction (Eq. (15)) of Rayleigh.

Most situations which lead to the formation of long cylindrical liga-
ments require that the fluid inside and/or outside the ligament is
flowing (Fig. 1). In this case, the “temporal instability” discussed up to
now is often not sufficient. One must also consider the “spatial instabil-
ity”, meaning that an initially localised deformation propagates also
along the ligament axis. Researchers have therefore identified two dif-
ferent scenarios for the instability to occur: the “absolute” and the “con-
vective” instability ([30] and references therein).

An absolute instability corresponds to a deformation which grows
too fast in time and space to be convected by themainflow, it thus prop-
agates both downstream and upstream, invading the whole ligament,
independently of theflow. At afixed point in space, the growth of anun-
stable mode is never limited. By contrast, the convective instability im-
plies perturbations which are convected downstreamwhile they grow.
At a given point in space, the amplitude of the deformation remains
finite, as the flow is fast enough to sweep the deformation away before
it becomes exponentially large. The convective regime allows for a con-
tinuous and longer fluid ligament to survive, when compared to the ab-
solute regime. Within the same bubbling conditions one can typically
switch between both scenarios by appropriately adjusting the flow
rates of both phases. The consequences of these different behaviours
are particularly well evidenced and discussed in more detail when bub-
bles are blown from nozzles (Sections 2.4.1 and 2.4.2.)

Let us finish with two important remarks. A ligament does not
necessarily break into equal-volume bubbles. Small bubbles (called
“satellite bubbles”) can result from the final step of rupture (Figs. 3b
and 4c). This is discussed in more detail in Section 2.4.3. Last but not
least, it is important to keep in mind that geometrical confinement
has a dramatic effect on ligament curvatures and therefore on its stabil-
ity. In fact, if a ligament is confined in one direction (for example in a flat
channel) it remains stable until the confinement is released [27,31]. This
can provide an important degree of control over bubble formation and is
often used in microfluidic contexts.

2.4. Bubble generation requiring topological changes

Many different mechanisms exist which allow to detach a bubble
from a gas pocket. One of the most common approaches uses the
gravity-driven detachment of a bubble which is blown at constant
pressure or flow rate into a stationary solution via an orifice (Fig. 1
and Section 2.4.1). Since gravity is not very efficient when small length
scales are involved (small Bond numbers Bo— Table 2), many bubbling
mechanisms involve a co-flow of the liquid in order to make use of vis-
cous or inertial forces to influence the break-up process. This co-flow
may occur in unconfined conditions— for example one canmove a noz-
zle through the foaming solution. But inmany cases it ismore suitable to
work in confined geometries inwhich dynamic stresses can be imposed
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more efficiently and in a better controlled manner. We discuss here in
particular the case of confined co-flow and cross-flow (Fig. 1 and
Section 2.4.2).

Another important mechanism includes the entrainment of air at
free surfaces (Fig. 1 and Section 2.4.1) and the breakup of large bubbles
into smaller ones under shear flow (Fig. 1 and Section 2).

For simplicity, we shall discus the various flow problems in terms of
“flow rates Q” and “flow velocities U”. This means that the pressures ad-
just to ensure a constant flow rate. In many experimental scenarios it is
more practical to control the pressures andmeasure theflow rates, for ex-
ample to avoid long equilibration times. This means, however, that flow
rates are not constant and the physical description is sometimes more
awkward. It can also change non-negligibly the behaviour of a device.

2.4.1. Bubbling into a stationary liquid
Due to the technical importance of the process of bubbling

through orifices, the subject has been investigated intensively in
the past. While slow bubbling can be described in a fairly straightfor-
ward manner (Section 2.4.1.1) the description of the dynamic case
has proven to be highly complex (Section 2.4.1.2). This complexity
is due to different feedback mechanisms within the system, the
most important one being the intricate coupling between the dy-
namic forces and the bubble shape. Moreover, the physics of the dy-
namics of the contact angle between the interface and the orifice,
and of the final break-up mechanism(s) are only being elucidated
now. The result is that despite the availability of some review articles
[32,33], the subject remains quite scattered with different authors
presenting different parameter ranges (surface tension, orifice
dimensions and shape, wetting conditions, liquid viscosity, gas and
liquid density, etc.). Sometimes the results seem contradictory.
However, in most cases these contradictions result from the fact
that experiments are done in different regimes where different pa-
rameters may have a very different — even opposite — influence.
The same challenge holds for modelling attempts which necessarily
need to simplify the problem. The appropriate approximations de-
pend once again on the bubbling regime, which has led to a vast
number of theoretical and (semi-)empirical models, each describing
generally a certain parameter range only. An extensive overview of
existingmodels is given in Table 3 in reference [33]. We shall present
here some of the key ingredients.

2.4.1.1. The quasi-static regime. At the outset, let us discuss the simple
scenario of bubbling at constant gas flow rate QG into a stationary
foaming solution using a vertical orifice of circular cross-section and ra-
dius RO (see Figs. 1 and 5). Let us assume that the bubbling occurs suffi-
ciently slowly to be in the quasi-static regime (Fig. 5), i.e. Ca ≪ 1 and
We≪ 1 (Table 2), and that the generation process is therefore dominat-
ed by surface tension and gravitational forces (buoyancy).

Photographs and simulations of a typical quasi-static blowing
process are shown in Fig. 6a. During this process the bubble goes
through a well-defined series of pressure states which are sketched in
Fig. 6b. The pressure initially increases (which some refer to as the
“nucleation stage”) before reaching a maximum when the bubble is a
hemisphere, i.e. when the bubble radius RB is equal to the orifice radius
RO. At this point

ΔPmax ¼ 2γ
RO

; ð17Þ

which follows naturally from the Young–Laplace law (Eq. (1)). This
pressure is important, as any bubbling application needs to provide
pressures above this value. Due to the inverse dependence of the blow-
ing pressure on the orifice radius, the pressures for very small orifices
may become of the order of a few bar, which can be unfeasible for cer-
tain applications.
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 5. Variation of bubbling regime with increasing flow velocities. The black arrow indicates where break-up occurs.
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A certain reduction of themaximumpressuremay be obtained using
orifices with more complex geometrical cross-sections [159].

If the applied pressure is higher than the maximum pressure, the
bubble grows beyond the hemispherical shape (leading to a pressure
decrease) and detaches via the instability mechanisms discussed in
Section 2.3 when the surface tension force Fγ (which keeps the bubble
“stuck” to the orifice) is of the order of the buoyancy force FG. If the
orifice size RO is much smaller than the capillary length (Eq. (10)), i.e.
if RO ≪ lc, one may approximate the shape of the detaching bubble by
a sphere of volume 4/3πRB3. This leads to a buoyancy force of FG = 4/
Fig. 6. Blowing bubbles from an orifice into a stationary solution. (a) Bubble evolution as a func
time photographs from an experiment (top row) and computer simulations (bottom row) (ada
volume as a function of orifice wetting properties (expressed in contact angle) for two differen
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3ΔρgRB3, while the surface tension force can be written as Fγ = 2πγRO.
RB may therefore be approximated as

RB � γ
Δρg

� �2=3
R

1=3
O ¼ l

2=3
c R

1=3
O ¼ RO Bo−

1=3 for RO≪lcð Þ; ð18Þ

where the length scale L in the definition of the Bond number Bo
(Eq. (5)) has been chosen to be the radius of the orifice RO. In order
tion of time for two different orifice materials (wetting and non-wetting) comparing each
pted from [36]). (b) Schematic pressure evolution during the generation. (c) Final bubble
t orifice diameters (adapted from [37]).
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for the bubble to detach, Bo therefore needs to be at least of the order
of unity.

If the orifice radius is of the order of the capillary length, i.e.
RO ≥ lc, one needs to take into account the gravity-driven deforma-
tion of the bubble before detachment. Researchers find that this is
well captured by slightly modifying the exponent in Eq. (18) such
that

RB � ROBo
−α=3 for RO ≥ lcð Þ; ð19Þ

with α≈ 1.06 [34]. In both cases, it is clear that the bubble size is set
by the orifice dimensions and by the capillary length lc with smaller
orifices leading to smaller the bubbles. Since this is not a strong de-
pendence it is often more appropriate to work with co-flow scenari-
os (Section 2.4.2), especially if small bubbles and high production
rates are needed.

The pinch-off process (see also Section 2.3) is generally much
faster than the bubble blowing process, which is why its duration is
commonly neglected inmodels. After the pinch-off the gas thread re-
tracts fully back to (often even into) the orifice and the periodic pro-
cess restarts. Due to the periodicity of this process, foams generated
via bubbling in the quasi-static regime tend to be highly monodis-
perse. Typical bubble sizes which can be produced with this ap-
proach are between a few hundred micrometres and a few
millimetres.

In some cases, one may be looking to produce large bubbles. A
look at Eq. (18) suggests the use of a large orifice for this purpose.
However, when the size of the orifice is larger than the capillary
length lc one has to deal with gravity-driven instabilities of the gas/
liquid interface leading to an effect called “weaping” (liquid enters
the orifice). An elegant approach is to “tune” gravity instead by let-
ting the bubble grow underneath an inclined plane (Fig. 7) [35].

The pre-factors in Eqs. (18) and (19) are of the order of unity, but
depend sensitively on the geometry of the orifice and on its wetting
properties with respect to the foaming liquid. The more the liquid
wets the orifice, the more the gas thread remains confined within
the orifice boundaries, leading to smaller bubbles and to a clearer de-
pendence of the bubble size on the orifice dimensions. This is shown
in the image sequences in Fig. 6a (adapted from [36]) and also in the
final bubble size measurements of Fig. 6c (adapted from [37]), which
shows how the bubble size depends on the wetting conditions
(expressed by the contact angle of the liquid on the nozzle material).
It also shows that the orifice size plays a less important role in the
case of a non-wetting orifice.

Eq. (18) allows us to approximate in which range of flow rates we
can approximate the bubbling process as quasi-static. Since viscous
forces tend to play a more important role at lower velocities than
inertial forces, we may require that Ca ≪ 1, hence

QG ¼ UπR2
O≪

γ
η
πR2

O: ð20Þ
Fig. 7. Blowing large bubbles via tuning the effective gravity acting on the bub
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Using Eq. (18), we can calculate a corresponding bubbling frequency
fB

f B ¼ QG

VB
≪

Δρ g
η

RO: ð21Þ

This gives fB≪ 100 for a nozzlewith RO=100 μm. Bubbling frequen-
cies in the truly quasi-static regime are therefore rarely above a few
bubbles per second, which is too slow for most applications which
therefore tend to be run in a dynamic regime (Section 2.4.1.2).

2.4.1.2. The dynamic regime. Upon moving away from quasi-static bub-
bling conditions, different dynamic forces need to be considered in the
bubbling process which are sketched in Fig. 8a. For example, viscous
drag exerted by the liquid on the bubble slows down the detachment
and therefore leads to larger bubbles. Bubble detachment is also resisted
by inertial forces of the liquid, while the inertial forces of the gas help in
pushing the bubble away from the orifice.

Images of the bubble generation process with increasing gas flow
rate are sketched in Fig. 5 and some corresponding graphs in Fig. 8b. If
surface tension and inertial forces can be neglected, researchers find
[38] that the resulting bubble size may be approximated by

RB � ηLQG

Δρg

� �1=4 � RO
Ca
Bo

� �1=4
; ð22Þ

where the constant of proportionality is of order 1 and depends on the
orifice conditions (geometry, wetting). The important observation
here is that unlike in the quasi-static regime, the bubble size now de-
pends on the viscosity ηL of the liquid and the gas flow rate QG. More
specifically, the bubble size increases with ηL and QG.

Upon further increase of QG, inertial forces begin to play a non-
negligible role (WeG N 1). With growing Weber number WeG of the
gas, the forming bubble becomes more elongated, since inertial forces
become increasingly important with respect to the restoring surface
tension forces. The pinch-off point of the gas thread moves increasingly
away from the orifice, leading eventually to the formation of a gas-jet
which breaks up into bubbles at its tip. This jet widens away from the
nozzle, as the gas is decelerated due to viscous friction. For sufficiently
highWeG, bubble detachment is entirely driven by the dynamically gen-
erated bubble shape. The influence of gravity becomes therefore negligi-
ble, which has also been confirmed in micro-gravity experiments [39].

One can therefore think of two extreme scenarios, one inwhich bub-
ble pinch-off is driven entirely by gravity (Bo N 1) versus onewhere it is
driven by inertial forces. When the bubble formation is dominated by
gravity and viscous forces, one generally speaks of the “dripping” re-
gime (in analogy to the dripping tap problem). When inertial forces
dominate, one speaks of the “jetting regime”. A number of theoretical
and experimental studies have shown that inertial forces dominate
the pinch-off when WeG N 1–10 [33,39–41]. In most situations, gravity
and inertia act together, which is shown in the phase diagram in
Fig. 8b, which uses the Bo and the WeG number to predict under
ble. (a) Schematic representation. (b) Experimental realisation from [35].
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Fig. 8. (a) Summary of the different forces acting on a bubble during creation. (b) Sketch of
variation of bubble radius RB and polydispersity PI with gas flow rate QG. Corresponding
images are shown in Fig. 5. (c) Stability diagram of the bubbling process. Bubbles detach
from the orifice if either the Bond number Bo or theWeber numberWeG of the gas are suf-
ficiently high.
Inspired from [40].
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which flow conditions bubble detachment occurs (unstable region). A
number of studies have investigated the transition from the dripping
to the jetting regime — and we will discuss the physics of these transi-
tions inmore detail when discussing bubbling under co-flow conditions
in Section 2.4.2. What is important to note at this point is that at the
transition, important non-linear effects can play a role, leading tomulti-
ple bubble periods and even chaotic bubbling. This leads to foams with
bubbles of multiple or polydisperse sizes and is discussed inmore detail
in Section 3.2.1.1.

If surface tension and viscous forces can beneglected, the bubble size
in the inertial regime may be approximated by [32,38]

RB � Q
2=5
G

g
1=5

� RO FrG
2=5 ¼ RO

WeG
Bo

� �1=5
; ð23Þ

where the factor of proportionality is of order one, its value depending
on the model used. In this regime polydispersity of the bubbles tends
to increase significantly.

In most practical cases, gravity, surface tension, viscosity and inertia
act simultaneously. In this case, the model needs to take into account
the various contributions, rendering it quite complex. One of the fre-
quently used models is the one proposed by Jamialahmadi et al. [42]

RB ¼ RO
5:0

Bo1:08
þ 9:261FrG

0:36

GaG
0:39 þ 2:14FrG

0:51

" #1=3

: ð24Þ

Notice the importance of the Froude number Fr, which captures the
ratio of inertial and gravitational stresses and which can also be
expressed as Fr2 = We / Bo in order to make the link with previous
discussions.

2.4.2. Bubbling into a flowing liquid
Scientists have developed a large number of bubbling techniques

which involve the active flow of the liquid phase. This creates additional
viscous and inertial forces which can play a very important role in
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bubble detachment. The first group of techniques involves the co-flow
(Fig. 9a, b) or the cross-flow (Fig. 9c) in unconfined conditions. The lat-
ter may be achieved by dragging the orifice through a large liquid pool,
an approach originally used by Bragg [43] to blow small bubbles. The in-
fluence of the flowing liquid phase can be increased if co- or cross-flow
take place under confined conditions (Fig. 9d–g), since high shear rates
and high flow velocities can be obtained in the confined flow regions.
The confining geometry therefore plays an important role in the bub-
bling process, as it fixes the flow field and therefore the dynamic forces
acting on the bubble. Smith was one of the first scientists to use this ap-
proach systematically in order to blow small(er) bubbles for Bragg [44].
Towards the end of the 20th century the subject has found an explosive
rebirth with emerging microfluidic techniques [45–49]. A more sub-
stantial body ofwork has been done on droplet, rather than bubble gen-
eration, but with many physical mechanisms being the same, the
interested reader will find important inspiration in the droplet litera-
ture [50–52]. In most of the confined co/cross-flow devices, the influ-
ence of gravity can be neglected because of the small device
dimensions (i.e. Bo ≪ 1) or the importance of the dynamic forces
(Ca≫ 1, and/or We≫ 1, etc.). This is why we will not discuss the influ-
ence of gravity in the following.

2.4.2.1. The quasi-static regime. When both, the gas and the liquid flow
rate, are small enough so that the dynamic forces can be neglected, un-
confined flow gives the same results as bubble blowing into a stationary
liquid (Section 2.4.1). In the absence of gravity there is no detachment
force, hence bubbles cannot be generated. This is very different when
the bubble is generated under appropriately confined conditions. In
this case, the bubble can block the entire channel or constriction in
which it is generated. The liquid flow then leads to a filling of the chan-
nel or the constriction, which pinches off the bubble (Fig. 1). The bubble
is carried away by the slow flow and the periodic process restarts. This
regime has been called the “squeezing” regime [48] since it is entirely
controlled by the normal pressures acting on the interface. Since the
bubble continues to be blown at constant flow rate QG while the liquid
fills the constriction of volume Vc at constant flow rate QL, one finds a
simple relationship which relates the final bubble volume to the chan-
nel geometry and the flow rates to a good approximation [53,54]

VB � VC
QG

QL
: ð25Þ

The prefactor depends on the precise geometry. The volume of the
constriction may be replaced by the 3rd power of a characteristic chan-
nel dimension, if the geometry does not contain awell-defined constric-
tion. With this approach, one can therefore generate foams over a wide
range of bubble sizes (10–1000 μm) and gas fractionsΦ, since

Φ ¼ QG

QG þ QL
: ð26Þ

The squeezing regime leads to highlymonodisperse foams (PI b 2%).
Some examples of obtained foams are shown in Fig. 10.

2.4.2.2. The dynamic regime. The simplest case in the dynamic regime is
when the viscous dragwhich is exerted on the bubble by the fluid over-
comes the capillary force which attaches the bubble to the orifice
(Fig. 8a). An example from an experiment is shown in Fig. 11b. The vis-
cous Stokes force, which may be approximated as FV = 6πRBηLUL, plays
the same role as gravity in Section 2.4.1. Equating the viscous and the
capillary force (2πγRO) leads to a simple expression for the obtained
bubble size

RB � γ
ηlU

RO ¼ Ca−1
L RO: ð27Þ
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Fig. 9. Selection of the most commonly used geometries to generate bubbles in conditions where both, the gas and the liquid are flowing. The flow may either be unconfined (a–c) or
confined (d–g). Flow patterns are typically that of co-flow of both phases (a, b, d–f) or of cross-flow (c, g).
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Hence, the obtained bubble size is inversely proportional to the cap-
illary number CaL of the liquid and depends linearly on the orifice radius
RO. In the case of confined geometries one observes awell-defined tran-
sition from the “squeezing” (Section 2.4.2.1) to the “dripping” regime
when viscous forces start to win over surface tension forces, i.e. above
a critical CaL [57,58].

Upon increasing the gas or the liquid flow rate, one observes that the
point of bubble detachment moves away from the orifice, leading to the
creation of a jet whose length depends on the flow velocities. This
change of behaviour marks an important transition from the “dripping”
(or “bubbling”) to the “jetting” regime [51,59,60]. This transition is gen-
erally rationalised using the concept of absolute and convective instabil-
ities, which we discussed at the end of Section 2.3. In the squeezing and
dripping regimes, the break-up of the gas ligament is caused by an abso-
lute instability, which invades the entire system and therefore occurs al-
ways at the orifice. With the presence of non-negligible viscous and/or
inertial forces, the evolution of the instability can be slowed down and
hence be “convected” with the flow. The system can therefore create a
jet which breaks at the point where the jet is “old enough” so that the
capillary instability had enough time to develop. Twodifferent extremes
of jetting scenarios exist. In the first case, the jetting is dominated by the
external flow (Fig. 11c). This leads to the formation of a jet which thins
away from the orifice as the inner fluid is being accelerated, leading to
the formation of bubbles which are smaller than the orifice diameter
(since the bubble diameter is of the order of the jet diameter as
discussed in Section 2.3). In the second case, the jetting is dominated
by inertial contributions of the inner fluid, leading to a jet of increasing
thickness as the inner fluid is decelerated by the outer fluid (Fig. 11d),
and to bubble sizes which are larger than the orifice diameter. This
case was already discussed in Section 2.4.1.2.

In the first case, researchers have been able to show that the transi-
tion between dripping and jetting is well defined by theWeout and Reout
numbers of the outer fluid [61]. This is shown in a phase diagram in
Fig. 11e (redrawn from [61]). The transition depends strongly on the
density ratio λD and on the viscosity ratio λV of both fluids. Interestingly,
one can see that Weout and Reout are proportional at low Re number,
meaning that the transition occurs at a fixed Ca number since
Ca=We / Re. This observation was confirmed by different experiments
Please cite this article as: Drenckhan W, Saint-Jalmes A, The science of f
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and a wide range of fluid couples and flow conditions [51,61]. Fig. 11f
shows an example of a typical phase diagram obtained for the geometry
shown in Fig. 11a (from [61]). What this phase diagram also shows is
that the capillary number of the outer flow defines the transition only
if inertial forces of the inner fluid can be neglected. In the limit of
small Caout, the transition seems to be defined by a critical Weber num-
berWein of the inner fluid. For intermediate cases (and if Reynold num-
bers are sufficiently low) one observes that the transition occurs when
Wein + Weout ≈ O(1) [61].

The discussion between dripping and jetting may seem somewhat
academic. However, it is very useful even for the practitioner. The first
reason is that as one enters the jetting regime, monodispersity com-
monly drops. This is due to the fact that the maximum of the curve giv-
ing the unstable wavelengths (Fig. 4b) is quite smooth, meaning that
the system may select a wider range of bubble sizes. Moreover, when
the system is in the jetting state, the bubbles do not need to be “nucle-
ated”with the associated problems of the initial entry pressure, helping
with pressure reduction in devices and for parallelisation. Last but not
least, with bubble sizes being of the order of the jet diameter at break-
up (Section 2.3), creating thin jets is an efficient way to create a large
number of small bubbles, down to a few micrometres [62,63].

The obtained bubble sizes depend on the operating regimeof the de-
vice. Bubble sizes in the dripping regime tend to be well described by
Eq. (27). Bubble sizes in the jetting regime dominated by the outer
fluid phase are found to be well captured by simple scalings of the type

RB

RO
� QG

QL

� �β
; ð28Þ

with the pre-factor and β depending on the flow geometry and on the
viscosity ratio λV. Typically, β has been found to lie between 0.4 and
0.5. For example, researchers found experimentally and theoretically
that β = 0.5 if QG / QL → 0, and β = 2 / 12 if λV = ηG / ηL → 0 [26]. For
high Reynolds and Weber numbers it was found that β = 2 / 5 [64].

Up to now we have only discussed periodic bubbling regimes. It
needs to be said that just as in the case of bubbling from an orifice
into a stationary liquid (Section 3.2.1) co-flow can lead to period-
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 10. Examples of monodisperse foams generated via co-flow of gas and foaming solution through a constriction. (a) Examples of foams of different bubble size and liquid fraction in a
channel just after the generation (from [55]). (b) Ordered foamswith different liquid fraction (from [56]). (c)Monodisperse foam under gravity (courtesy A. van der Net) (all bubble sizes
200–500 μm).
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doubling and chaotic bubbling [65] (Section 3.2.2). Such phenomena
occur often at the transition between regimes.

2.4.3. Breakup of bubbles under shear
In this section we consider the bubbles as passive objects, which are

already in the liquid. We ask ourselves how these can be broken into
smaller bubbles by the stresses imposed by an active external shear
flow (Fig. 1). This process has been widely studied. Even though it is
conceptually simple, a proper physical description turns out to be highly
complex. However, the general phenomenology is well documented,
and can be summarised. Since most of the experimental work has
been done on drops rather than on bubbles, and since the concepts
are very similar, we shall stay on a rather general level here by simply
considering two immiscible fluids

Let us consider a drop of a fluid (gas or liquid) of viscosity ηD
suspended in a fluid of viscosity ηC exposed to a shear flow (Fig. 12a).
The bubble/drop is first deformed into an elongated, steady shape
whose geometry depends on the capillary number Ca of the imposed
shear flow [66–70]. Examples of resulting bubble shapes are shown in
Fig. 12b (adapted from [70]). With increasing Ca and ηC the bubbles be-
come increasingly elongated — but still reach a steady equilibrium
shape. Note how strongly such a bubble can be steadily deformed
Fig. 11. The dripping to jetting transition in co-flow conditions. (a) Scheme of a commonly used
regime dominated by the external flow. (d) Jetting regime dominated by the internal flow. (a–d
ratios when the behaviour is dominated by the flow of the external fluid (redrawn from [61]). (
the internal and the external flow are important (from [59]).
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without “breaking”. The deformation is commonly measured by the as-
pect ratio D = (A − B)/(A + B) (Fig. 12a).

Upon further increase of the capillary number, a critical capillary
number Ca* (and hence a critical deformation D*) is reached beyond
which the bubble can no longer sustain a steady shape. As a conse-
quence, D increases and eventually reaches a point where capillary in-
stabilities (Section 2.3) break the elongated object into pieces. Thus,
the instability of the aspect ratio is directly linked to the breakup of
the bubble — even though they are not simultaneous.

What sets the critical capillary number Ca*? An important piece of
work was done by H.P. Grace [71] for the case of droplets. He showed
that Ca* depends strongly on the viscosity ratio λV, which is shown in
the graph in Fig. 13a and by corresponding photographs of bubbles
and drops taken just before Ca* is reached in Fig. 13b. It is straightfor-
ward to see the asymmetry of the curve: with two given fluids of
different viscosities, results are different depending onwhich fluid is in-
side or outside the drop. When the inner fluid has a much lower viscos-
ity (as for a bubble insidewater, whereλV ~ 10−2), the results show that
the bubble can support reasonably high Ca* ≈ 3 before being irrevers-
ibly extended and ruptured.

Once the elongated mother-bubble (or mother-drop) has ruptured
just above Ca*, the resulting size of the created objects is directly linked
setup. (b) Dripping regime— the bubble/drop is created at the tip of the orifice. (c) Jetting
from [59]) (e) Transition between dripping and jetting for different density and viscosity
f) Transition between dripping and jetting when at low Reynolds number and when both,
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Fig. 12. (a) Scheme of a bubble being deformed in a shear flow. (b) Photographs of the equilibrium shape of a sheared bubble at different Capillary numbers Ca and at different viscosity
ratios λV (adapted from [70]). D is a measure of the deformation given by D = (A − B)/(A + B).
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to the critical elongationD*: the ligament radius at Ca* provides an esti-
mation of the diameter of the newly created entities (see Section 2.3).
Since both the critical capillary number Ca* and the associated deforma-
tion D* increase with decreasing λV for λV b 1 (Fig. 13), this implies that
the size of the resulting objects decreases for decreasing λV.

The above descriptions correspond to deformations generated by a
pure shear flow. In fact, it was rapidly discovered that the deformation
and stability of bubbles and drops in a flow field depend strongly on
the type of imposed flow [68,72,73]. Elongational, rotational or simple
shear flow does not deform a bubble in the same way, and consequent-
ly, the critical capillary number Ca* depends on the type of flow. A vast
body of theoretical and numerical research deals with such issues, con-
sidering gradually varying types of flow, which are shown in Fig. 14a.
Such flow fields can be expressed via the velocity gradient

∇u ¼ 1
2
G

1þ α 1−α 0
−1þ α −1−α 0

0 0 0

2
4

3
5; ð29Þ

where G fixes the amplitude of flow field. The balance between shear
and vorticity of a flow can then be simply described by the factor α,
which gives purely extensional flow in the case of α = 1 and simple
shear flow for α = 0 (see flow patterns in Fig. 14a). Experimentally,
such kind of flows can be generated by four independently rotating
cylinders. The capillary number of these flows is then typically
expressed as

Ca ¼ GηRB

γ
; ð30Þ

where RB is the radius of the undeformed bubble/drop.
As shown in Fig. 14b, the dependence of Ca* on the viscosity ratio λV

depends non-negligibly on α. In the limit of bubbles (small λV), the crit-
ical capillary number Ca* decreases as one goes from α=0 (pure shear
flow) to α = 1 (purely extensional flow). For curiosity, note the
Fig. 13. (a) The “Grace plot”: Critical capillary number Ca* beyondwhich the drop/bubble becom
continuous phase (adapted from [71]). (b) Photographsof drop/bubble shapes at the critical point
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differences with the regime at high λV: with only simple shear (α =
0) one cannot break very viscous drops, while with extensional shear
it is possible (α approaching 1).

Besides the Rayleigh–Plateau instability (Section 2.3) which breaks
the elongated ligaments, there are two other important mechanisms
which can also lead to the creation of smaller bubbles/drops. The first
phenomenon is called “tip streaming” and is shown in Fig. 15. It creates
a thin threadwhich starts at the tip of an elongated bubble/drop, where
it has a non-trivial shape [74]. This thread breaks into tiny bubbles/
drops. This is very different from the rupture of the main bubble
(drop) [75]. As shown in the graph of Fig. 13a, this phenomenon occurs
well below the critical capillary number Ca* for breakup. The presence
of surfactants plays an important role in this process and numerous im-
portant advances have beenmade recently in order to elucidate the key
mechanisms at play in this process [[]].

Anothermode of rupture of the elongated bubble/dropwhich occurs
well before the onset of the capillary instability takes place when the
flow is suddenly stopped, or if the bubble/drop is convected towards a
region of lower capillary number [14,26,69]. As show in Fig. 16a, in
the absence of deforming stresses, the bubble/drop tends to go back
to its minimal surface shape, which is a sphere. In this process of con-
traction, an effect called “end-pinching” can occur: a bulbous head
forms at each end of the filament. The filament becomes unstable in
the vicinity of the head, creating two smaller heads at the remaining fil-
ament and so forth. This can be nicely seen in the right image sequence
of Fig. 16a. Whether end-pinching occurs depends on a number of pa-
rameters. Recently, a phase diagram was proposed by Driessen et al.
[26] (Fig. 16b), showing under which condition the relaxation of
stretched drops of different viscosities in air are stable or not. It seems
that as in the case of infinitely long fluid cylinders (Section 2.3), one of
the control parameters is the Ohnesorge number Oh (Table 2). The sec-
ond control parameter is the deformation of the drop at the moment
when the deforming shear flow is stopped. Once again, most of the
es unstable in a pure shear flow as a function of the viscosity ratio λV of the dispersed and
, generated in an extensionalflow for awide range of viscosity ratiosλV (adapted from [68]).
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Fig. 14. (a) Different types offlowfields inwhich the bubbles/drops are deformed, ranging frompurely extensional (α=1) to pure shearflow(α=1) (adapted from [68]). (b) Effect of the
flow type on the critical capillary number Ca* beyond which the bubble/drop shape becomes unstable (adapted from [68]).
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experiments have been performed with drops, rather than with bub-
bles, but the physical phenomena concerned here are valid for both
systems.

2.4.4. Gas entrainment at free surfaces
If one considers the flow of liquid with a free surface, many sources

of perturbations of the interface can lead to the entrainment of the
surrounding, passive air. This phenomenon is generally related to the
presence of a geometrical constraint or an abrupt change of cross-
section or speed between neighbouring fluid zones [13]. Well-known
examples include the plunging jet (Fig. 17a) [80], in which the region
of gas incorporation opens like a cone, or the hydraulic jump
(Fig. 17c) (Section 3.2.3), where air is entrained when the average
flow speed of a liquid slows down suddenly. Similar situations arise
when the flow is accelerated temporarily as it passes over obstacles or
when the free interfacewith air vanishes, for examplewhen flowdisap-
pears under an inclined plane (Fig. 17d).

The plunging jet is the most documented situation in foam-related
work [80]. Due to its practical relevance (for example in the kitchen
sink and the bathtub), it is used as a standardised foamability technique
(Ross–Miles test, Section 3.2.3). Moreover, it corresponds to a prototype
(or paradigm) experiment, with which one can probe the basic mecha-
nisms at work in more complex hydrodynamic processes [80]. One of
the key parameters in this process is the impact velocity of the jet U,
i.e. its capillary number Ca = ηLU / γ. Below a threshold value, a steady
deformation of the interface is obtained without the incorporation of
Fig. 15. Tip-streaming: production of tiny bubbles at the tip of bubbles sheared in a Couette cell
on tipstreaming,” unpublished).
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gas (inset of Fig. 18). An important feature is that the radius of curvature
r at the edge of the gas “cusp” vanishes exponentially with the capillary
number Ca, i.e. r ~ exp(−Ca) [80]. This steady interfacial deformation be-
comes unstable beyond a critical capillary number Cac (and anassociated
critical cusp radius rc): a viscous pumping of the entrained fluid into the
narrowing nose generates a lubrication pressure, which finally prevents
any steady force balance [80]. As in the case of bubble break-up under
shear, above this Cac the cusp is increasingly stretched until it eventually
breaks into smaller bubbles by the mechanisms discussed in Section 2.3.
The entire process is sketched in Fig. 1. It can produce quite monodis-
perse foams with bubble-sizes and monodispersity depending on the
jet speed— as the regular bath tuber or dish washer may confirm.

The physics of plunging jets has been investigated in detail for high-
viscosity liquids in air, as both experiments andmodelisation turn out to
be easier to perform than for low-viscosity fluids. Different investiga-
tions lead to the prediction that, as long as inertia can be neglected
(small Re), the critical capillary number Cac scales logarithmically with
the viscosity ratio λV [80,81]

Cac � − ln
ηG
ηL

� �
¼ ln λVð Þ: ð31Þ

This is shown in Fig. 18 (adapted from [80]). Lorenceau et al. [81]
have shown that this relationship can be extended over five orders of
magnitude to smaller viscosity ratios when working with two liquids.
(a and b from [79]) and at the tip of a drop (c from [24]— Leonhard, H., 1996, “Experiments
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Fig. 16. (a) A bubble breaks as it relaxes fromanelongated shapewhen the applied shear is stopped (from [68]). Theway it ruptures depends on its initial aspect ratio and the viscosity ratio
of the two fluids. This is shown in a phase diagram in (b) which shows a stable and an unstable zone for deformed droplets of different viscosities in air using the aspect ratio and the
Ohnesorge number Oh as key parameter (from [26]). Here the full circles correspond to droplets which contract without breaking. The empty circles are obtained for more stretched
and viscous drop, which finally break as they relax.

Fig. 17. Different configurations leading to gas entrainment at free surfaces.
Adapted from [13].
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Another non-trivial result concerns the rate of gas entrained. It turns
out that it depends only on the gas viscosity, and, surprisingly, not on
the fluid viscosity [80]. This is due to the fact that the gas film decouples
the jet from the rest of the fluid.

In contrast to the previously described visco-capillary entrainment
modes, the physics of low-viscosity plunging jets is commonly
characterised by high Reynolds numbers (Re N 100) and low capillary
numbers (Ca b 1). Under such conditions, different inertial instabilities
of the gas/liquid interface can develop already before the impact, so
that the cross-section of the jet is no longer constant. One of these insta-
bilities is the Kelvin–Helmholtz instability [82]. It arises when two im-
miscible fluids with different densities flow side by side at very
different velocities (Fig. 19a). Beyond a critical velocity difference cer-
tain wave lengths of natural interfacial fluctuations become unstable
and are amplified by the flow [82]. An example of this instability on a
simple water jet in air is visible on the left side of the jet in Fig. 19b. If
this instability develops before the viscous pumping effect starts to be
important they modify in a non-trivial manner the entrainment and
break-up mechanism. Different scenarios arise which are often studied
in separate regimes depending on the initial amount of disturbance
relative to the speed of the jet [80].

The Kelvin–Helmholtz instability can lead to another type of air
entrainment when it is driven to sufficiently high Weber numbers We
(i.e. both Re and Ca need to be high since We = ReCa). In this case the
destabilisation of the interface is greatly amplified, leading to complex
flow structureswhich tend to lead to the formation of smaller ligaments
which then again undergo the type of capillary instabilities discussed in
Section 2.3. This kind of fluid break-up is called “atomisation” or
“fragmentation” (right side of the jet in Fig. 19b and wave breaking in
Fig. 19c) [30,83–86]. Under the right flow conditions, it can lead to the
entrainment of a significant amount of air and hence to foam genera-
tion, as shown by the example of breaking waves in Fig. 19c and
discussed briefly in Section 3.2.3.

Gas entrainment does not necessarily require high velocity
flow: trapping pockets of gas in a fluid can occur at low flow veloc-
ities in the presence of confined geometries and when flow condi-
tions vary fast enough so that the free interface gets locally
sufficiently deformed to entrain a gas pocket. Washing your
hands with soap is probably enough of an experiment to convince
yourself of this effect. Highly viscous fluids may also simply be
folded in a way to trap air.

2.5. Bubble generation without topological changes — phase transitions

One of the main techniques to obtain bubbles without the necessity
of a topological transition of the interfaces is their generation via a
Please cite this article as: Drenckhan W, Saint-Jalmes A, The science of f
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liquid → gas phase transition which occurs locally in the fluid to create
bubbles. There are two different classes of phase transitions which are
commonly used for bubble generation [88–90]. The first class occurs
in pure fluids, where the liquid phase turns into vapour. As indicated
in the phase diagram of Fig. 20a, this can either be triggered by a
pressure drop (“cavitation”) or by a temperature rise (“boiling”).
Cavitation is commonly created by rapid flows which create localised
pressure drops through constrictions or rotating propellers or by high
energy pressure waves, such as encountered in ultrasound. Bubble
and foam generation by boiling is known to most of us for the case of
water or milk in the kitchen.

The second class of liquid→ gas transitions occurs in supersaturated
liquids within which a gas is dissolved which comes out of solution
upon a pressure drop (Fig. 20b) or a temperature increase. By far the
most commonly used mechanism in the case of foam generation is the
one encountered upon a pressure drop, which is called “effervescence”
and which is particularly well known to lovers of fizzy drinks, beer or
champagne.

These different ways of generating bubbles in an originally homoge-
nous fluid have a common physical mechanism: the system needs to be
driven into a supercritical state, in which small bubbles nucleate spon-
taneously and then grow (Fig. 2). Understanding the nucleation of bub-
bles in a liquid has a long-standing history [88–91], with a number of
open questions that remain to be answered. The complexity of this
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 18.Critical capillary number Cac as a function of the viscosity ratioλV beyondwhich air
is entrained by an impacting liquid jet. Inset: sketch of the initial entrainment steps.
Adapted from [80].

Fig. 19. (a) Destabilisation of a gas/liquid interface due to theKelvin–Helmholtz instability.
(b) Kelvin–Helmholtz instability on a liquid jet. The growth of the instability at sufficiently
highWe leads to the formation of complex patternswhich can lead to the creation of small
drops (atomisation, from) or the entrainment of air bubbles, as shown by breaking waves
in (c) (from [87]).
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subject results from the fact that bubble nucleation needs to start with
the creation of a singularity within the fluid, which calls upon a molec-
ular description of the process (challenge for theory) and which is ex-
tremely sensitive to the presence of impurities (challenge for
experiments).

If one neglects the very initial stage of the hole opening, onemay as-
sume that the created bubble is large enough so that one can apply the
concept of a surface tension and a bulk description of the gas and the
liquid phase. In this case one can consider the two key contributions
to the free energy of the bubble formation. On the one hand, once the
system is in a supercritical state, it will reduce its free energy by the
phase transition with an associated change in the free energy density
ΔGV

ΔGbulk ¼ −VBΔGV ¼ −
4
3
πR3

BΔGV: ð32Þ

At the same time, the creation of a bubble requires the creation of a
vapour/liquid or gas/liquid interface, which leads to an increase in free
energy

ΔGsurf ¼ ABΔGS ¼ 4πR2
Bγ: ð33Þ

Hence, the total change in free energy may be approximated by

ΔGtot ¼ ΔGsurf þ ΔGbulk ¼ πR2
Bγ−

4
3
πR3

BΔGV: ð34Þ

Making the approximation that the surface tension and the vol-
ume free energy are independent of the bubble size, one obtains a
free energy function which is characterised by a well-defined maxi-
mum, as sketched in Fig. 21. This maximum sets a critical nucleation
barrier ΔGC which is associated with a critical bubble radius Rc. A
spontaneously generated bubble which is smaller than this critical
size will shrink and disappear, while a bubble which is bigger than
this critical size will grow. The nucleation rate n of bubbles may be
approximated by

n � exp −
ΔGC

kT

� �
: ð35Þ

The growth rate of these bubbles depends on the saturation condi-
tions and can be approximated [88–92] — but this is beyond the scope
of the article.

A moremechanical way to approximate the critical radius directly is
to use the Laplace law

RC ¼ 2γ
ΔP

¼ 2γ
σP f

ð36Þ
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where σ is the “supersaturation” of the liquid (σ= α− 1, with α being
the “saturation”) and Pf is the final pressure. The definition of this super-
saturation depends on the considered scenario and can be obtained from
the physical parameters of the system. In the presence of one phase only
(cavitation and boiling, index “1Ph”) one needs to take into account the
vapour pressure PV of the liquid. One may therefore define

ΔP ¼ PV−P f ¼ σ1PhP f ð37Þ

σ1Ph ¼ α−1 ¼ PV

P f
−1: ð38Þ

In the case of two phases (index “2Ph”), i.e. a liquid being supersat-
urated by a dissolved gas (effervescence), one needs to take into ac-
count the vapour pressure of the solvent and the partial pressure of
the dissolved gas. The latter being generally much higher, one can ne-
glect the vapour pressure and express the supersaturation usingHenry's
law

ΔP ¼ Pi−P f ¼ H Xi−X fð Þ ¼ σPi ð39Þ

σ2Ph ¼ α−1 ¼ Xi

X f
−1 ð40Þ

whereH= Pf / Xf is Henry's constant and Xi and Xf are themole fractions
of the dissolved gas in the initial and final state, respectively.

Due to the nucleation barrier ΔGC, one generally finds that supersat-
urations of a few1000 are required in very pure liquids. The reasonwhy
we see nucleation and growth atmuch lower supersaturations in every-
day life is due to the presence of impurities or pre-formed bubbles
which act as nucleation sites (Fig. 22) and which may dramatically de-
crease the nucleation barrier. As sketched in Fig. 22 (inspired by [90]),
scientists group the different nucleation scenarios in two main groups
of nucleation. “Homogeneous nucleation” (Type I) occurs without
the presence of any nucleation agents and therefore at very high super-
saturations. “Heterogeneous nucleation” occurs in the presence of nu-
cleation agents. In this case one differentiates between three types,
following the kind of agents present and the specific physical
conditions [90]:
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Fig. 20. Different possibilities to nucleate bubbles in a solution. (a) Liquid→ gas transition of one phase via pressure drop (“cavitation”) or a temperature rise (“boiling”). (b) Liquid→ gas
transition upon change of solubility of a gas dissolved in a liquid, here by a pressure drop (effervescence).

Fig. 21. Change of free energy during bubble generation from a supercritical liquid.
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Heterogeneous nucleation — Type II (classical): Nucleation occurs
in the presence of solid impurities which can either be small parti-
cles dispersed in the liquid or the solidwall of the container. Reason-
ably high supersaturations of order 100 are required for bubble
generation in this case.

Heterogeneous nucleation— Type III (classical): Nucleation occurs
in the presence of pre-existing gas cavities (on the container surface,
on suspended particles or freely floating in the liquid) of radius of
curvature smaller than the critical radius RC. Hence one still needs
to nucleate, but supersaturations are significantly lower than in the
case of type I and II nucleation since the “holes” in the liquid are al-
ready made.
Heterogeneous nucleation — Type IV (non-classical): Bubbles are
generated from pre-existing gas cavities (on the container surface,
on suspended particles or freely floating in the liquid) of radius of
curvature larger than the critical radius RC. Since there is no energy
barrier to overcome it is referred to as “non-classical” nucleation.
These cavities grow as soon as a small [93] level of supersaturation
is reached. Type IV nucleation may follow type III nucleation, for ex-
ample if bubbles nucleate in cavities on the wall leaving behind a
bubble large than the critical radius.

In the case of heterogeneous nucleation, the bubble generation at a
wall or at an impurity becomes onewhich requires a topological change
to detach the bubble from the nucleating agent. This provides the same
conditions as discussed in Section 2.4.1with the difference that the bub-
ble is blown by a phase transition.

3. Techniques of foam formation

3.1. Introduction

In this sectionwe discuss some of themost commonly used foaming
techniques. These techniques make use of the fundamental mecha-
nisms of bubble generation discussed in Section 2. However, to the de-
spair of those who want to model their behaviour, they commonly
combine different mechanisms. Moreover, they are commonly run in a
way that the generation of one bubble cannot be considered as isolated
from the generation of the others (as we did throughout most of
Section 2). Hence, even though the main mechanisms of most tech-
niques may be identified, predicting the properties of the obtained
foam as a function of the different device parameters is not simply a
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question of extrapolating our discussion from the previous section and
therefore remains amajor challenge.Moreover, only few of the complex
foaming techniques have been investigated systematically in the past.

It is for this reason that the description of the different foaming tech-
niques remains here on a somewhat qualitative level. We have tried to
group the different techniques by their main mechanisms, going every
time from the simplest configuration—where some of the acting phys-
ics is understood— to themost complex one. In order to guide the read-
er who may consult this article in the search for an appropriate
technique for his application, we have compiled some of the key fea-
tures of commonly used techniques in Table 3.

3.2. Mechanical foaming techniques

3.2.1. Foaming by bubbling into a stationary liquid
The process of bubbling into a stationary liquid is of great impor-

tance in a number of industrial processes, the most common examples
being bubble column reactors [94,95] or foam flotation/fractionation
tanks [96,97]. In most applications, bubbling occurs through many ori-
fices in parallel, through a perforated plate (regular distribution of
equal-sized holes) or through a porous disc (irregular arrangement of
orifices of irregular cross-section, but typically with a characteristic
size). Researchers find that even though — in principle — the bubbling
process on each individual orifice can be described as in the case of an
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/

http://dx.doi.org/10.1016/j.cis.2015.04.001
http://dx.doi.org/10.1016/j.cis.2015.04.001


Fig. 22. Different types of nucleation and growth processes encountered in bubble formation (inspired from [90]).
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isolated orifice in Section 2.4.1, a number of complex interactions occur
between the closely spaced orifices on the plate or the disc which need
to be taken into account [33,94]. These interactions may arise from a
coupling through the reservoir or through the liquid by hydrodynamic
flows or direct bubble contact. In an attempt to elucidate these complex
interactions, researchers have started to look atmore simplified systems
of a few orifices of controlled spacing and dimensions (Section 3.2.1.2).

Characteristic bubble sizes with these kinds of techniques range
from a few hundred micrometres to one centimetre. The foam can be
verymonodisperse, if identical orifices are driven under the right condi-
tions (Section 3.2.1.2), or polydisperse, with polydispersities being typ-
ically up to 50%. Foam production rates depend on the number of
orifices used. With porous discs one can easily generate 1 L/min/cm2

of pore surface. Since the bubbles need to be generated in a liquid, the
foam just after generation has generally a high liquid fraction. As bub-
bles rise away from the generation site the liquid is drained by gravity
to create foams with low liquid fractions.
3.2.1.1. Complex bubbling regimes for one orifice. In Section 2.4.1 we con-
sidered periodic bubbling regimes only. However, even a single orifice
can be driven in highly non-linear bubbling modes, depending on the
Table 3
Overview of the key features of some of the most commonly used foaming techniques.

Principle Technique Bubble
(mm)

Bubbling into a stationary liquid
(active gas phase, passive fluid phase)

Individual orifice 0.1–10
Many orifices/perforated plate 0.1–10
Porous disc 0.1–10

Co-flow o of gas and liquid
(active gas phase, active fluid phase)

Individual orifice 0.01–1
Porous media 0.01–1
Static mixer 0.01–1
Straight tube 0.01–1

Air entrainment and break-up under shear
(passive gas phase, active fluid phase)

Ross–Miles (plunging jet) 0.1–5
Venturi hose 0.01–0
Propeller N1
Kitchen blender 0.01–1
Rotor–stator-mixer 0.01–0
Foaming by shaking 0.1–10

Phase transition Nucleation 0.001–
Aerosol cans N0.01
Cavitation ≈ 0.00

Electro-chemical Electrolytic cell 0.001–
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bubbling conditions. As shown in Fig. 23a and b at intermediate gas
flow rates the bubbling periods T (time between two bubble detach-
ments) bifurcate, leading to two or more bubbling periods. In certain
ranges a fully chaotic bubbling is observed with a random distribution
of the bubbling periods [93,98–102]. Multiple bubbling periods can lead
to bubble size distributions with several peaks (bi- or tri-disperse, etc.)
while chaotic bubbling may generate polydisperse foams. Which one of
the different regimes is selected, depends strongly on the liquid proper-
ties, the orifice conditions and the gas flow rate. At the outset, researchers
believed that this complex behaviour resulted from intricate interactions
between the detached bubble(s) and the onewhich is being generated, or
from pressure fluctuations in the reservoir. The interpretation which
seems to be emerging now is that it is rather the dynamics of the gas/liq-
uid meniscus within and at the orifice which controls this interesting be-
haviour [93,100–102]. For example, Fig. 23b shows that the complexity is
lost as soon as the orifice radius ro is large enough.

3.2.1.2. Bubbling from several orifices/perforated plates. If one bubbles
through several orifices in parallel, the resulting behaviour depends on
whether the bubbles are blown from the samegas reservoir. At the outset
let us consider two orifices which are fed by a separate gas injection. As
long as they are sufficiently far away from each other within the fluid,
size Polydispersity
(%)

Initial gas
fraction φ

Production rate
(L/min)

Section

2–40 b0.60 b1 2.4.1 and 3.2.1.1
2–40 b0.60 b5 (per cm2) 3.2.1.2
10–50 b0.70 b5 (per cm2) 3.2.1.3
2–30 b0.99 b0.1 2.4.2 and 3.2.2.1
N30 b0.90 b1 3.2.2.2
N30 b0.95 b15 3.2.2.3
N30 b0.97 b10 3.2.2.4
10–40 b0.60 b1 3.2.3.2

.1 b30 b0.90 b5 3.2.3.2
b30 b0.97 b1000 3.2.3.2
b40 b0.97 b1 3.2.3.3

.1 b30 b0.90 b10 3.2.3.3
b70 b0.80 Depends 3.2.3.4

0.01 10–40 b0.60 b1 3.3.1
N30 b0.99 b1 3.3.2

1 N20 b0.60 b0.001 3.3.2
0.01 10–30 b0.60 b0.001 (per cm2) 3.3.3
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Fig. 23. Period doubling and chaotic bubbling behaviour upon gas injection into a stationary liquid (a, b) and in co-flowconditions (c). (a) Left: Bubbling periods T as a function of reservoir
pressure. Right: Corresponding images for period-1, -2 and -4 behaviour (adapted from [99]). (b) Bubbling periods as a function of gas flow rateQG for two different orifice sizes. The com-
plexity disappears for the larger orifice (adapted from [102]). (c) A: Bubbling device for the creation of co-flow conditions. B: Bifurcation diagram showing the bubble diameter db as a
function of the liquid flow rate Q (at constant gas pressure) and corresponding photographs of the bubbling process (adapted from [65]).
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both orifices function independently following the behaviour discussed
in Section 2.4.1. However, below a critical spacing (which depends onpa-
rameters like the bubbling velocity), both orifices begin to communicate
via hydrodynamic interactions [103,104] through the liquid. The result is
that both orifices can synchronise such that the bubbles are generated in
an alternating fashion as is shown in Fig. 24a with corresponding flow
fields in Fig. 24b (from [103]). This synchronisation is sensitive to the
bubbling speed and is generally lost at very low bubbling velocity and
at very high bubbling speed, when the orifice is in the jetting mode.

If the orifices are fed from the same reservoir, as is the case for per-
forated plates (Fig. 24c–e), one adds an important coupling through
fluctuations in the pressure and flow field of the gas within the reser-
voir. Let us imagine that at the beginning all orifices are closed. As the
pressure increases in the reservoir, the gas/liquid interfaces at the ori-
fices start to curve outwards until the maximum pressure is reached
when the interface is a hemisphere (Fig. 6b). Beyond this point, the bub-
ble grows at increasing speed (since the resisting Laplace pressure of the
interface decreases with increasing bubble volume). The resulting rapid
inflow into the bubble therefore leads to a pressure drop of a certain ex-
tension in the underlying reservoir. This pressure drop can be so strong
and long-range, that a certain number of orifices around the one where
the bubble is generatedwill not be able to reach themaximumpressure
for bubble formation. The result is that at low flow rates on perforated
plates only a certain number of holes are active in the bubbling process.
A typical example is shown in Fig. 24d. The characteristic distance be-
tween the active holes depends on the influence length within the res-
ervoir, which in turn depends on the flow rate. Which holes are active
depends on which one manages to fire first, which generally depends
on small fluctuations in the hole size, with larger holes firing first. As
the flow rate is increased, more and more holes start to be involved in
the bubbling process. Fig. 24e shows an example of the active hole
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fraction as a function of the injected gas velocity (from [105]). This in-
crease is due to two reasons. The increase in gas flow velocity leads to
an increasing dynamic pressure drop at each hole [106]. Once the dy-
namic pressure drop is of the order of the maximum capillary pressure,
all holes should be able to generated bubbles. A second reason is that for
sufficiently high gas flow velocities, i.e. beyond a characteristic Weber
number (see Section 2.4.1.2), inertial forces play an important role lead-
ing to the formation of a gas jet. This implies that the holes remain open
permanently and the maximum capillary pressure loses its meaning
once the hole is firing. This can be seen in Fig. 24e, where all holes are
active when the flow velocity is about 12 m/s which corresponds to
We≈ 2 and therefore to the jetting regime (Section 2.4.1.2). Since the
jets have a certain cross-section, the final number of active orifices
may be smaller than 100% if the orifice spacing is smaller than a typical
jet diameter [107]. The bubble size at each orifice can be approximated
using the gas flow rate per active orifice and the relations provided in
Section 2.4.1. However, one needs to keep in mind that the coupling
can lead to flow rate fluctuations between the orifices and therefore to
the generation of bubbles of different sizes.

For many purposes it is desirable to drive the porous plate in a slow
bubbling mode to maintain the monodispersity of the bubbles. An ele-
gant trick to avoid the pressure-coupling of the orifices is to increase
the flow resistance between them in the reservoir. This can be done
by increasing the flow resistance of each orifice (long slender orifices)
or by replacing the part of the reservoir underneath the orifices by a
fine porousmedium [106]. Apart from the question of the number of ac-
tive orifices, coupling of the bubble break-up can occur for sufficiently
close orifices. Researchers find [108–110] that bubbling is synchronised
at low and a high flow rates (jetting regime), while it is asynchronous
for intermediate flow rates. The synchronisation depends on the orifice
spacing and organisation.
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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3.2.1.3. Sparging fromporous discs andmore exotic sparger geometries. The
most commonly used spargers for foam generation are probably of po-
rous type, as shown in Fig. 24f. The most popular spargers are sintered
glass discs, since they arehydrophilic, easy to clean and since they provide
a wide range and a good control over the characteristic pore dimensions.
In porous spargers, all of the previously discussed mechanisms interact
simultaneously to give the final foam properties. The final bubble size
distribution depends sensitively on the pore-size distribution, thewetting
properties and the flow conditions. There are two important differences
between porous spargers and perforated plates. The first lies in the wide
distribution of pore sizes (as shown in Fig. 24f). Since the initialmaximum
capillary pressure to be overcome is inversely proportional to pore radius
(Eq. (17)) the bubblingwill occur through the largest pores. This iswhy at
low flow rates, porous discs can produce foams of high monodispersity
(Figure 24g from [111]). With increasing gas flow rate, the pressures at
the smaller holes increase so that an increasing number of smaller pores
are active, making the foam increasingly polydisperse. As in the case of
a single orifice, as a rule of thumb, the average bubble size of a sparger
is proportional to its average pore size. The second difference lies in the
fact that the different pores of a sparger are less coupled by pressure fluc-
tuations than the orifices of a perforated plate, since the gas encounters a
highflowresistance as it passes through the complexporenetwork.How-
ever, this simplification regains complexity by the fact that depending on
the dynamic conditions the gas may choose different preferred passages
through the porous material. Depending on the flow conditions, bubble
size distributions from porous spargers have been characterised by the
presence of several peaks [112] or by a smoothWeibull distribution [113].

The gas fraction of the foam generated just above the sparger tends
to be very low, the final gas fraction of the foam being created by a com-
petition between foam rise and liquid drainage [114]. Care needs to be
Fig. 24. Bubbling with increasing complexity. (a) Synchronisation of bubbling from neighbouri
around generated bubbles at two orifices for two different orifice spacing (from [103]). (c) Ex
perforated Teflon plate showing that bubbling occurs only via a limited number of holes [106
for different liquid heights (from [105]). (f–g) Image of a porous disc and of bubbles generated

Please cite this article as: Drenckhan W, Saint-Jalmes A, The science of f
j.cis.2015.04.001
taken when the gas influx is so high that a foam is created right at the
outlet of the sparger. In this case, bubble generation mechanisms may
change dramatically, leading to a dependence of the bubble size with
flow rate which may be completely different (even the inverse) to
what has been discussed above.

A selection of more exotic spargers has been developed in the past,
generally with the aim to obtain a better control over the bubble size
distribution while increasing the foam production rate. Amongst the
most elegant are techniques which employ the instability of gas/liquid
interfaces in particular geometric conditions. Examples include periodic
bubble generation at a narrow gap [116,117] or at a step [118,160],
which can produce highly monodisperse bubbles, as shown in Fig. 25.
Similar to the case of orifice bubbling, the bubble sizes may be varied
via the gap/step width and the gas flow rate.

3.2.2. Foaming via co-injection of gas and liquid
As already discussed in Section 2.4.2, the bubbling techniques of the

previous section are often improved by imposing a flow of the foaming
solution. This helps in carrying the bubbles away from the bubbling site
and in setting up additional stresses which provide improved control
over the bubble sizes and the obtained gas fraction. Individual co-flow
devices are often parallelised to increase the production rates
(Section 3.2.2.1). One common approach of parallelising the co-flow
mechanism is to let gas and foaming solution flow through complex
pore geometries. In this case, both phases travel through an intercon-
nected network of random or purpose-shaped pores (Sections 3.2.2.2
and 3.2.2.3), being exposed to a range of different mechanisms which
turn one large gas pockets into many small bubbles. One of the key dif-
ferences between co-flow in individual pores (as discussed in
Section 2.4.2) and co-flow in more complex pore-networks, is that the
ng orifices via interaction through the liquid (from [103]). (b) Simulation of the flow-field
ample of bubble generation on a perforated plate (adapted from [115]). (d) Bubbling at a
]. (e) Variation of active hole fraction at which bubbles are generated with gas flow rate
from it for increasing gas flow rate (from [111]).
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Fig. 25. (a) Sparging from a narrow gap (gap width: 75 μm (top image) & 100 μm (bottom image)) via an instability of the air/water interface (adapted from [116]). (b) Generation of
equal-volume bubbles on a step using the same mechanism as in (a) (adapted from [118]).
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system can choose between many different flow paths, adding yet an-
other level of complexity. Different types of pore geometries and flow
conditions can be used for efficient foam generation. We discuss some
of them here.

3.2.2.1. Complex bubble generation and parallelisation of co-flow devices.
As in the case of bubbling from an orifice into a stationary liquid
(Section 3.2.1.1), even individual co-flowdevicesmay exhibit a complex
behaviour at intermediate bubbling regimes. An example is shown in
Fig. 23c for the co-flow through a constriction,which shows period dou-
bling and chaotic bubbling for certain ranges of liquid flow rates at con-
stant gas pressure [65].

Even if co-flow devices can generate up to 106 bubbles/min, this
tends to correspond to small foam production rates since bubble sizes
are small. Efforts have therefore been made to parallelise the individual
devices [62,119]. In the squeezing or dripping regime (Section 2.4.2)
complex coupling is observed between the different orifices
(Figure 26a from [119]), which is largely due to the compressibility of
the air and the dynamics of the meniscus. As in the case of the porous
disc (Section 3.2.1) this coupling can be reduced by increasing the
pressures/flow rates and therefore moving towards the jetting regime,
where most of the physics happens at the tip of the jet and not at the
outlet of the orifice. An extreme example of parallelisation of the
break-up of thin gas jets is shown in Fig. 26b [62]. These gas jets can be-
come very thin under extreme co-flow conditions, and bubble sizes can
therefore be of the order of a micrometre.

3.2.2.2. Foam generation in porous media. In the limit of very small pore
sizes and low flow velocities one finds the application of foam genera-
tion in porous media (often sandstone) for enhanced oil recovery
[120–124]. In this field, typical pore sizes are of the order of some
micrometres, leading to strongly laminar flow which is dominated by
surface tension and viscous forces (i.e. small Re and We numbers).
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In a porous medium, at sufficiently low flow rates, both fluids may
follow separate paths (“no-foam regime” in Fig. 27a and c), leading to
a low flow resistance and hence a small pressure drop across the porous
material. Upon increasing the flow rates, one observes an increase in the
pressure drop, being associated with the creation of a coarse (“weak”)
foam (Fig. 27a and c). When a critical pressure gradient ∇P* is reached
in the porous medium upon further increase of the flow rates, the pres-
sure drop jumps abruptly to amuch higher value as a result of the onset
of efficient foaming mechanisms taking place within the pores. Three
different foaming mechanisms have been identified [120,121] which
are shown in Fig. 27d. “Lamellea division” divides an already existing
foam lamella, while “Leave-behind” creates one due to the flow around
obstacles. The third mechanism is “Snap-off”, which occurs in the pore
throats (narrow section between two pores). Similar to the phenomena
discussed in Section 2.4.2, pressure and flow conditions lead to a
destabilisation of the gas thread in the pore, which breaks up to gener-
ate small bubbles. At this stage, about 10 different mechanisms of this
snap-off have been identified [125], the most common one being
probably “Roof-snap-off”, which occurs when gas invades a liquid-
filled pore, similar to the case of co-flow through a constriction
(Section 2.4.2). The difference being here that one deals with a
parallelisation of many co-flow devices of different dimension, i.e. a sit-
uation of even higher complexity than the one shown in Fig. 26a for the
parallelisation of two identical devices. A lively debate is taking place in
the community, whether “Snap-off” or “Lamellea division” is the main
foaming mechanism [125].

Since foaming and foam flow in a porous medium are dominated by
what happens in the pore throats (snap-off and lamella need to be
pushed through the pore throats) the critical pressure gradient ∇P* at
which foaming occurs is related to the dimensions of the pore throats
RP [124]

∇P� � RP
−2

; ð41Þ
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Fig. 26. Parallelisation of co-flow devices. (a) Complex coupling of parallel bubbling devices (from [119]). The left side shows photographs and the right side the bubbling activity of each
hole. From top to bottom, the gas pressure is increased at constant liquidflow rate. The notation is [PG (psi),QL (mL/h)]. (b) Parallelisation ofmicro-bubble generation in the jetting regime
(from [62]). One can see thin gas threads formed by rapid gas/liquid co-flow coming out of capillaries in a tip-streaming manner (Section 2.3). These gas-threads break into micrometric
bubbles further downstream.
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and depends on the geometry of the pores. This means that for small
pore throats, required pressure gradients for reliable foam production
can be extremely high. Above this critical pressure gradient (and the as-
sociated critical flow rates), foam is generated efficiently with bubble
sizes being of the order of the pore sizes, i.e. micrometric. Bubble sizes
and gas fraction can be tuned by tuning the overall and the relative
flow rates, with the bubble size being roughly inversely proportional
to the total flow rate Q = QG + QL in the porous medium [126]

RB � Q−1
: ð42Þ

An example of this is shown in Fig. 28. Unfortunately, little system-
atic work has been done at this stage to establish a quantitative link be-
tween the porous material, the flow conditions and the final foam
properties. In real porous media with microscopic pore sizes, pressures
tend to become so high that they lead to frequent film rupture. Hence,
an understanding of the global mechanisms needs to take into account
coalescence.

An interesting (and for the practitioner important) finding is that
there is a wide range of pressure gradients which lead to an unstable,
often oscillatory flow, and hence oscillating foam properties. This is
shown by the dotted line in Fig. 27a. Researchers associate this with
the occurrence of intricate feedbackmechanismswithin the porousma-
terial [122,124]. Fig. 27b shows how the transition between the weak
and the strong foam regime depends on the gas and the liquid flow
rate. Anybody looking to generate a homogeneous foam should there-
fore strive for sufficiently high flow rates in order to be in the “strong
foam” regime.

Most considerations of foam generation in porous media take into
account individual bubbles only. As in the case of foam generation
under shear (Section 3.2.3), researchers have recently been able to
show that collective bubble effectsmay play a non-negligible role in en-
couraging the break-up of larger bubbles into smaller ones. An illustra-
tive example (from [127]) is shown in Fig. 29, where one can see how
the bubble which traverses the bottom of the constriction breaks the
bubblewhichpasses at the top,which then breaks the bubble at the bot-
tom.An individual bubble of the same sizewhich traverses this constric-
tion at the same velocity does not break.

3.2.2.3. High-speed foaming through fibre matrices and static mixers. In
order to obtain higher foaming rates, scientists use a range of
purpose-designed porous-type media through which liquid and gas
are co-injected at high velocities (up to several metres per second). In
this case, bubble generation profits also from the presence of strong vis-
cous and inertial forces. One class of devices is provided by static mixers
(Fig. 30a–c) [129–131] which are purpose-designed such that a rapid
flow of the gas and the liquid through the interconnected network of
pores leads to an optimised shearing action on the bubbles, and hence
to bubble break-up (Section 2.3). Thesemixers can be driven in the lam-
inar regime, leading typically to bubble sizes of the order of 100 μm
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(Fig. 30d) with a wide range of gas fractions. Or they can be driven at
high flow rates in the turbulent regime, leading to smaller bubble
sizes and lower gas fractions. In [130,131], one can find a guideline for
such static mixers, linking the type of mixer to be used as a function of
the fluid properties and applications foreseen.

Other types of static mixers may include the passage through fine
grids of different mesh sizes or through systems like compact steel
wool [132] (or similar types of fibrous materials). The advantage of
such systems is that they have a reasonably high permeability, despite
having a small characteristic length scale which fixes the obtained bub-
ble size. These “mixing units”may be positioned at the entry of a “foam
homogeniser”which may simply consist of a very long tube which acts
on the pre-foamed systems as discussed in Section 3.2.2.4. Such kind of
combinations are often used in “compressed air foam systems”, typical-
ly know for the generation offirefighting foams [132,133]. The obtained
foams can cover a wide range of bubble sizes (down to some tens of
micrometres) and can have a wide range of gas fractions.

3.2.2.4. High rate co-injection in straight tubes. Efficient foaming does not
necessarily require complex foaming geometries. Under certain condi-
tions, a simple tube is sufficient. Co-injection of gas and liquid into a
straight tube at sufficiently high flow velocities leads to complex pat-
terns of two phase flow (Fig. 31a) [134], many of which generate bub-
bles and therefore foams, especially in the presence of surfactants. The
physics of these processes is highly complex, mixing different types of
air entrainment (Section 2.4.4) and bubble break-up. Until recently,
this has been studied mostly for engineering purposes where bubble
generation needs to be avoided or at least understood to optimise pres-
sure drops and heat flow problems. Researchers have now realised that
some of these regimes are extremely efficient foam generators (Fig. 31b
and c), providing foams with small bubbles and well-controlled gas
fractions [87,132,133,135].

One example consists of the co-injection of gas and foaming solution
at constant pressure (or flow rate) into a straight tube of typically
millimetric dimensions [87,135] (Fig. 31b). The tube needs to be much
longer than its diameter (typically a few hundred times longer than
thick) in order for the mechanism to work efficiently. Moreover, the
Weber numbersWe of the flow need to be sufficiently high so that iner-
tial forces play a role in the foamingprocess. Upon choosing the rightflow
conditions, foams can be obtained with very small bubble sizes (order of
10 μm) (Fig. 31d), at very high production rates (litres per second) and
over nearly the entire range of gas fractions.

Smaller quantities of foams, but with a very precise control over the
gas fraction, can be obtained using the “Double-Syringe technique”
(Fig. 31c) [87,161]. This uses a similar mechanism as in the previous
case, but here two syringes are connected to either side of a short tube
in order to push the two-phase mixture back and forth through the
tube. At the outset, one syringe contains the gas, while the other one
contains the foaming liquid. Both mix efficiently after a few cycles, giv-
ing rise to foams with very small bubbles (around 10 μm) and with
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 27. Foamgeneration inporousmedia in the lowvelocity limit. (a) Sketch of the variation of thepressure gradient across theporousmaterial as a function of the totalflowrate (inspired
by [124]) showing the different foaming regimes. (b) 3D-illustration of (a) considering the gas and liquidflow rate independently (from [124]). (c)Differentflow scenarios encountered in
the porous material (from [122]). (d) The three main mechanisms responsible for foam generation (from [127], adapted from [120]).
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extremely well-controlled gas fractions (Fig. 31e). Obtained bubble size
distributions are similar to those obtained in the continuous flow. Most
interestingly, as can be seen in Fig. 31e, they are independent of thefinal
liquid fraction of the foam [87].

3.2.3. Gas entrainment at free surfaces and bubble break-up under shear

3.2.3.1. Breakingwaves and hydraulic jumps.Asdiscussed in Section 2.4.4,
gas entrainment is mostly associated with high fluid velocity and/or
under abrupt variations of the velocity field of the flow. This occurs in
many natural processes, a well-known example being that of cascades.
It is also at the origin of foaming at the shore break on the sea [13,80]
or at hydraulic jumps. In these processes, many of the basic situations
described in Section 2.4.4 may simultaneously occur, and any under-
standing of such complex flows relies on how far it can be described
by combining the elementarymechanisms. Researchers have developed
a number of lab-scale prototypes in an attempt to simplify the complex-
ity of the processes [80,136].

In the case of foam generation by wave breaking, as shown in Fig. 32b,
a full description of how exactly the waves trap the surrounding air has
not yet been obtained. Nevertheless, the main time-sequences of the
phenomenology are known and summarised in Fig. 32a [80]. First, a
major part of air entrainment occurs as the plunging wave hits its
front face (Fig. 32a— image A). This is themost studied and understood
mode of entrainment (Section 2.4.4), as one might expect to link it to
the physics of a plunging jet configuration (Section 3.2.3.2). However,
it significantly differs from the prototypal scenario discussed in
Section 2.4.4 since the impacting jet is not continuous, its geometry is
much more complex (with angles of impact changing with time) and
the liquid receiving the impact undergoes itself a complex flow (parallel
to the surface and moving upslope). With such complexity, simulations
have been a powerful source to provide some preliminary insights of
how much air can be entrainment by this first impact of the wave (see
references in [80]). Then, there are several post-jet impact entrainment
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modes, all mostly linked to the splash of the first impact. This is
schematised in Fig. 32a — images B and C where subsequent impacts
of the forward and backward splashes entrapped some air. Lastly,
some turbulent entrainments occur all over the various subsequent
splashes, and at the leading edge of the turbulent region (Fig. 32a —
image D). Going much beyond a phenomenological description of this
process is rendered challenging also because the breaking wave situa-
tion corresponds to flows of low-viscosity fluids, which adds further
complexity (disturbances, instabilities) as discussed before for the
basic plunging jet configuration (see Section 2.4.4).

Let us mention that while a plunging wave is a reasonably effi-
cient mean to incorporate large amounts of air into water (as
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Fig. 29.Bubble–bubble interactionsmayplay an important role in bubble break-up.Here it
can be seen that the bubble passing through the bottom of the constriction breaks the one
passing on the top, which then breaks the one on the bottom.
From [127].
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everyone can experience while looking at the shore break on a
beach), it has not (yet) been transformed into a dedicated foaming
device.

Gas entrainments within hydraulic jumps (Fig. 17c) belong to the
same family of self-aerated situations, where air is incorporated as a
consequence of rapidlyflowing jets associated to strong free-surface de-
formations. It is clear that not all hydraulic jumps provide air entrain-
ment. Usual jumps in a sink give no signs of foaming or bubbling.
However, if one increases the velocity of the impacting jet, one can
start to see the first bubbles entrained in the fluid, originating at the
jump where the fluid thickness abruptly varies, as shown in Fig. 32c.
In fact, it is only for high enough Froude number Fr (typically Fr N 3)
that air is entrained [137], and this can become an efficient foaming
mechanism, as seen in Fig. 32d. Experiments show that in order to ob-
tain significant air entrainment, a large turbulent shear region— usually
called a ‘roller’ — needs to be formed. This roller is located at the top of
the thick fluid region, as shown in the scheme of Fig. 32c [137]. The gas
is then entrained at the toe of this high shear region, characterised by in-
tensive turbulence. The length of this roller is directly related to the
Froude number (see references in [137]). Similarly, the amount of gas
entrained also increases with the Froude number. However, there are
still no clearmodels unambiguously describing this effect, and only phe-
nomenological laws are proposed which lack satisfying agreementwith
experimental data. In fact, the geometry of the experimental setup plays
a role, as well as the amount of pre-entrained gas in the impacting jet.
Fig. 30. High speed co-flow of gas and liquid through purpose-designed static mixers genera
distributions obtained in a static mixer for different total flow rates at constant gas fraction (Φ
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Even though the entrainment conditions by bothmechanisms, wave
breaking and hydraulic jumps, have been investigated intensively in the
past, what is lacking almost entirely at this stage are thorough investiga-
tions into the obtained bubble size distributions, which would be im-
portant for foaming applications.

3.2.3.2. Plunging jets and foaming hoses. One foaming technique which
makes systematic use of air entrainment and bubble break-up under
shear by a plunging jet (Section 2.4.4) in a controlled manner has
been turned into a standardised test method: the Ross–Miles test
[138]. The historic set-up is shown in Fig. 33a with some typical exam-
ple curves (Fig. 33b) and images of the entrainment process (Fig. 33c).
This foaming test belongs to the ASTM databank of test methods
(identified under the number ASTMD1173-53(2001)). In practice,
50ml of the solution is placed in a cylinder. Using a pipette and a funnel
fixed at a height of 90 cm, 200 ml of the same solution is allowed to fall
into the cylinder. As soon as all of 200 ml solution has fallen, the foam
height is recorded. Note that if the impact is initially on the liquid
layer, this is no longer the case once the few first layers of bubbles are
created. During the process, bubbles might also be destroyed (or not)
by the falling liquid, thus mixing foaming and stability issues at the
same time. Foams producedwith this technique can be highlymonodis-
perse or highly polydisperse, with polydispersity increasing with im-
pact velocity of the jet. Average bubble sizes tend to be of the order of
a few hundred micrometres all the way up to a few millimetres. Foam
production rates are low, of the order of 1 L/min. The initially obtained
gas fractions are very low and generally increase by gravity-driven
drainage of the fluid as the foam accumulates at the liquid surface. The
most popular use of this foaming technique is probably that of filling
our bathtub with foam.

Other techniques have been developed to use air entrainment in a
more systematic and controlled manner for foam generation. This air
entrainment may happen at the outlet of nozzles (Fig. 34a) or at specif-
ically designed cross-sections of Venturi-type nozzles, inwhich the fluid
flow creates an underpressure and therefore entrains surrounding air
(Fig. 34b). With this approach, low to intermediate gas fractions can
be obtained. In order to increase the gas fraction of the foam, air needs
to be injected actively. This can be done using compressed air
(Fig. 34d) or a propeller system (Fig. 34d–g). In the latter case, an air/
water mixture is projected at high speed onto a fine mesh. This gener-
ates a mixture of bubble blowing/air entrainment through the mesh
and bubble break-up by shear. Foam production rates can reach more
than a cubic metre per minute. However, bubble sizes tend to be
millimetric in this case, giving rise to a reasonably coarse foam.

3.2.3.3. Breakup under active shear. In order to obtain smaller bubbles, a
wide range of foaming devices has been developed by engineers which
use more actively the fundamental mechanisms of bubble break-up
tes efficiently foams. (a–c) Examples of static mixer geometries. (d) Typical bubble size
= 0.92) (from [130]).
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Fig. 31. (a) Typical two-phase flow patterns in straight tubeswith increasing ratio of gas to liquid flow rate. Some of these regimes can be used to generate foams at high production rates
andwith small bubble sizes. One example is the continuous flow in a simple capillary (or larger tube) shown in (b), a second example pushes the gas/liquidmixtures repeatedly back and
forth through a tube using a double syringe shown in (c). Both techniques provide access to awide range of gas fractions and to extremely small bubble sizes. Examples of size distributions
are shown in (d) for the straight tube and in (e) for the double syringe.
Panels b–e from. [87]
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under shear described in Section 2.4.3. In these devices, the foaming fluid
and the gas are drastically and heterogeneously sheared in order to effi-
ciently create a foamwith sub-millimetric bubbles. The main issue in de-
signing and optimising such devices is not only to obtain the desired foam
in terms of bubble size and gas fraction, but also to ensure that the device
is efficient (rapid foaming at low power consumption).

One highly popular foaming device which is based on air entrain-
ment and systematic bubble-breakup under shear is certainly known
to most of the readers: the kitchen blender. In this device, air is
entrained at the free surface of the blended liquid (Section 2.4.4),
which creates large bubbles, which are then broken under the continu-
ous shearing action of the blender. The interaction between air
Fig. 32. (a) Scheme (from [80]) and (b) photograph of air entrainment by wave breaking. (c
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entrainment and bubble break-up leads to a gradual increase of the
gas fraction (as shown in Fig. 35a) and a decrease of the average bubble
size over time— this is noticed by the user as the foambecomes increas-
ingly white and solid-like. This process happens until an equilibrium
state is reached, whose characteristic gas fraction and bubble size de-
pend on the rheological properties of the liquid and the rotating velocity
of the blender. As a rule of thumb, the higher the viscosity of the liquid,
the smaller the bubbles and the lower the gas fraction which can be ob-
tained (Fig. 35b). Depending on the beating time and the beating speed,
obtained bubble sizes can range between some tens ofmicrometres and
a few millimetres. Extreme shearing conditions and unusual foam for-
mulations may lead to sub-micron bubble sizes [139]. As can be seen
) Scheme and (d) photograph of air entrainment at a hydraulic jump (both from [13]).
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Fig. 33. Foam generation by a plunging jet. (a) The historic Ross–Miles test which lets a foaming solution of defined volume drop into the same solution from a well-defined height and
measures the obtained foam height (from [138]). (b) Examples of the evolution of foam height with height over which the solutions fall (from [138]). (c) Images of plunging jets and the
accompanying bubble generation with increasing impact velocity (from [80]).
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in Fig. 35a, the initial foaming rate in the case of low-viscosity liquids
can be quite rapid (about 1 L/min), but the final bubble break-up may
take much longer. The main issue with the kitchen blender for larger
scale applications is the fact that it is a non-continuous process.

In order to obtain continuity and a more explicit control over the air
input (rather than relying on passive air entrainment) and the shearing
process, a number of advanced blenders have been developed in the
past. A first class of devices are rotor–stator mixers (Fig. 36a–d) which
consist of a set of narrowly-spaced static “stators” and rapidly rotating
“rotors” throughwhich the foaming solution and the gas are pressed si-
multaneously. A large body of literature dealswith the optimal design of
the rotor/stator as a function of the fluids to be sheared [141–143]. In
this context, the Newton number (Ne) (defined as the ratio between
the mechanical driving force and the inertial force) is often used to de-
scribe the device behaviour [141–143].

In these devices one finds that the mechanical energy input is the
most influential parameter which controls the properties of the obtain-
ed foam. It is a function of the rotor speed, the fluid viscosity and the
time which the gas/liquid mixture spends in the device [142–145].
The widely-used “Ultra-Turrax®” (Fig. 36e) belongs to this category of
rotor–stator mixers, with the specialty that it typically contains only
one rotor–stator pair. Bubble sizes obtained in these kind of devices
can be very small, down to the order of a fewmicrometres, with reason-
ably high foam production rates.
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Another class of devices is based on the “Narrow Annular Gap Unit”
shown in Fig. 37a and b. In these devices, gas and liquid are generally
pre-mixed using a porous plate (Section 3.2.1.3). This pre-foam is then
injected between the impellers. Souidi et al. [79] could show that one of
the main mechanisms of bubble generation in this device appears to be
“tip streaming” (as discussed in Section 2.3 and shown in Fig. 15) which
leads to very small bubble sizes of the order of 10 μm (Fig. 37c). The
main advantage is that this device requires much lower rotation speeds
(lower energy input) than the more classic rotor–stator devices [79,146].

Beside engineering issues concerning the design of such kind of
mixers, one has to be aware of the effect of bubble “cooperativity”, as al-
ready mentioned in the introduction. As the bubbles begin to be closely
packed they cannot be considered anymore as isolated objects (as done
in Section 2). The effect of the gas volume fraction has been investigated
in controlled model experiments using a shear rheometer [17,147,148]
(Fig. 38a). The authors evidence different break-up regimes. In particu-
lar, as in the case of cooperative bubble breakup in constrictions
(Fig. 29), they realised that bubble–bubble interaction becomes impor-
tant and leads to critical capillary numberswell below those of an isolat-
ed bubble/drop (Fig. 38b). The authors explain this enhanced instability
by a “microstructure-induced” instability which leads to a pinch-off of
an elongated bubble by its neighbours (Fig. 38c) and to a critical stress
which needs to be obtained in the foam (rather than a critical capillary
number) [149].
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 34. Controlled air entrainment for foam generation: Air can be entrained by the liquid flow (Ventouri-type effect) (b, c), leading to low and intermediate gas fractions. (c–g) Gas frac-
tions can be increased significantly by actively injecting air, for example through the use of a propeller system. The air/water mixture is then propelled onto a grid, where strong shear
forces turn the water droplets into air bubbles. (e–f) Jet-X from ASUL. (g) ALPHA HF+ de LEADER in action with up to 1000 L of foam/min.
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3.2.3.4. Foaming by shaking.One of the simplest techniques to foam a so-
lution consists of shaking a closed containerwhich is partiallyfilledwith
the solution. If this is done in a controlledmanner, the container is shak-
en at specific frequency, amplitude and for a controlled duration. The
foamability of the solution is then determined by the amount of foam
created, and the bubble size can also be monitored as a function of the
shaking parameters. This is often referred to as the “Bartsch test”. In
the “Bartsch test” the shaking is performed by a controlled flipping of
the cell at controlled (and variable) frequency. Note that this shaking
can also bedonebyhand, and this usually provides a good and cheap es-
timation of the foamabilities of various solutions.

Foam generation by shaking mixes about all the different mechani-
cal foaming effects which we have discussed until now and is therefore
difficult to describe quantitatively. To disentangle the different effects,
more simple experiments have been developed. Flat cells were used
by Caps et al. [150,151], in association with a rotation setup providing
consecutive upside-down flips of the cell. As shown in Fig. 39a, the
cells are so flat that they generate a quasi-2D foam, i.e. only monolayers
of bubbles. This configuration allows us to visualise all the bubbles, as a
function of the number of flips (Fig. 39b). A sequence of images of the
obtained foams with increasing number of flips nf is shown in Fig. 39a,
showing how the bubble size (and hence the number of bubbles N) de-
creased systematically with the number of flips. These experiments and
further analysis of this setup [150–152] finally demonstrate that, thanks
to these series of successive flips of theflat cell, a spatially homogeneous
foam can be produced. Moreover, the bubble size distribution eventual-
ly saturates with a Gamma distribution. The obtained average bubble
Fig. 35. Foaming with a kitchen blender (all data from [140]). (a) Change of air volume fractio
between the surfactant concentration CS and the particle concentration CP leads essentially to a
air volume fraction with the viscosity of the foamed liquid.
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size depends on the initial amount of liquid and can be linked to the
capillary length of the foaming solution.

3.3. Foaming through phase transitions and by electro-chemistry

3.3.1. Nucleation and growth of bubbles in supersaturated liquids
The great classics whichmake use of bubble generation through nu-

cleation and growth of bubbles in a supersaturated liquid are known to
most of us from the beverage industry: cola, champagne or beer foams.
In most cases, the supersaturated gas is CO2 due to its high solubility in
water. The supersaturation is either achieved by explicitly applying high
pressures when filling and closing the bottles (fizzy drinks), or it arises
naturally as a result of the fermentation process (champagne, beer). In
most of these cases, researchers have been able to show that bubbles
are generated by heterogeneous nucleation (types III and IV) at the
wall or at impurities (Section 2.5) [11,153]. As is obvious to the careful
observer, continuous bubble streams nucleate from individual
nucleation sites, as is shown in Fig. 40a. Thanks to this effect, supersat-
uration in these beverages can be kept low and is typically of the
order of 5–10 only. A champagne bottle, for example, is typically at a
pressure of 5–10 bar and releases around 5 L of CO2 to enhance our
pleasure.

Similar phenomena are used in cosmetic or other food products. A
classic example is the whipped cream dispenser which decorates
some kitchens (Fig. 40c). In this case, it is the ‘laughing gas’ (nitrous
oxide) which is dissolved under high pressure and then released to cre-
ate the bubbles in the cream.
n with time for different foaming mixtures containing particles. The variation of the ratio
variation in the bulk viscosity of the liquid. (b) Linear decrease of themaximum obtained
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Fig. 36. A classic amongst the foaming devices: the rotor–stator mixer. (a) Overall sketch of the device containing the rotating “rotor” and the static “stator” (from [141]) (b) Side-view
(from [141]) and (c) top view (from [70]) of an elementary unit of a rotor–stator mixer. (d) Photographs of a typical stator and rotor (from [70]). (e) The “Ultra-Turrax®” — a widely
used rotor–stator device containing only one rotor/stator pair.
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In order to foam highly viscous liquids and large quantities, one
often uses classic extruder screws (Fig. 40b) to exert high pressures
on the foaming liquid. This is also the method of choice in order to
foam thermosensitive polymers, which are mixed with the gas at high
temperatures under high pressures, to give a rapid foaming (and simul-
taneous solidification) as the liquid is released to ambient pressure.
3.3.2. Cavitation and boiling
As far as we know, foaming through boiling is currently little used in

a systematic manner. It is rather known to most of us as an unpleasant
surprise when the soup or the milk are left unwatched a little too long
on the stove. The only systematic use known to us is that of gels
which foam when in contact with the skin. These gels contain sub-
stances (for example isopentane)which are liquid at room temperature,
but gaseous at body temperature. Hence, the contact with the skin
(shaving gels, tooth pastes, etc.) makes these gels foam. Shearing the
Fig. 37. The Narrow Annular Gap Unit (NAGU). (a) Overall device configuration (from [146]). (
size distributions obtained for different propeller geometries (rotation speed: 1600 rpm, QG =
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gel on the skin helps to break the micro-structure and to get the nucle-
ation process going.

A similar foaming system is found in three-phase aerosol cans, the
most classic being shaving foam cans. In this case the phase transition
is driven by a pressure change, rather than a temperature change. The
overall system consists of two immiscible liquids creating an emulsion
under pressure (see bottom of Figs. 2 and 40d, B). The dispersed phase
is a liquid of low vapour pressure (most commonly butan/propan mix-
tures) which remains liquid under the pressure conditions of the con-
taining vessel. Once the pressure is released, the dispersed liquid
changes phase and the entire emulsion droplet turns into a gas bubble.
The final bubble size is therefore determined by the initial droplet vol-
ume [154]. This is why it is recommended to shake the can before use
in order to re-emulsify the mixture. Bubble sizes in these applications
are typically around 50 μm.

An increasingly popular foaming technique employs cavitation
(Section 2.5). This is of particular interest when foams with micron-
b) Examples of propellers used for the shearing action (from [79]). (c) Examples of bubble
10 mL/min, GL = 30 mL/min) (from [79]).
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Fig. 38. (a) Break-up of bubbles under shear in a foamwith closely packed bubbles (from [149]), which occurs at capillary numbers well below those of isolated bubbles (b) from [149].
(b) Comparison between the critical capillary number required for break-up of individual droplets (“Grace curve” Section 2) and associated data (circles) and between densely packed
bubbles (“Foams”) and droplets (“Emulsions”) (c) Proposed reasoning for the earlier break-up of bubbles in the presence of neighbouring bubbles: a micro-structure induced instability
(from [149]).
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sized bubble are desired. Historically, such kinds of bubbleswere gener-
ated using acoustic pressure fields (sonication). However, since the pro-
duction rates are too low, hydrodynamic cavitation is making its way
into foaming devices [155,156]. Different devices exist to use a rapid
flow of the foaming liquid in a manner that a sudden, strong pressure
drop occurs which leads to the generation of cavitation bubbles. The
most popular scenario consists of rapid flow through a constriction,
leading to a pressure drop just behind the constriction. Special care
needs to be taken to render these bubbles stable as they are swept
away with the flow. A certain degree of supersaturation with another
gas helps. The most important ingredients are stabilising agents [156].

3.3.3. Foaming by electrolysis
An electro-chemical way of producing gas bubbles is provided by

electrolysis. For this purpose, a voltage is applied across two electrodes
placed within the same water reservoir (Fig. 41a), turning one of the
electrodes into a cathode (negatively charged) and one into an anode
(positively charged). Since water molecules decay and recombine per-
manently (2H2O↔ 2 H+ + 2OH−), the resulting H+ protons will com-
bine with electrons from the cathode to form hydrogen gas (H2), while
the OH− ions will liberate electrons at the anode to formwater and ox-
ygen:

Cathode : 4Hþ þ 4e−↔2H2
Anode : 4OH−↔2H2Oþ O2 þ 4e−:

ð43Þ

Hence, hydrogen bubbles are created at the cathode, while oxygen
bubbles are created at the anode. In both cases, the bubbles are blown
at the surface of the electrode,meaning that either gravity or an external
flow needs to detach them from the site where they grow [162]. The
bubble size is therefore controlled by the same mechanisms discussed
Fig. 39. Foaming byflipping a shallowcell (adapted from [150]). (a) Consecutive images of the fo
number of flips for different contents of liquid (φ) in the cell.
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in Sections 2.4.1 and 2.4.2, the key difference being that the gas is
blown by an electro-chemical reaction. A second key difference is that
the blowing sites occur generally on small defects on the electrode sur-
face. The bubbles are therefore onlyweekly attached to the surface (as if
they were blown from a tiny orifice) and the resulting bubble sizes are
therefore of at least an order of magnitude smaller than bubbles
blown from orifices (typically some tens of micrometres, as shown in
Fig. 41b [157]). Since the number of bubbling sites can be very high on
an electrode, this is an efficient technique to produce reasonable quan-
tities of foams with tiny bubbles. For this reason, one of the main appli-
cations of this foaming technique is electro-flotation. Flotation
efficiency increases with decreasing bubble size since the total interfa-
cial area is inversely proportional to the bubble size. A typical flotation
cell is shown in Fig. 41c [157]. A common use is that of waste water
treatment or mineral flotation (on small scales). The number of sites
and the bubble size can be varied by tuning the current density
(Fig. 41b), which is convenient for applications.

Particular control and even the generation of highly monodisperse
bubbles can be obtained by working with strongly pointed electrodes
which can produce micron-sized bubbles (Figure 41c from [158]). As
usual, this gain in control needs to bepaid by a strongly reduced produc-
tion rate.

The key constraint for applications of bubble and foam formation by
electrolysis is the restricted choice of gases which can be produced. This
is commonly oxygen or hydrogen, which restricts quite significantly
their field of use.

3.4. Conclusions and outlook

We hope that this review shows that there are many ways of incor-
porating bubbles into a liquid phase. We have concentrated here on
am in the cell afternf=1, 2, 6, 12, 18, and 24flips. (b) Evolution of number of bubbleswith

oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/

http://dx.doi.org/10.1016/j.cis.2015.04.001
http://dx.doi.org/10.1016/j.cis.2015.04.001


Fig. 40. Examples of foam generation via bubble nucleation and growth. (a) Continuous bubble generation and rise at nucleation sites at thewall of a champagne glass (image from [11]).
(b) A whipped cream dispenser uses nitrous oxide. (c) A foam extruder is typically used to foam highly viscous liquids bringing the gas (often CO2) into solution at high pressure.
(d) Aerosol cans are typically used for cosmetic applications. The gas can either be in solution (case A) or it can be chosen such that it is an insoluble liquid under the pressure condition
in the bottle. In both cases, upon release of the liquid into ambient pressure, the gas comes either out of solution or evaporates (from [154]).
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physical effects, but the reader should be aware that a wealth of chem-
ical and biological foaming techniques is also available. It needs to be
added that there exists a large number of “natural foaming techniques”,
where foams occur naturally in nature (on the beach, in waterfalls, etc.)
or in industrial processes. In both cases, this natural foam production
may pose serious problems. Understanding themechanisms at their or-
igin can therefore be very helpful to avoid the foam formation.

It is important to keep in mind that for a given fluid any foaming
technique leads to a characteristic bubble size distribution, gas fraction
and foam production rate (Table 3). The generation of foams with a
wide range of these parameters generally requires the application of
different foaming techniques.

Awealth of literature is available to capture certain key properties of
different foaming techniques. However, at this stage only the most
simple configurations are beginning to be explained in a systematic
manner — for example bubbling from individual nozzles or bubble
breakup under shear. And even in these simple cases, many important
questions remain open.

Much more systematic work within a coherent physical framework
needs to be done in the future to shed more light on the more complex
foamingmechanisms. Suchwork needs to establish the role of the differ-
ent dynamic forces. As we hope to have shown in this chapter, a highly
appropriate framework for taking into account these different forces is
provided by working with dimensionless hydrodynamic numbers, as
listed in Table 2. The use of these numbers allows us to group a wide
range of observations by the main physical mechanisms of a process.

The physical mechanisms of the bubbling process are generally well
reflected by the obtained bubble sizes and size distribution. Due to the
Please cite this article as: Drenckhan W, Saint-Jalmes A, The science of f
j.cis.2015.04.001
difficulty of measuring bubble size distributions in foams, much of this
information is lacking in the past literature. Modern characterisation
techniques provide a more straightforward access to this information,
which should be exploitedmore heavily in the future. These techniques
include light scattering, X-ray and NMR tomography or high speed im-
aging. The availability of the size distributions should help us to grasp
more profoundly the physical mechanisms which control the bubble
formation. However, great care needs to be taken in this exercise: ob-
tained bubble sizes and size distributions may depend more on the
foam stability than on the foaming technique used! Coalescence and
gas exchange [1,3] between bubbles may completely change the size
distribution within a few seconds of the life time of the foam. Much of
the past literature has therefore mixed measures of foaming and foam
stability — which capture very different physical phenomena.

A number of key challenges remain to be tackled in this subject. The
first challenge requires to establish a description of foaming which al-
lows us to move away from the dilute limit of individual bubbles in
order to take properly into account the many types of bubble interac-
tionswhich occur inmost commonly used foaming techniques. The sec-
ond challenge is to consider the influence of the complex visco-elastic
properties of gas/liquid interfaces which contain stabilising agents.
The presence of these agents leads to a number of interfacial stresses
which need to be taken into account in a proper dynamic description.
First steps into combining the physics of bubble break-up in dense
foams and the influence of the interfacial viscoelasticity have been
taken by evidencing the importance of a critical stress in the foam, rather
than a critical capillary number [149]. A final key challenge will be the
description of the foaming of liquids with non-Newtonian flow
oaming, Adv Colloid Interface Sci (2015), http://dx.doi.org/10.1016/
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Fig. 41. Bubble and foam generation via electrolysis (a) General concept of the generation of oxygen and hydrogen bubbles at the anode and cathode, respectively. (b) Examples of cumu-
lative bubble size distributions and variation ofmean bubble sizewith current density in an electroflotation cell for different solutions containing glycerine (from [157]) (c) Electroflotation
device (from Deryagin Dukhin 1986). (d) Generation of extremely small and monodisperse microbubbles from an electrode tip (from [158]).
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properties, which change their flow properties upon deformation and
with deformation rate. In fact, many processes require the successful
foaming of complex fluids (polymer melts and solutions, particle sus-
pensions, emulsions, etc.).

Of great importance in the future will be to develop foaming tech-
niqueswhich push beyond current limits. The foaming of highly viscous
liquids, for example, remains a great challenge due to the important in-
fluence of the fluid viscosity on the different flow instabilities. Another
boundary to be pushed will also be that of the obtained bubble sizes —
especially towards small bubbles and low gas fraction. Low density
foams with bubble sizes well below 1 μm have giant surface to volume
ratios (1 cm2 of “nano-foam” can contain the surface of an entire foot-
ball field!)which is of interest for catalytic reactions.Moreover, thermal
conduction is reduced by orders of magnitude, when the bubble size is
smaller than the mean free path of the gas molecules (about 0.1 μm
for air at room temperature and ambient pressure).

To sumup, decades of considerable engineeringwork have provided
us with a wide range of reliable foaming techniques. The current and
future challenge is to be able to arrive at a satisfying description and
prediction of the complex foaming processes. On the one hand, this
should help to optimise current foaming processes, on the other hand,
this should provide us with the possibility to generate controlled
foamswith awider range of properties, stimulating new research direc-
tions and leading to the emergence of new applications of foams.
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