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FOREWORD

I am happy to warmly recommend this very nice volume by
Christophe Cheverry and Nicolas Raymond on the spectral theory
of linear operators on Hilbert spaces and its applications to math-
ematical quantum mechanics. This book will provide the reader
with a firm foundation in the spectral theory of linear operators on
both Banach and Hilbert spaces. The text emphasizes key compo-
nents of the theory and builds on them in its exploration of several
examples and applications. Throughout, the authors emphasize
the connections between functional analysis and partial differen-
tial equations.

Several unique features make this text particularly appealing.
For example, the notion of a Fredholm operator is introduced early
in Chapter 3 on the spectrum of linear operators. There, in addition
to the fundamental properties of Fredholm operators, the Fredholm
nature of certain operators is used as a tool in the decomposition
of the spectrum into essential and discrete parts and developed fur-
ther in Chapter 6. A clear explanation of the Grushin method and
its relation to Fredholm operators is presented in Chapter 5. The
Grushin method is used in the text to develop analytic perturbation
theory of isolated eigenvalues. It is also applied to the analysis of
Toeplitz operators.

Other modern tools developed in the text include the functional
calculus based on the Fourier transform and the development of
spectral measures in Chapter 8.
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In Chapter 9, the notion of a local trace of an operator, that
is, the trace of an operator restricted to a finite region by cut-off
functions, is discussed. Not only is this an elegant application of
the ideas developed in preceding chapters, but it is an introduction
to the modern topic of eigenvalue asymptotics, nicely described in
the notes to the chapter. The authors also use this topic to provide
the reader with a introduction to semi-classical analysis.

This readable text concludes with applications to variational
principles for density matrices, an application to local trace esti-
mates, a proof of Stone’s formula for spectral projections using
the Fourier functional calculus, and a presentation of the Mourre
estimate with an application to the Limiting Absorption Principle
and to the study of absolutely continuous spectrum of Schrödinger
operators.

A Guide to Spectral Theory: Applications and Exercises in-
vites you to take a step into the world of spectral theory, and, to
quote many ancient philosophers, the reader should remember that
a walk of thousand miles begins with one step.

Peter D. Hislop
Professor of Mathematics

University Research Professor
University of Kentucky

Lexington KY USA
July, 3 2020



PROLEGOMENA

The origin of this book and what it is. — This textbook was
born from lectures, which we gave to master and PhD students
at the universities of Nantes and Rennes (France) during the fall
semesters 2019 and 2020. It is first and foremost meant to be a
graduate level text introducing readers to the spectral analysis of
unbounded linear operators and its applications. We tried to keep
it self-contained, relatively short, and accessible to non-specialist
readers. As such, it can be used by students for self-study, and
by teachers for lecturing on spectral theory. In the last chapters,
perspectives for young (and maybe seasoned) researchers are pro-
posed. More advanced applications are presented, and some back-
ground ideas for in-depth courses and seminars are given. From
this point of view, this book might go beyond what is usually cov-
ered in short textbooks. As its title might suggest, this book is
an invitation to a guided walk. All the possible directions are
not explored, but we only go through selected paths, and some-
times, indicate elegant shortcuts. Our text should be considered a
manual, or (as the ancients said) an enchiridion, whose ambition
is to help the reader emancipating herself/himself, and traveling
through other mathematical worlds where spectral theory (and its
applications) plays a role. In order to ease self-training, it con-
tains many exercises (often with solutions and almost always with
hints). The specificity and interest of this little book is to bring
closer and conciliate, in the prism of spectral theory, various sub-
jects as, e.g.,
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— partial differential equations,

— variational methods,

— compact and Fredholm operators (via �Grushin� reductions),

— spectral theorem (with the help of basic measure theory),

— Mourre theory (thanks to elementary non-self-adjoint coerciv-
ity estimates).

Prerequisites. — Of course, when opening this book, the reader
should not have just fallen off the turnip truck. She/He is expected
to have a basic understanding of linear functional analysis and par-
tial differential equations (PDE). Still, many classical results are
recalled in Appendix A, and, as often as necessary, we recall ba-
sic PDE technics when discussing some spectral issues. As we
will see all along this book, many spectral problems have strong
connections with PDEs: most of our examples and applications
are clearly oriented in this direction. Indeed, we believe that it
is pedagogically important to exemplify abstract statements about
operator and spectral theory to understand what they can mean in
practice. This book is also focused on unbounded operators. We
will see that the description of the domains of such operators can
lead to elliptic PDE questions, which are often not discussed in
books of spectral theory. A basic knowledge of bounded linear op-
erators could also help the reader even though we tried to make it
unnecessary.

Selected references. — Spectral theory was born in the early
twentieth century from David Hilbert in his original and implicit
� Hilbert space theory � which was developed in the context of
integral equations, see [21, p. 160]. At that time, mathematics
experienced many fertile developments, which left a lasting mark
on our way of teaching mathematics today. A brief look at the
mathematical works of this � world of yesterday � never fails
to surprise us: From the ideas and theorems of that time, there
emanates a subtle scent of modernity. We may even feel close to
these mathematicians through the motivations that we still share
with them, see [4, Preface, p. v]. Among these motivations,
we should emphasize the will to build bridges between different
areas of science. In particular, in [4], R. Courant felt the need
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to stimulate the dialog between Mathematics and Physics. Even
though we will illustrate as often as possible the abstract theorems
by means of explicit examples or detailed exercises inspired by
Quantum Mechanics, our purpose is somehow more modest.

We can talk about spectral theory in many ways, which are often
scattered in various books or articles (see below). There are many
contributions that investigate the spectral theory of the Schrödinger
operators, as well as their applications. Probably, one of the most
prominent ones is the textbook series by Reed and Simon [35],
which covers all the material required to study quantum mechan-
ical systems, and extends the original ambition of Courant and
Hilbert [4]. It is also worthy to mention the two very nice books
[6, 7] by B. Davies, the first for a concise reference and the sec-
ond for a more specific and developed version. Regarding some
aspects, the reader can find useful information in the work of D. E.
Edmunds and W. D. Evans [10], as well as in the contribution of
Einsiedler and Ward [11]. To discover the general underlying PDE
context, the reader can consider the book [44] by M. E. Taylor.
Since our book is focused on unbounded operators, a preliminary
knowledge about bounded operators might be useful, see for in-
stance [28].

Our text is freely inspired by many other books [3, 20, 22, 25,
27, 31, 34, 37, 45, 49]. It also owes very much to various lecture
notes by mathematicians of � the world of today �. We are espe-
cially grateful to our colleagues Z. Ammari, C. Gérard, F. Nier, S.
Vũ Ngo. c, and D. Yafaev. May also P. D. Hislop be thanked for his
many valuable comments.

Structure of the book. — The book is organized as follows.
Chapter 1 begins with a short introduction to the relation be-

tween Spectral Theory and Quantum Physics. It also contains a
discussion about a quite basic but very instructive spectral prob-
lem. As such, it may be viewed as a warm up for the students.
It introduces some important ideas and landmarks with a concrete
example. The presentation is voluntarily purified from the general
formalism that will be introduced later in the book.

Chapter 2 is devoted to unbounded operators, which are gen-
eralizations of bounded operators. Along this path, the different
notions of closed, adjoint and self-adjoint operators are defined,
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and they are illustrated with various progressive examples. The
famous Lax-Milgram theorems are proved: they establish a cor-
respondence between a coercive sesquilinear form and a bijective
closed operator. These theorems allow to define explicit operators
such as the Dirichlet Laplacian (whose abstract domain is charac-
terized via a regularity theorem).

In Chapter 3, the spectrum of a closed operator is defined. The
basic properties of the spectrum of bounded operators are estab-
lished. In particular, the spectral radius is characterized in the case
of normal operators. Then, thanks to the holomorphic functions
theory, the famous Riesz projections are defined. We explain that
they are generalizations of the usual projections on the character-
istic subspaces of matrices. This chapter ends with the basic def-
inition of Fredholm operators and of two important subsets of the
spectrum, which are related to the � Fredholmness �: the discrete
and the essential spectrum. In some respects, the spectral theory
of a Fredholm operator may be reduced to the spectral theory of a
matrix.

Chapter 4 is about compact operators. Many elementary prop-
erties of this special class of bounded operators are recalled. Com-
pact operators play an important role when trying to establish that
an operator is Fredholm. In the perspective of dealing with ex-
amples, compact subsets of L2 (giving rise to compact inclusion
maps) are characterized via some Lp-version of the Ascoli the-
orem, and the famous Rellich theorems are established. At the
end of this chapter, the reader has all the elements to understand
why the Dirichlet Laplacian on a smooth bounded subset of Rd has
compact resolvent.

Chapter 5 is devoted to the study of Fredholm operators. This
theory is explained by means of a matrix formalism, sometimes
called � Grushin formalism �. In the case of matrices, one can
compute the difference between the number of rows and of lines.
When dealing with Fredholm operators, such a number can also
be determined. Then, it is called the index of the Fredholm opera-
tor. Roughly speaking, Fredholm operators of index 0 are the ones
whose spectrum can be described thanks to square matrices. Then,
we explain the connection between Fredholm and compact opera-
tors: Fredholm operators can be inverted modulo compact opera-
tors (in the sense of Atkinson’s theorem, see Proposition 5.5). By
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using the � Grushin method �, we perform the spectral analysis
of compact operators, and establish the famous Fredholm alterna-
tive. This chapter also contains various illustrations of the afore-
mentioned concepts:
– the complex Airy operator is analyzed via a succession of small

exercises,
– an elementary perturbation analysis, in the spirit of the Kato’s

book, is performed via the Grushin method,
– the index of Toeplitz operators on the circle is studied (via

Fourier series).
Chapter 6 deals with self-adjoint operators. It starts with the el-

ementary analysis of compact normal operators. From this, we can
infer the description of the spectrum of self-adjoint operators with
compact resolvent. As a first explicit illustration of this point, the
spectral analysis of the harmonic oscillator is performed. Then, we
provide the reader with various characterizations (by means of the
Weyl sequences) of the essential and discrete spectrum of a self-
adjoint operator. In particular, we show that the discrete and essen-
tial spectra form a partition of the spectrum. When a self-adjoint
operator is bounded from below, we show the �min-max � char-
acterization of the eigenvalues (they can be computed from the val-
ues of the quadratic form associated with the operator). Examples
of applications are given like Sturm-Liouville theory and Weyl’s
law in one dimension. A section is also devoted to the analysis of
the smallest eigenvalue of the Schrödinger operator describing the
hydrogen atom.

In Chapter 7, we prove the Hille-Yosida and Stone theorems.
Basically, they state that, under convenient assumptions, there is
a correspondence between some semi-groups and closed opera-
tors. The Stone theorem tackles the case when we have a (contin-
uous) unitary group (Ut)t∈R. In this case, the group can be seen as
the solution of a differential equation (somehow the Schrödinger
equation) associated with a self-adjoint operator L , and written as
Ut = eitL .

In Chapter 8, we return to the spectral analysis of self-
adjoint operators. We construct a general functional calculus
for self-adjoint operators. In other words, we explain how
to define f(L ) for Borelian functions f , and so that, e.g.,
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(fg)(L ) = f(L )g(L ). This calculus starts with the special case
f(t) = eit, and is based on the inverse Fourier transform. When
constructing the functional calculus, a Borel measure appears. It
is called the � spectral measure �. For all u ∈ H, it is denoted by
dµu,u, and it satisfies:

〈f(L )u, u〉 =

∫
R
f(λ) dµu,u(λ) ,

and the measure is given by µu,u(Ω) = 〈1Ω(L )u, u〉. The func-
tional calculus is used to characterize the discrete and essential
spectra. Then, the spectral measure is analyzed thanks to the de-
composition Lebesgue theorem. This decomposition allows to
split the ambient Hilbert space as an orthogonal sum of closed
subspaces associated with different kinds of spectra (absolutely
continuous, pure point and singular continuous). We give an ele-
mentary criterion to check that a part of the spectrum is absolutely
continuous.

Chapter 9 is devoted to particular classes of compact operators:
the trace-class and Hilbert-Schmidt operators. As their name sug-
gests, trace-class operators are operators for which a trace can be
defined, say by means of a Hilbert basis (a complete orthonormal
system). We give examples of such operators, and compute their
traces. In particular, to make our general discussion on the prop-
erties of Hilbert-Schmidt operators more concrete, we analyse the
� local traces� of the Laplacian on Rd.

In Chapter 10, we present some important applications of the
functional calculus. We prove a version of the Lieb’s Variational
Principle, which allows to estimate traces of trace-class operators.
We illustrate this � principle � by coming back to the study of
local traces of the Laplacian. Then, we use the functional calculus
to prove the Stone formula, which relates the resolvent near an
interval J of the real axis and spectral projections. We use it to
deduce a criterion to check the absolute continuity of the spectrum
in this interval. This final chapter ends with an elementary version
of the Mourre theory. Assuming that a commutator is positive on
the range of 1J(L ), we show that the afore mentioned criterion
for absolute continuity of the spectrum is satisfied by establishing
a � Limiting Absorption Principle �. This theory is exemplified
for the Schrödinger operator in one dimension.
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A list of errata and corrections will be maintained on our re-
spective websites. Please, let us know about any error you may
find.

Have a good walk!
C. Cheverry and N. Raymond
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CHAPTER 1

A FIRST LOOK AT SPECTRAL THEORY

The aim of this opening chapter is to give a flavour of basic
problems in spectral theory. This starts in Section 1.1 with some
general comments on quantum physics, and related mathematical
issues. This is done more concretely in Section 1.2 where a practi-
cal question coming from the variational calculus is used to moti-
vate the study of unbounded operators and their spectral properties.

1.1. From quantum physics to spectral considerations

A few years after the birth of spectral theory, one discovered that
it could explain the emission spectra of the atoms. This is a good
illustration of scientific serendipity. Indeed, Hilbert spaces, and
even the word spectrum, were independently introduced for differ-
ent motivations (see, for instance, the doctoral dissertation of E.
Schmidt [39]). Nowadays, spectral theory has become an impor-
tant area in mathematical physics because it links the energy levels
of quantum mechanical systems to the spectrum of operators. Two
main postulates (which are part of the Dirac - Von Neumann ax-
ioms) of quantum mechanics are the following:

i. The pure states of a quantum system are described by rays
u 6= 0 in a separable complex Hilbert space H .

ii. The observables are represented by self-adjoint linear opera-
tors T : H −→ H.
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A state u ∈ H provides a probability distribution for the outcome
of each possible measurement. An observable T : H −→ H rep-
resents a physical quantity that can be measured (like position and
momentum). The two ingredients H and T play a fundamental role
in what follows.

Examples to keep in mind. — We start the discussion by ex-
hibiting classical examples of H and T , from the simplest to the
most complex. Let us fix λ ∈ C, N ∈ N, a complex matrix
A = (aij)16i,j6N of sizeN×N , and a bounded complex sequence
(λn)n∈N. In the table below, we consider four linear applications:

H T : H −→ H
1) Homothety C u 7−→ λu

2)
Linear map in
finite dimension CN u 7−→ Au

3)
Linear (diagonal) map
in infinite dimension `2(N;C) u 7−→ (λnun)n

4) Shift operator `2(N;C) u 7−→ (un+1)n

Their norms are respectively given by:

‖T‖
1) Homothety |λ|

2)
Linear map in
finite dimension

 ∑
16i,j6N

|aij |2
 1

2

3)
Linear (diagonal) map
in infinite dimension sup

n∈N
|λn|

4) Shift operator 1

The definition of Tu in cases of 1), 2), 3) and 4) is, for all
u ∈ H , not a problem. Moreover, the action of T gives rise to a
bounded operator with a (finite) norm ‖T‖ controlled as indicated
in the right hand side. Let us now provide the reader with a slightly
more problematic example, which is the following:

H T : H −→ H ‖T‖

5) Laplace operator L2(R;C) u 7−→ −∂2
xu ? ?
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A list of questions. — The situation 5) raises a number of issues.
In case 5), we would like to answer the following questions:
— What is the domain of definition Dom (T ) of T ? For in-

stance, the function 1[0,1] is in L2(R;C) while the distribution
∂2
x(1[0,1]) is not. The choice of the target set H plays in this

discussion a very important role.
— What do we mean when we say that T is continuous? When

Dom (T ) = H, in a linear setting, this means that T is
bounded. But otherwise?

— What is the spectrum sp(T ) of the operator T ? Basically, the
spectrum of T is a subset of C which is a generalisation of the
spectrum of matrices. Thus,
- in case 1), the spectrum is simply {λ}.
- in case 2) the spectrum is the set of the eigenvalues of A .

In particular, when the matrix A is self-adjoint meaning that
A is Hermitian or that A∗ := ĀT = A, we know that all
eigenvalues are real (and that there is an associated orthonor-
mal basis of eigenvectors). This implies that the spectrum is
made of a finite number (6 N ) of real numbers.

- in case 3), the vector ui = (δin)n is an eigenvector with
eigenvalue λi. Thus, we can guess that the spectrum con-
tains, at least, the set {λn;n ∈ N}. We will see that it also
contains the limit points of the sequence (λn)n∈N.

- What happens concerning the shift operator of case 4) ? A
vector of the form

uλ := (1, λ, λ2, · · · , λn, · · · ) ∈ CN

satisfies Tuλ = λuλ. When |λ| < 1, we find that uλ ∈
`2(N;C), and uλ is clearly an eigenvector. It turns out that
sp(T ) is the closure of such λ, that is the unit disk D =
{λ ∈ C; |λ| 6 1}. By the way, note that the vectors uλ
with |λ| > 1 are not eigenvectors because they do not be-
long to the space `2(N;C). We will describe the nature of
the spectrum (for instance, we will define the discrete and
essential spectra) and its topological properties. Remember
that the spectrum of an operator may be empty (Paragraph
5.4), with a nonempty interior, or even equal to the whole
complex plane C. There will be a few surprises!



26 CHAPTER 1. A FIRST LOOK AT SPECTRAL THEORY

— What about the functional calculus? What does it means to
compute T 2, T 3, · · · , eT , eiT or more generally f(T ) when
f is a measurable function? For instance, in the case 5), the
domain of T is

Dom (T ) = H2(R,C) =
{
u ∈ L2(R,C) : ξ2û(ξ) ∈ L2(R,C)

}
( L2(R;C) ,

(1.1.1.1)

where û is the Fourier transform of u. The domain of eiT is the
whole L2(R,C). How to explain this difference?

A more elaborate statement. — We want to briefly illustrate
the preceding discussion by commenting the following important
statement, which is called Stone’s theorem (see Theorem 7.12 for
a more precise formulation).

Theorem 1.1. — Let T : Dom(T ) −→ H be a self-adjoint oper-
ator. Then, the solution to the evolution equation

(1.1.1.2) ∂tu = iTu, u(0, ·) = u0 ∈ H

is given by t 7−→ u(t) = Utu0 where
(
Ut
)
t∈R is a unitary group

defined by Ut ≡ eitT .

When T ≡ −∂2
x and H = L2(R), the equation (1.1.1.2) is noth-

ing but the Schrödinger equation of quantum mechanics. The no-
tion of self-adjoint operator evoked above will be explained later
in this book. Since the solution may be expressed as Ut ≡ eitT ,
we see here that the functional calculus can help to solve partial
differential equations.

Proof. — Let us consider this theorem in two particular cases:

— In case 1), the condition � self-adjoint � implies that λ ∈ R
since

〈λu, u〉 = 〈u, λu〉, ∀u ∈ C =⇒ (λ− λ̄)|u|2 = 0 , ∀u ∈ C
=⇒ λ ∈ R .

Then, the solution to (1.1.1.2) is given by t 7−→ u(t) = eiλtu0.
The operatorUt is a rotation and preserves the norms of vectors
(it is a unitary operator).
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— In case 5), denoting by û ≡ Fu the Fourier transform of u,
it may be checked that Tu ∈ H if and only if u ∈ Dom (T )
with Dom (T ) as in (1.1.1.1). In this setting, T is self-adjoint
if and only if T = T ∗ (see Definition 2.42). This implies that
T must be symmetric (see Definition 2.55) in the sense that,
for all (u, v) ∈ Dom (T )2, we have

〈Tu, v〉 = 〈u, T ∗v〉 = −
∫
R
∂2
xu(x)v̄(x) dx

= −
∫
R
u(x)∂2

xv̄(x) dx

= 〈u, Tv〉 .

The Fourier multiplier R 3 ξ 7→ ξ2 is not a bounded function.
That is why the operator −∂2

x : L2(R) −→ L2(R) is not well
defined. We find that û(t, ξ) = eitξ

2
û0(ξ). By contrast, the

Fourier multiplier eitξ
2

is bounded, and it is even of modulus
1. That is why the action Ut : L2(R) −→ L2(R), which is
defined by Utu = F−1(eitξ

2
û), is a unitary operator defined

on the whole L2-space.

1.2. A paradigmatic spectral problem

This aim of this paragraph is to help the reader revising some
notions that she/he perhaps already encountered in the past, or to
introduce her/him with elementary tools. In Sections 1.2.1 and
1.2.2 is discussed one of the most simple spectral problems in-
volving a differential equation. The spirit is clearly inherited from
[4, Chapter VI, p. 400].

1.2.1. A question. — Fix some interval I ⊂ R. We endow the
space L2(I) with the usual scalar product

〈u, v〉L2(I) =

∫
I
u(x) v(x) dx .

We define (see Appendix A.4)

H1(I) = {ψ ∈ L2(I) : ψ′ ∈ L2(I)} ,
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and we endow it with the following Hermitian form

〈u, v〉H1(I) = 〈u, v〉L2(I) + 〈u′, v′〉L2(I) .

Lemma 1.2. — (H1(I), 〈·, ·〉H1(I)) is a Hilbert space.

We define
H1

0(I) = C∞0 (I)
H1

,

where the bar denotes the closure.

Lemma 1.3. — (H1
0(I), 〈·, ·〉H1(I)) is a Hilbert space.

Select a ∈ R and b ∈ R such that a < b. We work on the
bounded interval J := (a, b). We can always define

(1.1.2.3) λ1 = inf
ψ∈H1

0(J)
ψ 6=0

∫
J |ψ

′|2 dx∫
J |ψ|2 dx

> 0 .

Question: What is the value of λ1 ?

1.2.2. An answer. —

Lemma 1.4 (Sobolev embedding). — The following assertions
hold.

(i) We have H1(R) ⊂ C 0
→0(R) and for all ψ ∈ H1(R),

∀x ∈ R , |ψ(x)| 6 1√
2
‖ψ‖H1(R) .

(ii) We have H1
0(J) ⊂ C 0(J) and, for all ψ ∈ H1

0(J), ψ(a) =
ψ(b) = 0 and

∀x ∈ J , |ψ(x)| 6 |J |
1
2 ‖ψ′‖L2(J) .

(iii) For all ψ ∈ H1
0(J), we have, for all x, y ∈ J ,

|ψ(x)− ψ(y)| 6
√
|x− y|‖ψ′‖L2(J) .

Proof. — Let us deal with (i). We use the (unitary) Fourier trans-
form, i.e., defined by

ψ̂(ξ) =
1√
2π

∫
R
e−ixξψ(x) dx , ∀ψ ∈ S (R) ,
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and extended to L2(R). We get (1)

‖ψ‖2H1(R) =

∫
R
〈ξ〉2|ψ̂(ξ)|2 dξ , 〈ξ〉 := (1 + ξ2)1/2.

In particular, we deduce, by Cauchy-Schwarz, that ψ̂ ∈ L1(R). By
using the inverse Fourier transform, we get

∀x ∈ R , ψ(x) =
1√
2π

∫
R
ψ̂(ξ)eixξ dξ .

By dominated convergence, we see that ψ is continuous. More-
over, it goes to 0 at infinity by the Riemann-Lebesgue lemma. In
addition,

∀x ∈ R , |ψ(x)| 6 (2π)−
1
2 ‖ψ̂‖L1(R)

6 (2π)−
1
2 ‖〈ξ〉−1‖L2(R)‖〈ξ〉ψ̂‖L2(R) .

Let us now consider (ii). Select some ψ ∈ H1
0(J). Let us extend

ψ by zero outside J and denote by ψ this extension. We have
ψ ∈ L2(R). Since C∞0 (J) is dense in H1

0(J), we can consider a
sequence (ψn)n with ψn ∈ C∞0 (J) converging to ψ in H1-norm.
Note that (ψn)n is a Cauchy sequence in H1(R) since
(1.1.2.4)
‖ψn − ψm‖H1(R) = ‖ψn − ψm‖H1(J), ∀(m,n) ∈ N2 .

Since H1(R) is a complete metric space, the sequence (ψn)n con-
verges in H1(R) to some v ∈ H1(R). Since (ψn)n converges in
L2(R) to ψ, we get v = ψ ∈ H1(R). By (i), we deduce that
ψ is continuous on J . Coming back to (1.1.2.4) and using again
(i), we get that (ψn)n uniformly converges to ψ. In particular,
ψ(a) = ψ(b) = 0. Then, we can write

ψn(x)− ψn(y) =

∫ y

x
ψ′n(t) dt , ∀(x, y) ∈ J2 .

From the Cauchy-Schwarz inequality, we get

|ψn(x)− ψn(y)| = |y − x|1/2‖ψ′n‖L2(J).

Passing to the limit (n → +∞), since ψn(a) = 0, we obtain both
(ii) and (iii).

1. This can be proved by coming back to the definition of H1(R) and via the
Parseval formula.
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From (ii), we can infer that∫
J
|ψ(x)|2dx 6 |J |2‖ψ′‖2L2(J) .

This already implies that λ1 is finite, and moreover that:

(1.1.2.5) 0 < |J |−2 = (b− a)−2 6 λ1.

Lemma 1.5. — Consider E and F two normed vector spaces,
and T ∈ L(E,F ). Then, if (un) weakly converges to u in E, the
sequence (Tun) weakly converges in F .

Proof. — The adjoint of T , denoted by T ′, is defined by

∀` ∈ F ′ T ′(`) = ` ◦ T .

The application T ′ is linear and continuous. Consider the sequence
(un) and ` ∈ F ′. Since T ′(`) ∈ E′, we get that T ′(`)(un) =
`(Tun) converges to T ′(`)(u) = `(Tu).

Lemma 1.6. — The infimum (1.1.2.3) is a minimum ψ ∈ H1
0(J)

with ψ 6= 0.

Proof. — Let (ψn) be a minimizing sequence such that we have
‖ψn‖L2(J) = 1. In particular (ψ′n) is bounded in L2(J). By
Lemma 1.4, (ψn) is equicontinuous on the (compact) interval [a, b]
and pointwise bounded. We can apply the Ascoli theorem and (af-
ter extraction) we may assume that (ψn) uniformly converges to
ψ on [a, b] and therefore in L2(J). We get ‖ψ‖L2(J) = 1. Since
(ψn) is bounded in H1

0(J), we can assume that it is weakly con-
vergent (to φ) in H1

0(J), and thus in L2(J) (by Lemma 1.5) and
then in D ′(J) (see Section A.4). Since C∞0 (J) is dense in L2(J)
(as a consequence of Lemma 1.9), we must have φ = ψ. Since
(ψ′n) weakly converges in L2(J) to ψ′ (again by Lemma 1.5), we
deduce that

lim inf
n→+∞

‖ψ′n‖L2(J) > ‖ψ′‖L2(J) .

As a consequence, we have

λ1 > ‖ψ′‖2L2(J) ,

where ψ ∈ H1
0(J) and ‖ψ‖L2(J) = 1. It follows that ‖ψ′‖2L2(J) =

λ1.
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The last proof can easily be adapted to show a Rellich lemma,
saying that the embedding i : H1

0(J) ↪→ L2(J) is � compact �.
Along these lines, we have implicitly dealt with a � compact op-
erator�. All these notions are discussed in Chapter 4.

Lemma 1.7. — Let ψ ∈ H1
0(J) be a minimum. Then the function

ψ is smooth, in C∞(J), and it satisfies (in a classical sense) the
following differential equation

(1.1.2.6) − ψ′′ = λ1ψ .

Proof. — Let ϕ ∈ C∞0 (J). Given ε ∈ R, we define

f(ε) :=

∫
J
|(ψ + εϕ)′|2 dx− λ1

∫
J
|ψ + εϕ|2 dx .

Let ψ be a minimum. By construction, we must have f(0) = 0
and f(ε) > 0 for all ε ∈ R. It follows that f ′(0) = 0, that is∫

J
(ψ′ϕ′ + ψ

′
ϕ′) dx = λ1

∫
J
(ψϕ+ ψϕ) dx .

Test this identity for all ϕ ∈ C∞0 (J,R) to obtain that∫
J
(ψ + ψ)′ϕ′ dx = λ1

∫
J
(ψ + ψ)ϕdx .

Do the same with iϕ to get that∫
J
(ψ − ψ)′ϕ′ dx = λ1

∫
J
(ψ − ψ)ϕdx .

We deduce that∫
J
ψ′ϕ′ dx = λ1

∫
J
ψϕdx , ∀ϕ ∈ C∞0 (J,R) .

This shows that (ψ′)′ belongs to L2(J) and equals λ1ψ (see Sec-
tion A.4). Therefore, ψ ∈ H2(J), and we have (1.1.2.6). Then,
an iterative argument based on (1.1.2.6) shows that ψ ∈ Hn(J) ⊂
C n−1(J) for all n. Thus, ψ ∈ C∞(J) and (1.1.2.6) is satisfied in
a classical sense.

The discerning reader can remark that a more direct proof would
be accessible by using derivatives in the sense of distributions.
She/He could also observe that our initial question has led to the
introduction of the � unbounded � operator −∆ = −∂2

x (whose
definition involves questions about its domain of definition). The
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action of −∆ is indeed obvious on H2(J) but not on the space
H1

0(J) (which was the a priori regularity needed for ψ in Lemma
1.7). These domain issues are explained in Chapter 2.

Lemma 1.8. — The λ1 for which there are non trivial solutions
to (1.1.2.6) being 0 at a and at b are exactly the numbers (b −
a)−2n2π2 where n ∈ N∗. The corresponding solutions are pro-
portional to sin

(
nπ(x− a)(b− a)−1

)
.

Proof. — Since ψ is smooth, by Cauchy-Lipschitz theorem, the
nonzero solutions to (1.1.2.6) being 0 at a are given by ψ(x) =

sin
(√
λ1(x− a)

)
. The extra condition ψ(b) = 0 is satisfied if and

only if
√
λ1(b− a) = nπ for some n ∈ N∗.

We have found the answer to our preliminary question. In ac-
cordance with the rough estimate (1.1.2.5), we have proved that

λ1 = (b− a)−2 π2 .

In the language of spectral theory, this equality tells us that the
smallest eigenvalue of the Dirichlet Laplacian on J (which is a
self-adjoint operator) is (b − a)−2 π2. The notions to fully under-
stand this sentence are introduced in Chapters 3, 4, 5 and 6.

1.3. Some density results

This section is here to help the reader to check that everything
is clear in her/his mind about basic density results which will be
used very often in this book.

Let us consider a sequence of smooth non-negative functions
(ρn)n∈N∗ with

∫
Rd ρn(x) dx = 1 with suppρn = B

(
0, 1

n

)
. Con-

sider a smooth function with compact support 0 6 χ 6 1 equal to
1 in a neighborhood of 0, and define χn(·) = χ(n−1·).

Lemma 1.9. — Let p ∈ [1,+∞). Let f ∈ Lp(Rd). Then, ρn ? f
and χn(ρn ? f) converges to f in Lp(Rd). In particular, C∞0 (Rd)
is dense in (Lp(R), ‖ · ‖Lp(Rd)).
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Proof. — Let ε > 0 and f ∈ C 0
0 (Rd) such that ‖f − f0‖Lp(Rd) 6

ε. We have

ρn ? f0(x)− f0(x) =

∫
Rd
ρn(y)(f0(x− y)− f0(x)) dy ,

and, by the Hölder inequality (with measure ρn dy),

‖ρn ?f0− f0‖pLp(Rd)
6
∫
Rd

∫
Rd
ρn(y)|f0(x− y)− f0(x)|p dy dx .

By using the uniform continuity of f0 and the support of ρn, we
see that ρn ?f0 converges to f0 in Lp(Rd). It remains to notice that

‖ρn ? (f − f0)‖Lp(Rd) 6 ‖f − f0‖Lp(Rd) ,

to see that ρn ? f converges to f in Lp(Rd).
Then, we consider

‖(1− χn)ρn ? f‖pLp(Rd)

6
∫
Rd

(1− χn(x))p
∫
Rd
ρn(y)|f(x− y)|p dy dx ,

and we get

‖(1− χn)ρn ? f‖pLp(Rd)

6
∫
|x|>n−1

∫
Rd

(1− χn(x+ y))pρn(y)|f(x)|p dy dx

6
∫
|x|>n−1

|f(x)|p dx ,

and the conclusion follows since f ∈ Lp(Rd).

Lemma 1.10. — Let k ∈ N. C∞0 (Rd) is dense in the Sobolev
space (Hk(Rd), ‖ · ‖Hk(Rd)).

Proof. — The definition of Hk(Rd) is recalled in Section A.4. Let
us only deal with the case k = 1. Let f ∈ H1(Rd). We let fn =
χn(ρn ? f).

First, notice that (fn) converges to f in L2(Rd). Then, we have
(first, in the sense of distributions, and then in the usual sense),

(1.1.3.7) f ′n = χ′nρn ? f + χnρn ? f
′ .



34 CHAPTER 1. A FIRST LOOK AT SPECTRAL THEORY

This can be checked by considering 〈f ′n, ϕ〉 with ϕ ∈ C∞0 (Rd),
and using the Fubini theorem. The first term in (1.1.3.7) converges
to 0 in L2(Rd) and the second one goes to f ′ in L2(Rd).

Consider

B1(R) = {ψ ∈ H1(R) : xψ ∈ L2(R)} ⊂ L2(R) .

We let, for all ϕ,ψ ∈ B1(R),

Q(ϕ,ψ) = 〈ϕ,ψ〉H1(R) + 〈xϕ, xψ〉L2(R) .

Lemma 1.11. — (B1(R), Q) is a Hilbert space.

The following lemma will be convenient.

Lemma 1.12. — C∞0 (R) is dense in (B1(R), ‖ · ‖B1(R)).

Proof. — Let us recall Lemma 1.10. Let f ∈ B1(R). As in
Lemma 1.10, we introduce the sequence fn = χn(ρn?f). We have
seen that fn goes to f in H1(R). Let us prove that xfn goes to xf
in L2(R). Since xf ∈ L2(R), χn(ρn ? (xf)) goes to xf ∈ L2(R).
We write

xfn(x)− xf(x) = xχnρn ? f(x)− xf(x)

= n−1χnρ̃n ? f(x) + χnρn ? (xf)− xf(x) ,

with ρ̃n(y) = n2yρ(ny). Then, we get

‖χnρ̃n ?f‖L2(R) 6 ‖ρ̃n‖L1(R)‖f‖L2(R) = ‖(·)ρ(·)‖L1(R)‖f‖L2(R) .

The conclusion follows.

Exercise 1.13. — We let, for all ϕ,ψ ∈ S (R),

Q±(ϕ,ψ) = 〈ϕ,ψ〉L2(R) + 〈(±∂x + x)ϕ, (±∂x + x)ψ〉L2(R) .

i. Prove that C∞0 (R) is dense in S (R) for the V±-norm√
Q±(·, ·).
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ii. Consider (1)

V± = {ψ ∈ L2(R) : (±∂x + x)ψ ∈ L2(R)} ⊂ L2(R) .

Show that (V±, Q±) is a Hilbert space.

iii. Let f ∈ V±. Show that the sequence fn = χn(ρn ? f) con-
verges to f for the V±-norm

√
Q±(·, ·). Hint: Prove first that,

for all ϕ ∈ S (R), and all n > 1,

|〈(±∂x + x)(ρn ? f)− ρn ? [(±∂x + x)f ], ϕ〉| 6 C

n
‖ϕ‖L2(R) .

Then, check that

‖(±∂x + x)(χnρn ? f)− χn(±∂x + x)(ρn ? f)‖L2(R)

6
C

n
‖ρn ? f‖L2(R) 6

C

n
‖f‖L2(R) .

Remark 1.14. — Exercise 1.13 shows that C∞0 (R) is dense in V±
(equipped with the natural norm). This density result could also be
proved by using spectral results established in this book. Consider
f ∈ V± such that, for all ϕ ∈ S (R),

〈f, ϕ〉V± := 〈f, ϕ〉+ 〈(±∂x + x)f, (±∂x + x)ϕ〉 = 0 ,

which can also be written as

〈f, ϕ〉+ 〈f, (∓∂x + x)(±∂x + x)ϕ〉 = 0 ,

or also
〈f, ϕ〉+ 〈f, (−∂2

x + x2 ∓ 1)ϕ〉 = 0 .

We will see in Chapter 6 (cf. Proposition 6.10) that there exists a
complete orthonormal system (2) (contained in S (R)) denoted by
(gn)n∈N such that

(−∂2
x + x2)gn = (2n+ 1)gn .

We deduce that 〈f, gn〉 = 0 for all n ∈ N. Since the system
(gn)n∈N is complete, we get f = 0. This shows that S (R) is

1. ψ ∈ V± means that there exists f ∈ L2(R) such that, we have

(1.1.3.8) ∀ϕ ∈ C∞0 (R) , 〈ψ, (∓∂x + x)ϕ〉 = 〈f, ϕ〉 .
This f is unique and denoted by f =: (±∂x + x)ψ. By density, (1.1.3.8) also
holds for all ϕ ∈ S (R).

2. The corresponding functions are the famous Hermite functions and they
diagonalize the � harmonic oscillator �.
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dense in V±. This is then a small exercise (using cutoff smooth
functions) to check that C∞0 (R) is itself dense in S (R) for the
V±-norm.

In this book, we will meet Sobolev spaces on open subsets of
Rd. Let us discuss the case of H1(R+). In particular, we need to
be careful with the density of smooth functions. Behind the proof
of the following proposition lies a general argument related to ex-
tension operators (which will appear later, see Section 4.2.2.2).

Proposition 1.15. — We have H1(R+) ⊂ C 0(R+). Moreover,
C∞0 (R+) is dense in H1(R+).

Proof. — Let ψ ∈ H1(R+). We define ψ the function defined by
ψ(x) = ψ(x)1R+(x) + ψ(−x)1R−(x). Let us prove that ψ ∈
H1(R) and ‖ψ‖2H1(R) = 2‖ψ‖2H1(R+). Obviously, we have ψ ∈
L2(R). Let ϕ ∈ C∞0 (R) and consider

〈ψ,ϕ′〉L2(R) =

∫ +∞

0
ψ(t)ϕ′(t) dt+

∫ 0

−∞
ψ(−t)ϕ′(t) dt

=

∫ +∞

0
ψ(t)(ϕ′(t) + ϕ′(−t)) dt

=

∫ +∞

0
ψ(t)Φ′(t) dt ,

with Φ(t) = ϕ(t) − ϕ(−t), for all t ∈ R. Consider a smooth
even function χ being 0 on

(
−1

2 ,
1
2

)
and 1 away from (−1, 1). We

let χn(t) = χ(nt). We have (χnΦ)|[0,+∞) ∈ C∞0 (R+). Since
ψ ∈ H1(R+), there exists un function f ∈ L2(R+) such that, for
all φ ∈ C∞0 (R+),

〈ψ, φ′〉L2(R+) = −〈f, φ〉L2(R+) .
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By changing ψ into χnψ, we have

〈ψ, χnϕ′〉L2(R)

=

∫ +∞

0
ψ(t)χn(t)Φ′(t) dt

=

∫ +∞

0
ψ(t)(χnΦ)′(t) dt−

∫ +∞

0
ψ(t)χ′n(t)Φ(t) dt

= −〈f, χnΦ〉L2(R+) −
∫ +∞

0
ψ(t)χ′n(t)Φ(t) dt

By using the behavior of Φ at 0 and a support consideration, we
get

lim
n→+∞

∫ +∞

0
ψ(t)χ′n(t)Φ(t) dt = 0 ,

and we deduce

〈ψ,ϕ′〉L2(R) = −〈f,Φ〉L2(R+) ,

and thus

|〈ψ,ϕ′〉L2(R)|2 6 2‖f‖2L2(R+)‖ϕ‖
2
L2(R) .

This proves that ψ ∈ H1(R) and the relation between the H1-
norms follows. Thus ψ ∈ C 0(R). The conclusion about the den-
sity follows from Lemma 1.10.





CHAPTER 2

UNBOUNDED OPERATORS

The aim of this chapter is to describe what a (closed) linear op-
erator is. It also aims at drawing the attention of the Reader to
the domain of such an operator. Such domains will be explicitly
described (such as the domain of the Dirichlet Laplacian). We will
see that closed operators are natural generalizations of continuous
operators. Then, we will define what the adjoint of an operator
is, and explore the special case when the adjoint of an operator
coincides with itself (self-adjoint operators). We will give clas-
sical criteria to determine if an operator is self-adjoint and illus-
trate these criteria by means of explicit examples. The Reader will
be provided with a canonical way (the Lax-Milgram theorems) of
defining an operator from a continuous and coercive sesquilinear
form. Let us again underline here that the domain of the operator
is as important as its action. Changing the domain can strongly
change the spectrum.

2.1. Definitions

In this chapter, E and F are Banach spaces.

Definition 2.1 (Unbounded operator). — An unbounded opera-
tor T : E −→ F is a pair (Dom (T ), T ) where:

— Dom (T ) is a linear subspace of E ;

— T is a linear map from Dom (T ) to F .
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In contrast with bounded operators, unbounded operators on a
given space do not form an algebra, nor even a linear space (be-
cause each one is defined on its own domain). Moreover, the term
� unbounded operator� may be misleading, because

— unbounded does not mean not bounded. As a matter of fact, a
bounded operator can be seen as an unbounded (closed) oper-
ator whose domain is the whole space,

— unbounded should be understood as ”not necessarily bounded”,

— operator should be understood as linear operator.

Let us also recall that L(E,F ) denotes the set of bounded (i.e.,
continuous) linear applications from E to F .

Definition 2.2 (Domain). — The set Dom (T ) is called the do-
main of T .

The domain of an operator is a linear subspace, not necessarily
the whole space. It is not necessarily closed. It will often (but not
always) assumed to be dense.

Definition 2.3 (Range). — The linear subspace

ranT :=
{
Tx : x ∈ Dom (T )

}
is called the range of T .

Exercise 2.4. — Take E = F = L2(R) and (Dom (T ), T ) =
(C∞0 (R),−∂2

x). What is the range of T ?
Solution: This is the linear subset of C∞0 (R) made of functions f
satisfying∫

R
f(y) dy = 0 ,

∫
R

(∫ x

−∞
f(y)dy

)
dx = 0 .

◦

Definition 2.5. — We say that T is densely defined when
Dom (T ) is dense in E.

Definition 2.6 (Graph). — The graph Γ(T ) of (Dom (T ), T ) is

Γ(T ) =
{

(x, Tx) , x ∈ Dom (T )
}
⊂ E × F .
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Definition 2.7 (Graph norm). — Let (Dom (T ), T ) be some un-
bounded operator. For all x ∈ Dom (T ), we let

‖x‖T := ‖x‖E + ‖Tx‖F .(2.2.1.1)

The pair
(
Dom (T ), ‖ · ‖T

)
is a normed vector space. The norm

‖ · ‖T is called the graph norm.

Definition 2.8 (Sesquilinear form associated with the graph
norm)

Let (Dom (T ), T ) be some unbounded operator between
two Hilbert spaces E and F . For all (x, y) ∈ Dom (T )2, we let

(2.2.1.2) 〈x, y〉T = 〈x, y〉E + 〈Tx, Ty〉F .

The Hermitian inner product 〈·, ·〉T is called the sesquilinear form
associated with the graph norm.

Definition 2.9. — Let (Dom (T ), T ) and (Dom (S), S) be two
operators. We say that S is an extension of T when Γ(T ) ⊂ Γ(S).
In this case, we simply write T ⊂ S.

Proposition 2.10. — We have T ⊂ S if and only if Dom (T ) ⊂
Dom (S) and S|Dom (T ) ≡ T .

Proof. — By definition, the operator S is an extension of T when
for all x ∈ Dom (T ), we can assert that (x, Tx) ∈ Γ(S), that is
(x, Tx) = (x̃, Sx̃) for some x̃ ∈ Dom (S). Necessarily, we must
have x = x̃ ∈ Dom (S) and Tx = Sx̃ = Sx. The converse is
obvious.

Definition 2.11 (Closed operator). — The unbounded operator
(Dom (T ), T ) is said closed when Γ(T ) is a closed subset ofE×F
(equipped with the product norm ‖(u, v)‖ = ‖u‖E + ‖v‖F ).

Proposition 2.12. — The following assertions are equivalent.

(i) (Dom (T ), T ) is closed.

(ii) For all (un) ∈ Dom (T )N such that un → u in E and
Tun → v in F , we have u ∈ Dom (T ) and v = Tu.

(iii) (Dom (T ), ‖ · ‖T ) is a Banach space.
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Proof. —
(i) =⇒ (ii) The two conditions un → u and vn = Tun → v mean
that

(un, vn) ∈ Γ(T ), (un, vn)→ (u, v) in E × F.

Since Γ(T ) is closed, we must have (u, v) ∈ Γ(T ) that is u ∈
Dom (T ) and v = Tu.
(ii) =⇒ (iii) Consider a Cauchy sequence (un) ∈ Dom (T )N for
the graph norm. This implies that (un) is a Cauchy sequence in
the Banach space E, and that (Tun) is a Cauchy sequence in the
Banach space F . Therefore (un, vn) converges to some (u, v) ∈
E ×F . In view of (ii), we have u ∈ Dom (T ) and un → u for the
graph norm.
(iii) =⇒ (i) Consider a sequence (un, Tun) ∈ Γ(T )N converg-
ing to some (u, v) ∈ E × F for the product norm. Then (un) is
a Cauchy sequence for the graph norm, and therefore it tends to
some ũ ∈ Dom (T ). Since Banach spaces are separated, we must
have u = ũ and v = T ũ, which means that (u, v) ∈ Γ(T ).

Exercise 2.13. — Take E = F = L2(Rd). Prove through
two separate methods that the operator (Dom (T ), T ) =
(H2(Rd),−∆) is closed.
Solution: Recalling that ‖u‖T = ‖u‖L2 + ‖∆u‖L2 , the key point
is that

(2.2.1.3) C1‖〈ξ〉2û‖L2(Rd) 6 ‖u‖T 6 C2‖〈ξ〉2û‖L2(Rd) ,

and that

(2.2.1.4) C̃1‖u‖H2(Rd) 6 ‖〈ξ〉2û‖L2(Rd) 6 C̃2‖u‖H2(Rd) .

— First method. Let (un, vn) ∈ Γ(T )N be such that (un, vn) →
(u, v) in L2(Rd) × L2(Rd). We must have vn = −∆un, and
therefore vn → −∆u in D ′(Rd). Since the limit is unique, this
means that v = −∆u ∈ L2(Rd). From (2.2.1.3) and (2.2.1.4),
we deduce that u ∈ H2(Rd), and therefore we have (u, v) ∈
Γ(T ).

— Second (more direct) method. Observe that (2.2.1.3) and
(2.2.1.4) imply that (Dom (T ), ‖ · ‖T ) and (H2(Rd), ‖ · ‖H2)
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are two isomorphic normed spaces. The second one being a
Banach space, so is the first one. Criterion (iii) is satisfied. ◦

Proposition 2.14. — Let (Dom (T ), T ) be a closed operator.
There exists c > 0 such that

(2.2.1.5) ∀u ∈ Dom (T ) , ‖Tu‖ > c‖u‖ ,
if and only if T is injective with closed range.

Proof. — Assume that the inequality holds. The injectivity is ob-
vious. Let us consider (vn) in the range of T such that (vn) con-
verges to v ∈ F . For all n ∈ N, there exists un ∈ Dom (T ) such
that vn = Tun. We deduce from (2.2.1.5) that (un) is a Cauchy
sequence so that it converges to some u ∈ E. Since T is closed,
we find that u ∈ Dom (T ) and v = Tu ∈ ranT .
Conversely, assume that T is injective with closed range. Then
(ranT, ‖ · ‖F ) is a Banach space. Then T induces a continuous
bijection from (Dom (T ), ‖ · ‖T ) to (ranT, ‖ · ‖F ). The inverse
is continuous by the Banach isomorphism theorem, or by the open
mapping theorem (see Section A.2).

Exercise 2.15. — Prove that there exists a constant c > 0 such
that

(2.2.1.6) ∀ϕ ∈ H2(Rd) , ‖(−∆ + 1)ϕ‖L2(Rd) > c‖ϕ‖L2(Rd) .

Show that this holds for c = 1. What is the optimal c?
Solution: Take E = F = L2(Rd). First, as we did in Exercise
2.13, we can prove that the operator (H2(Rd),−∆ + 1) is closed.
Indeed, thanks to the Fourier transform,

‖u‖T = ‖u‖L2 + ‖ −∆u+ u‖L2 = ‖û‖L2 + ‖(1 + |ξ|2)û‖L2 .

In particular, there existsC1, C2 > 0 such that, for all u ∈ H2(Rd),

C1‖u‖H2(Rd) 6 ‖u‖T 6 C2‖u‖H2(Rd) .

To obtain (2.2.1.6), in view of Proposition 2.14, it suffices to show
that −∆ + 1 is injective with closed range.

— Assume that ũ ∈ H2(Rd) is such that (−∆ + 1)ũ = 0. Then

‖(−∆ + 1)ũ‖L2 = ‖(1 + |ξ|2)̂̃u‖L2 = 0,

implying that ̂̃u = 0, and therefore ũ = 0. Thus, −∆ + 1 is
injective.
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— Fix v ∈ L2(Rd). Define w as the inverse Fourier transform of
ŵ := (1 + |ξ|2)−1v̂. By this way, we have v = (−∆ + 1)w, as
well as w ∈ H2(Rd). In other words, ran (−∆ + 1) = L2(Rd),
which is closed for the L2-norm. Then, remark that

‖(−∆+1)ϕ‖L2(Rd) = ‖(1+|ξ|2)ϕ̂‖L2 > ‖ϕ̂‖L2(Rd) = ‖ϕ‖L2(Rd).

The optimal constant is c = 1 as can be seen by testing the
above inequality with a sequence of functions ϕn such that ϕ̂n
concentrates near ξ = 0, like ϕ̂n(ξ) = nd/2χ(nξ) where χ ∈
C∞0 (Rd) is a non-zero function. ◦

The following proposition follows from the results in Section
A.2.

Proposition 2.16. — [Closed graph theorem] Let (Dom (T ), T )
be an operator. Assume that Dom (T ) = E. Then, the operator
(Dom (T ), T ) is closed if and only if T is bounded.

In other words, on condition that Dom (T ) = E, the closed
graph theorem says that T is continuous if and only if Γ(T ) is a
closed subset of E × F . Thus, the concept of a closed operator
can be viewed as a generalization of the notion of a bounded (or
continuous) operator.

Exercise 2.17. — Prove Proposition 2.16 by using the open map-
ping theorem.
Solution:
=⇒ Assume that Γ(T ) is a closed. Then, Γ(T ) equipped with the
product norm of E × F is a Banach space, and the application

U : Γ(T ) −→ E
(x, Tx) 7−→ x

is a linear bounded bijection. By the open mapping theorem, U−1

is bounded, and therefore

∃C ∈ R, , ‖x‖E + ‖Tx‖F 6 C‖x‖E .

This means that T is bounded with a norm less than C − 1.
⇐= Conversely, assume that T is bounded. Select any sequence
(un) ∈ EN such that un → u and Tun → v. Since Dom (T ) = E,
we have u ∈ Dom (T ). On the other hand, since T is linear and
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bounded, it is continuous. We must have Tun → v = Tu. We
recover here the criterion (ii) of Proposition 2.12. ◦

Example 2.18. — Let Ω ⊂ Rd and K ∈ L2(Ω × Ω). For all
ψ ∈ L2(Ω), we let

TKψ(x) =

∫
Ω
K(x, y)ψ(y) dy .

TK : L2(Ω) → L2(Ω) is well-defined and bounded. Moreover,
‖TK‖ 6 ‖K‖L2(Ω×Ω).

Definition 2.19 (Closable operator). — (Dom (T ), T ) is said
closable when it admits a closed extension.

Proposition 2.20. — The following assertions are equivalent.

(i) (Dom (T ), T ) is closable.

(ii) Γ(T ) is the graph of an operator.

(iii) For all (un) ∈ Dom (T )N such that un → 0 and Tun → v,
we have v = 0.

Proof. —
(i) =⇒ (ii). Let (Dom (S), S) be a closed extension of

(Dom (T ), T ). Then Γ(T ) ⊂ Γ(S) and Γ(T ) ⊂ Γ(S) = Γ(S).
Define

Dom (R) =
{
x ∈ E : ∃y ∈ F with (x, y) ∈ Γ(T )

}
.

Given x ∈ Dom (R), the corresponding y = Sx is uniquely
defined. Note also that Dom (R) is a vector space and that
Dom (R) ⊂ Dom (S). For all x ∈ Dom (R), we let Rx = Sx.
By this way, we find Γ(R) = Γ(T ).

(ii) =⇒ (i). Assume that Γ(T ) is the graph of an operator R.
Then R is a closed extension of T .

(ii) =⇒ (iii). Assume that Γ(T ) is the graph Γ(R) of an operator
R. Let (un) ∈ Dom (T )N be such that un → 0 and Tun → v.
Then (0, v) ∈ Γ(T ) = Γ(R), and therefore (0, v) ∈ Γ(R). It
follows that v = R0 = 0.

(iii) =⇒ (ii). Consider (x, y) ∈ Γ(T ) and (x, ỹ) ∈ Γ(T ).
We may find sequences (xn) and (x̃n) such that (xn, Txn) and
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(x̃n, T x̃n) converge to (x, y) and (x, ỹ), respectively. The se-
quence un = xn− x̃n converges to 0 and Tun converges to y− ỹ.
Thus, y = ỹ. This shows that Γ(T ) is a graph.

All unbounded operators are not closable. We give below a
counter-example.

Exercise 2.21. — Take E = L2(Rd) and F = C. Consider the
operator T defined on the domain Dom (T ) = C∞0 (Rd) by Tϕ =
ϕ(0). Then T is not closable.

Solution: We use the criterion (iii) of Proposition 2.20. Given
some function ϕ ∈ C∞0 (Rd;R+) satisfying ϕ(0) = 1, we define
un = ϕn(x) := ϕ(nx). By construction, we have Tun = 1 6= 0

for all n, whereas ‖un‖ = n−d/2‖u1‖ goes to zero. ◦

Assume that the operator (Dom (T ), T ) is closable. Then, by
(ii) of Proposition 2.20, we can find (Dom (R), R) such that

(2.2.1.7) Γ(T ) = Γ(R) =
{

(u,Ru) ; u ∈ Dom (R)
}
.

First, note that the operator R is uniquely determined by the char-
acterization (2.2.1.7). Moreover, we have Dom (T ) ⊂ Dom (R)

and Γ(T ) ⊂ Γ(R) = Γ(R). Thus, the operator R is a closed
extension of T . Let S be another closed extension of T . Then

Γ(T ) ⊂ Γ(S) =⇒ Γ(T ) = Γ(R) ⊂ Γ(S) = Γ(S)

which means that S is an extension ofR. By this way, the operator
R appears as a closed extension of T , which (in the sense of the
graph inclusion) is smaller than all others.

Definition 2.22 (Closure). — Assume that (Dom (T ), T ) is clos-
able. Then, the operator (Dom (R), R) defined by (2.2.1.7) is
called the closure of (Dom (T ), T ).

We have a more explicit characterization of the closure.

Proposition 2.23. — Assume that the operator (Dom (T ), T )
is closable. Then, the closure of (Dom (T ), T ) is the operator
(Dom (T ), T ) defined by
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— the domain

Dom (T ) :=
{
x ∈ E ; there exists a sequence (xn) ∈ Dom (T )N

satisfying xn → x and (Txn) converges in F
and, we can find y ∈ F such that,

for any such sequence, we have Txn → y
}
,

— and the relation Tx = y for any x ∈ Dom (T ).

The following two exercises give the proof of Proposition 2.23.

Exercise 2.24. — Prove that T is well-defined, and that T is in-
deed an extension of T .

Solution: By assumption, we can find a closed operator
(Dom (S), S) such that Γ(T ) ⊂ Γ(S). Let x ∈ Dom (T ).
The stationary sequence (xn) = (x) is such that Txn → Tx.
Any other sequence (xn) ∈ Dom (T )N satisfying xn → x
and (Txn = Sxn)n converging (to some z) in F is such that
(xn, Sxn) → (x, z) ∈ Γ(S), and therefore z = Sx = Tx. Since
Tx is the only possible limit value of such a sequence (Txn), we
have indeed x ∈ Dom (T ). Moreover, we have Tx = Tx when
x ∈ Dom (T ) ⊂ Dom (T ).

For more general x ∈ Dom (T ), note that y is uniquely identified
by x. It follows that Dom (T ) is a linear subspace of E, and that
T defines a linear operator which is an extension of T . ◦

Exercise 2.25. — Assume that (Dom (T ), T ) is closable, and
prove that T is the smallest closed extension of T in the sense of
the graph inclusion.

Solution: The fact that Γ(T ) is closed is a consequence of the
Cantor’s diagonal argument (check the details). Fix x ∈ Dom (T ).
We can find a sequence (xn) ∈ Dom (T )N satisfying xn → x and
(Txn = Sxn)n → Tx in F . Since Γ(S) is closed, we must have
(x, Tx) ∈ Γ(S), and therefore Γ(T ) ⊂ Γ(S). ◦

The operator (Dom (R), R) defined by (2.2.1.7) is the same as
(Dom (T ), T ). From now on, it is denoted by T . Remember the
following important result.
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Proposition 2.26. — Assume that (Dom (T ), T ) is closable.
Then, we have Γ(T ) = Γ(T ).

Exercise 2.27. — The closure of (C∞0 (Rd),−∆) is the operator
(H2(Rd),−∆).
Solution: Fix any u ∈ H2(Rd). Since C∞0 (Rd) is dense in H2(Rd),
we can find a sequence (un) ∈ C∞0 (Rd)N such that un → u for the
norm of H2(Rd). Then, −∆un → −∆u for the norm of L2(Rd).
This means that the graph of (H2(Rd),−∆) is contained in the
closure of the graph of (C∞0 (Rd),−∆). But, as seen in Exercise
2.13, the operator (H2(Rd),−∆) is closed. Thus, it is the smallest
closed extension. ◦

2.2. Adjoint and closedness

2.2.1. About duality and orthogonality. — In this section, E
and F are vector spaces.

Definition 2.28. — Let T ∈ L(E,F ). For all ϕ ∈ F ′ = L(F,C),
we let T ′(ϕ) = ϕ ◦ T ∈ E′.

Proposition 2.29. — Let T ∈ L(E,F ). Then T ′ ∈ L(F ′, E′)
and ‖T‖L(E,F ) = ‖T ′‖L(F ′,E′).

Proof. — T ′ is clearly linear. Let us show that it is continuous.
We have

‖T ′‖L(F ′,E′) = sup
ϕ∈F ′\{0}

‖T ′ϕ‖E′
‖ϕ‖F ′

= sup
ϕ∈F ′\{0}

sup
x∈E\{0}

‖T ′ϕ(x)‖F
‖x‖E‖ϕ‖F ′

6 ‖T‖L(E,F ) .

For the converse inequality, we write, with a corollary of the Hahn-
Banach theorem (see Corollary A.2),

‖T‖L(E,F ) = sup
x∈E\{0}

‖Tx‖F
‖x‖E

= sup
x∈E\{0}

sup
ϕ∈F ′\{0}

‖ϕ(Tx)‖
‖ϕ‖F ′‖x‖E

6 ‖T ′‖L(F ′,E′) .
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Definition 2.30. — If A ⊂ E, we let

A⊥ = {ϕ ∈ E′ : ϕ|A = 0} ⊂ E′ ,

and, for all B ⊂ E′, we let

B◦ = {x ∈ E : ∀ϕ ∈ B ,ϕ(x) = 0} ⊂ E .

By construction, both A⊥ and B◦ are closed sets. There is a deep
connection between these notions of orthogonality and the adjoint.

Proposition 2.31. — Let T ∈ L(E,F ). We have

kerT ′ = (ranT )⊥ ⊂ F ′ , kerT = (ranT ′)◦ ⊂ E .

Proof. — Concerning the first equality, just remark that

kerT ′ = {ϕ ∈ F ′ : ∀x ∈ F : ϕ(Tx) = 0}
= {ϕ ∈ F ′ : ϕ|ranT = 0}.

Concerning the second one, we have (thanks to the Hahn-Banach
theorem, see Section A.1)

(ranT ′)◦ = {x ∈ E : ∀ϕ ∈ ranT ′ : ϕ(x) = 0}
= {x ∈ E : ∀ψ ∈ F ′ : T ′(ψ)(x) = 0}
= {x ∈ E : ∀ψ ∈ F ′ : ψ ◦ T (x) = 0}
= {x ∈ E : T (x) = 0} = kerT.

Lemma 2.32. — Assume that (E, ‖ · ‖) is a Banach space. Let us
write E = E1 ⊕ E2 with E1 and E2 closed. Then, the projections
ΠE1 and ΠE2 are bounded.

Proof. — For all x ∈ E, there exists a unique (x1, x2) ∈ E1×E2

such that x = x1 + x2. We introduce the norm defined for all
x ∈ E by

‖x‖′ = ‖x1‖+ ‖x2‖ .
Since E1 and E2 are closed, (E, ‖ · ‖′) is a Banach space. We have

∀x ∈ E , ‖x‖ 6 ‖x‖′ .
By the Banach theorem (see Theorem A.6), ‖ · ‖ and ‖ · ‖′ are
equivalent, and thus there exists C > 0 such that

∀x ∈ E , ‖x‖′ 6 C‖x‖ .
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Let us recall the notion of codimension.

Definition 2.33. — Let E be a vector space. Let E1 and E2 be
two subspaces such that E = E1 ⊕ E2. Assume that dimE2 <
+∞. Then, all the supplements of E1 are finite dimensional and
have the same dimension. This dimension is called the codimen-
sion of E1. It is denoted by codimE1.

The notion of orthogonality is convenient to estimate the codimen-
sion.

Proposition 2.34. — Assume that E is a Banach space. Let us
write E = E1 ⊕ E2 with E1 closed and E2 finite dimensional.
Then, we have dimE⊥1 = dimE2 = codimE1.

Proof. — Consider N ∈ N \ {0}. Let (en)16n6N be a basis of
E2. We can consider (e∗n)16n6N the dual basis, which satisfies

e∗i ∈ E′2, ∀(i, j) ∈ {1, · · · , n}2, e∗i (ej) = δij

We consider (e∗nΠE2)16n6N . By Lemma 2.32, this is a free family
in E′ being 0 on E1. Thus dimE⊥1 > N . If ϕ ∈ E⊥1 and x ∈ E,
we write x = x1 + x2, with (x1, x2) ∈ E1 × E2, and thus

∀x ∈ E, ϕ(x) = ϕ(x2) =
N∑
n=1

e∗n(x2)ϕ(en)

=
N∑
n=1

e∗n(ΠE2x)ϕ(en) .

In other words

ϕ =
N∑
n=1

ϕ(en)e∗nΠE2 , e∗nΠE2 ∈ E′

so that dimE⊥1 6 N .
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2.2.2. Adjoint of bounded operators in Hilbert spaces. — In
this section, we assume that E = F = H is a separable Hilbert
space with norm ‖ · ‖. The notion of the adjoint of an operator is
first introduced in the bounded case.

Proposition 2.35 (Adjoint of a bounded operator)
Let T ∈ L(H) be a bounded operator. For all x ∈ H, there

exists a unique T ∗x ∈ H such that

∀y ∈ H , 〈Ty, x〉 = 〈y, T ∗x〉 , 〈x, Ty〉 = 〈T ∗x, y〉 .
The application T ∗ : H → H is a bounded operator called the
adjoint of T .

Proof. — The linear application

L : H −→ C
y 7−→ 〈Ty, x〉 , |〈Ty, x〉| 6 (|||T |||‖x‖)‖y‖

is continuous on H. The Riesz representation theorem guarantees
the existence of T ∗x ∈ H such that Ly = 〈y, T ∗x〉.

There is, of course, a relation between T ∗ and T ′.

Definition 2.36. — Let us denote by J : H → H′ the canonical
application defined by

∀u ∈ H , ∀ϕ ∈ H , J (u)(ϕ) = 〈ϕ, u〉 .
We recall that J is a bijective isometry by the Riesz represen-
tation theorem. In particular, given v ∈ H′, the element u =
J −1(v) ∈ H can be recovered through the relation

∀ϕ ∈ H, v(ϕ) = 〈ϕ,J −1(v)〉 .

Proposition 2.37. — Let T ∈ L(H). We have T ∗ = J −1T ′J .

Proof. — Consider (x, y) ∈ H2 and

〈x,J −1T ′J y〉 = T ′J y(x) = (J y)(Tx) = 〈Tx, y〉
= 〈x, T ∗y〉 .

Exercise 2.38. — We let H = `2(Z,C), equipped with the usual
Hermitian scalar product. For all u ∈ H, we let, for all n ∈ Z,
(S−u)n = un−1 and (S+u)n = un+1.
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i. Show that S− and S+ are bijective isometries.

ii. Prove that S∗± = S∓.

Solution:
i. Obvious with S− = S−1

+ and S+ = S−1
− .

ii. This is just because

〈S±u, v〉 =
∑
n∈Z

un±1v̄n =
∑
n∈Z

unv̄n∓1 = 〈u, S∓v〉.

◦

2.2.3. Adjoint of unbounded operators in Hilbert spaces. —
In this section, we assume again that E = F = H is a separable
Hilbert space with norm ‖ · ‖. Let (Dom (T ), T ) be an operator.
Consider the application

Φx :
(
Dom (T ), ‖ · ‖

)
−→ (C, | · |)

y 7−→ 〈Ty, x〉 .

Definition 2.39 (Domain of T ∗). — This is the linear subspace

Dom (T ∗) :=
{
x ∈ H : Φx is continuous

}
.(2.2.2.8)

In other words, an element x ∈ H is in Dom (T ∗) if and only if
we can find a constant Cx ∈ R+ such that

∀y ∈ Dom (T ), |〈Ty, x〉| 6 Cx‖y‖ .

Proposition 2.40. — Let (Dom (T ), T ) be an operator with dense
domain. Then, for all x ∈ Dom (T ∗), there exists a unique T ∗x ∈
H such that

∀y ∈ Dom (T ) , 〈Ty, x〉 = 〈y, T ∗x〉 .

Proof. — Given x ∈ Dom (T ∗), the application Φx is by def-
inition a continuous linear form on Dom (T ). When Dom (T ) is
dense in H, it can be uniquely extended as a continuous linear form
on the whole space H. Then, the existence and uniqueness of T ∗x
is a consequence of the Riesz representation theorem.

Definition 2.41 (Adjoint of an unbounded operator)
Let (Dom (T ), T ) be an operator with dense domain.

Then (Dom (T ∗), T ∗) is a linear operator called the adjoint of
(Dom (T ), T ).
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Remember that we can deal with T ∗ only when Dom (T ) is dense.
This is why this condition will be often implicitly assumed, like in
the definition below.

Definition 2.42 (Self-adjoint operator). — We say that
(Dom (T ), T ) is self-adjoint when the following conditions
are both satisfied:

(2.2.2.9a) Dom (T ) = Dom (T ∗),

(2.2.2.9b) ∀u ∈ Dom (T ), Tu = T ∗u.

To express that (Dom (T ), T ) is self-adjoint, we will sometimes
simply note T = T ∗. But keep in mind that this includes the two
conditions (2.2.2.9a) and (2.2.2.9b).

Exercise 2.43. — Work in the context of Exercise 2.38, and show
that S+ + S− is self-adjoint.
Solution: Recall that Dom (S+) = Dom (S−) = Dom (S+ +
S−) = `2(Z,C). Fix v ∈ `2(Z,C). By the Cauchy-Scwarz in-
equality, we have

|〈(S+ + S−)u, v〉| =

∣∣∣∣∣∑
n∈Z

(un+1 + un−1)v̄n

∣∣∣∣∣ 6 2‖u‖`2‖v‖`2 ,

which guarantees that v ∈ Dom (S+ + S−)∗, and therefore

Dom (S+ + S−) = Dom (S+ + S−)∗ = `2(Z,C) .

On the other hand

〈(S+ + S−)u, v〉 =
∑
n∈Z

(un+1 + un−1)v̄n

=
∑
n∈Z

un(v̄n+1 + v̄n−1)

= 〈u, (S+ + S−)v〉 ,
which implies (2.2.2.9b). ◦

Example 2.44. — Let us consider (X,A, µ) a measure space,
with a σ-finite measure µ. We let H = L2(X,A, µ) and consider a
C-valued measurable function f that is finite almost everywhere.
We define

Dom (Tf ) = {ψ ∈ H : fψ ∈ H} ,∀ψ ∈ Dom (Tf ) , Tfψ = fψ .
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i. If f ∈ L∞(X,A, µ), we have Dom (Tf ) = H and Tf is
bounded.

ii. The domain of the adjoint of Tf is given by Dom (Tf ) and
T ∗f = Tf . In particular, when f is real-valued, Tf is self-
adjoint.

Exercise 2.45. — Take H = L2(R). Consider Dom (T ) = H1(R)
and T = −i∂x. What is (Dom (T ∗), T ∗)? And if we choose
Dom (T ) = C∞0 (R)?
Solution: Let f ∈ L2(R). We find

Φf :
(
H1(R), ‖ · ‖L2

)
−→ (C, | · |)

g 7−→ −i
∫
R
g′(x)f̄(x) dx

which is continuous if and only if f ∈ H1(R). It follows that
Dom (T ∗) = H1(R). Moreover, knowing that f ∈ H1(R), an
integration by parts gives

Φf (g) = −i
∫
R
g′(x)f̄(x) dx =

∫
R
g(x)−if ′(x) dx

which means that T ∗ = T . Now, if we choose Dom (T ) =
C∞0 (R), for the same reasons as before, we still have Dom (T ∗) =
H1(R). But T is not self-adjoint (we do not have T = T ∗) since
the condition (2.2.2.9a) is not satisfied. ◦

Proposition 2.46. — If T is an operator with dense domain, we
have

Γ(T ∗) =
{

(x, y) ∈ H×H ; 〈z, y〉−〈Tz, x〉 = 0,∀z ∈ Dom (T )
}
.

Proof. — By definition

Γ(T ∗) =
{

(x, y) ∈ Dom (T ∗)× H ; y − T ∗x = 0
}
.

Since Dom (T ) is dense, this means that Γ(T ∗) is equal to{
(x, y) ∈ Dom (T ∗)× H ; 〈z, y − T ∗x〉 = 0, ∀z ∈ Dom (T )

}
or, equivalently, to{

(x, y) ∈ Dom (T ∗)× H ; 〈z, y〉 − 〈Tz, x〉 = 0, ∀z ∈ Dom (T )
}

⊂
{

(x, y) ∈ H× H ; 〈z, y〉 − 〈Tz, x〉 = 0,∀z ∈ Dom (T )
}
.
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Conversely, assume that (x, y) ∈ H × H satisfies the above con-
dition. Then, the application Φx : Dom (T ) −→ C given by
Φx(z) = 〈Tz, x〉 = 〈z, y〉 is continuous with norm less than ‖y‖.
This implies that x ∈ Dom (T ∗), and therefore we have the oppo-
site inclusion.

We can equip H × H with the natural scalar product of H × H
denoted by

(x, y) · (x̃, ỹ) = 〈x, x̃〉+ 〈y, ỹ〉.

Proposition 2.47. — Let us define J : H × H 3 (x, y) 7→
(−y, x) ∈ H×H. If T is an operator with dense domain, we have

Γ(T ∗) = J(Γ(T ))⊥ , Γ(T ) = J(Γ(T ∗))⊥ .

In particular, T ∗ is closed.

Proof. — From Proposition 2.46, we know that

Γ(T ∗) =
{

(x, y); 〈y, z〉 − 〈x, Tz〉 = 0,∀z ∈ Dom (T )
}

=
{

(x, y); (x, y) · J(z, Tz) = 0,∀z ∈ Dom (T )
}

(2.2.2.10)

= J(Γ(T ))⊥.

It follows that Γ(T ∗) is closed as the orthogonal of the set
J(Γ(T )). Moreover

Γ(T ∗)⊥ =
(
J(Γ(T ))⊥

)⊥
= J(Γ(T )) = J(Γ(T )) .

Since J ◦ J = −I , we have

Γ(T ) = −J(Γ(T ∗)⊥) = J(Γ(T ∗)⊥) = J(Γ(T ∗))⊥ .

Exercise 2.48. — Let T be an operator with dense domain. Show
directly that T ∗ is closed.

Solution: Fix any (x, z) ∈ Γ(T ∗). We can find a sequence
(xn, zn) ∈ Γ(T ∗)N with zn = T ∗xn converging to (x, z). Then,
for all y ∈ Dom (T ), we have

〈y, z〉 = lim
n→∞

〈y, T ∗xn〉 = lim
n→∞

〈Ty, xn〉 = 〈Ty, x〉.

This means that the application Φx : Dom (T ) −→ C given by
Φx(y) = 〈Ty, x〉 = 〈y, z〉 is continuous with norm less than ‖z‖.



56 CHAPTER 2. UNBOUNDED OPERATORS

This implies that x ∈ Dom (T ∗) and T ∗x = z. In other words, we
still have (x, z) ∈ Γ(T ∗). ◦

Proposition 2.49. — Consider two operators (Dom (T ), T ) and
(Dom (S), S) with dense domains. If T ⊂ S, we have S∗ ⊂ T ∗.

Proof. — It is a consequence of Proposition 2.47.

Proposition 2.50. — Let T be an operator with dense domain.
Then, T is closable if and only if Dom (T ∗) is dense. In this case,
(T ∗)∗ = T ∗∗ = T .

Proof. — Assume that Dom (T ∗) is dense. Then, by Proposition
2.47 applied to T ∗, we have

Γ((T ∗)∗) = J(Γ(T ∗))⊥ = J
(
J(Γ(T ))⊥

)⊥
= Γ(T ) = Γ((T ∗)∗) .

In other words, (T ∗)∗ = T ∗∗ is closed, with graph Γ(T ). It follows
that T is closable, and more precisely T = T ∗∗.
Now, assume that T is closable. Select v ∈ Dom (T ∗)⊥. We have

∀z ∈ Dom (T ∗) , 0 = 〈v, z〉 = (0, v) · (−T ∗z, z)
which means that

(0, v) ∈ J(Γ(T ∗))⊥ = Γ(T ) = Γ(T )

and therefore v = T0 = 0. By this way, we can recover(
Dom (T ∗)⊥

)⊥
= {0}⊥ = H = Dom (T ∗)

as expected.

Proposition 2.51. — If T is closable with dense domain, then
T ∗ = T

∗ where T ∗ = (T )∗.

Proof. — By Proposition 2.50, we know that Dom (T ∗) is dense,
and that T ∗∗ = T . It follows that T ∗ = (T ∗∗)∗ = (T ∗)∗∗. By
Proposition 2.47, we recover that T ∗ is closed, and therefore clos-
able. Applying Proposition 2.50 with T ∗ in place of T , we get that
(T ∗)∗∗ = T ∗. Since T ∗ = T ∗, we can conclude that T ∗ = T ∗.

Proposition 2.52. — Let us consider a densely defined operator
T . We have

ker(T ∗) = ran (T )⊥ , ker(T ∗)⊥ = ran (T ) .

In particular, T ∗ is injective if and only if T has a dense range.
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Proof. — Let x ∈ kerT ∗ and y ∈ ran (T ). We can write y = Tz
with z ∈ Dom (T ). Then

∀y ∈ ran (T ), 〈x, y〉 = 〈x, Tz〉 = 〈T ∗x, z〉 = 〈0, z〉 = 0

which implies that x ∈ ran (T )⊥.

Conversely, let y ∈ H be such that 〈y, Tx〉 = 0 for all x ∈
Dom (T ) so that y ∈ Dom (T ∗) and we have 〈T ∗y, x〉 = 0 for
all x ∈ Dom (T ). Since the domain Dom (T ) is dense, this im-
plies that T ∗y = 0.

2.2.4. Creation and annihilation operators. — To illustrate the
preceding (rather abstract) propositions, we discuss here two im-
portant examples . Take H = L2(R). Let us introduce the fol-
lowing differential operators, acting on Dom (a) = Dom (c) =
S (R),

a :=
1√
2

(∂x + x) , c :=
1√
2

(−∂x + x) .

The domains of their adjoints are

Dom (a∗) := {ψ ∈ L2(R); (−∂x + x)ψ ∈ L2(R)} ,
Dom (c∗) := {ψ ∈ L2(R); (∂x + x)ψ ∈ L2(R)} .

Observe that S (R) ⊂ Dom (a∗) and that S (R) ⊂ Dom (c∗).
It follows that Dom (a∗) and Dom (c∗) are dense in L2(R). By
Proposition 2.50, the two operators a and c are closable with ā =
a∗∗ and c̄ = c∗∗. On the other hand

∀ψ ∈ Dom (a∗) , a∗ψ =
1√
2

(−∂x + x)ψ = cψ ,

∀ψ ∈ Dom (c∗) , c∗ψ =
1√
2

(∂x + x)ψ = aψ .

We have a ⊂ c∗ and c ⊂ a∗. Moreover, by Proposition 2.47, Γ(a∗)
and Γ(c∗) are closed, so that a ⊂ c∗ and c ⊂ a∗.

Lemma 2.53. — We have

Dom (a) = Dom (c) = B1(R) = {ψ ∈ H1(R) : xψ ∈ L2(R)} .
(2.2.2.11)
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Proof. — For all u ∈ S (R), we have

2‖au‖2 = ‖u′‖2 + ‖xu‖2 − ‖u‖2(2.2.2.12)

2‖cu‖2 = ‖u′‖2 + ‖xu‖2 + ‖u‖2 .(2.2.2.13)

Now, take u ∈ Dom (a). By definition, we have (u, au) ∈ Γ(a).
There exists (un) ∈ Dom (a)N such that (un) converges to u and
(aun) converges to au. We deduce that (u′n) and (xun) are Cauchy
sequences in L2(R). Thus, we get that u′ ∈ L2(R) and xu ∈
L2(R), and therefore Dom (a) ⊂ B1(R). We can proceed in the
same way for c.
We deal now with the reversed inclusion. Take u ∈ B1(R). By
Lemma 1.12, there exists a sequence (un) of smooth functions
with compact support such that un converges to u in B1(R). In
particular, (aun) and (cun) converge in L2(R), so that (u, au) ∈
Γ(a) = Γ(ā) as well as (u, cu) ∈ Γ(c) = Γ(c̄). This implies
u ∈ Dom (ā) and u ∈ Dom (c̄).

Lemma 2.54. — The closures ā and c̄ of a and c are adjoint of
each other and they share the same domain B1(R).

Proof. — We use the results of Exercise 1.13. For example, if
ψ ∈ Dom (c∗), we have ψ ∈ L2(R) and (∂x + x)ψ ∈ L2(R).
There exists (ψn) ∈ S (R)N such that ψn converges to ψ and
(∂x + x)ψn converges to (∂x + x)ψ ∈ L2(R). Using (2.2.2.13),
we get that (ψ′n) and (xψn) are Cauchy sequences with L2(R) with
limits ψ′ and xψ. Thus ψ ∈ B1(R). From the inclusion a ⊂ c∗

and from (2.2.2.11), we deduce that

Dom (c∗) ⊂ B1(R) = Dom (a) ⊂ Dom (c∗) .

We can deal with a∗ in the same way to obtain

Dom (c∗) = Dom (a) = B1(R) = Dom (c) = Dom (a∗) .

We deduce that
a = c∗ , c = a∗ .

By Proposition 2.51, we get

a∗ = a∗ = c , c∗ = c∗ = a .
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2.3. Self-adjoint operators and essentially self-adjoint opera-
tors

In Quantum Mechanics, the states of a system are represented
by normalized vectors u in a Hilbert space H. In other words, a
state is an element u ∈ H such that ‖u‖ = 1. Then, each dynami-
cal variable (e.g. position, momentum, orbital angular momentum,
spin, energy, etc.) is associated with an operator (Dom (T ), T ),
called an observable, that acts on H.
Assume that u ≡ uλ is an eigenvector of T with eigenvalue λ. The
eigenvalue equation

Tuλ = λuλ

means that if a measurement of the observable T is made while
the system of interest belongs to the state uλ, then the observed
value of that particular measurement returns the eigenvalue λ with
certainty. However, if the system of interest is in a general state
u ∈ H, the Born rule stipulates that the eigenvalue λ is returned
with probability |〈u, uλ〉|2. For physical consistency (1), the mean
value of a dynamical variable T must be a real number, that is

∀u ∈ Dom (T ), 〈Tu, u〉 = 〈Tu, u〉 = 〈u, Tu〉 ∈ R .
(2.2.3.14)

2.3.1. Symmetric and self-adjoint operators. — The starting
point is (2.2.3.14).

Definition 2.55. — An operator T is said symmetric if (2.2.3.14)
is satisfied.

Proposition 2.56. — An operator T is symmetric if and only if

∀u, v ∈ Dom (T ) , 〈Tu, v〉 = 〈u, Tv〉 .(2.2.3.15)

Proof. — From (2.2.3.14), we can deduce that

∀(u, v) ∈ Dom (T )2, 〈T (u+ v), u+ v〉 ∈ R ,

or, equivalently,

(2.2.3.16) ∀(u, v) ∈ Dom (T )2, 〈Tu, v〉+ 〈u, Tv〉 ∈ R .

1. Note, however, that there is a non-self-adjoint Quantum Mechanics, re-
lated to dissipative systems.
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This implies that

(2.2.3.17) ∀(u, v) ∈ Dom (T )2, Im 〈Tu, v〉 = Im 〈u, Tv〉 .

By testing (2.2.3.16) with iv, we obtain

(2.2.3.18) ∀(u, v) ∈ Dom (T )2, i〈Tu, v〉 − i〈u, Tv〉 ∈ R .

This means that

(2.2.3.19) ∀(u, v) ∈ Dom (T )2, Re 〈Tu, v〉 = Re 〈u, Tv〉 .

Combine (2.2.3.17) and (2.2.3.19) to get (2.2.3.15).

Proposition 2.57. — A densely defined operator T is symmetric
if and only if T ⊂ T ∗.

In other words, a densely defined operator T is symmetric if and
only if

Dom (T ) ⊂ Dom (T ∗) , ∀u ∈ Dom (T ), Tu = T ∗u .
(2.2.3.20)

In view of (2.2.2.9), any self-adjoint operator is symmetric, and
a densely defined symmetric operator is self-adjoint if and only if
Dom (T ) = Dom (T ∗).

Proof. — Let T be a symmetric densely defined operator. Let
u ∈ Dom (T ). From (2.2.3.15), we have

∀v ∈ Dom (T ), |〈u, Tv〉| = |〈Tu, v〉| 6 ‖Tu‖‖v‖ ,

and therefore u ∈ Dom (T ∗). We have also

∀(u, v) ∈ Dom (T )2, 〈u, Tv〉 = 〈T ∗u, v〉 = 〈Tu, v〉 .

Since the domain Dom (T ) is assumed to be dense in H, by the
Riesz representation theorem, we must have T ∗u = Tu, and there-
fore (u, Tu) ∈ Γ(T ∗), which means that Γ(T ) ⊂ Γ(T ∗).
Conversely, assume that T ⊂ T ∗ or equivalently that Γ(T ) ⊂
Γ(T ∗). Thus, given u ∈ Dom (T ), we must have (u, Tu) ∈
Γ(T ∗), and therefore Tu = T ∗u. Then

∀u ∈ Dom (T ), 〈Tu, u〉 = 〈u, Tu〉 = 〈u, T ∗u〉 = 〈Tu, u〉 ,

which is exactly (2.2.3.14).
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Proposition 2.58. — Let us consider a densely defined operator
T which is symmetric. Then, T is closable and T ⊂ T ⊂ T ∗.
Moreover, T is self-adjoint if and only if T = T = T ∗.

Proof. — A densely defined operator T which is symmetric sat-
isfies

H ⊂ Dom (T ) ⊂ Dom (T ∗) ⊂ H =⇒ Dom (T ∗) = H .

By Proposition 2.50, the operator T is closable. By Proposition
2.51, the operator T ∗ is closed, so that T ⊂ T ⊂ T ∗. Thus, it is
self-adjoint if and only if T = T = T ∗.

Exercise 2.59. — Take H = L2(R). Show that (C∞0 (R,C),−i∂x)
is symmetric.

Solution: Just perform an integration by parts to see that

∀f ∈ C∞0 (R),

∫
R

(−i∂xf) f̄ dx =

∫
R
f (−i∂xf) dx .

◦

Exercise 2.60. — Let P ∈ R[X] be a polynomial of degree
n. Work with H = L2(R). Show that the differential operator
(Hn(R), P (D)) is symmetric. Here D = −i∂x. Use the Fourier
transform and Example 2.44.

Solution: For all u ∈ Hn(R), since P (·) is real valued, we have

〈P (D)u, u〉 = 〈P (ξ)û, û〉 = 〈û, P (ξ)û〉 = 〈û, P (ξ)û〉
= 〈u, P (D)u〉 .

◦

Exercise 2.61. — Give an example of some unbounded operator
on H = L2(T) which is densely defined and not symmetric. Here
T = R/(2πZ).

Solution: Just take (C∞(T), ∂x), and remark

〈∂x(eix), eix〉 =

∫
T
ieixe−ix dx = i 6∈ R.

◦
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Proposition 2.62. — Consider a symmetric operator T . Let z =
α + iβ with (α, β) ∈ R × (R \ {0}). Then, T − zId is injective
and

∀u ∈ Dom (T ) , ‖(T − zId)u‖ > |β|‖u‖ .(2.2.3.21)

If moreover T is closed, the operator T − zId has a closed range.

Proof. — Let u ∈ Dom (T ). We have

‖(T − zId)u‖2

= ‖(T − α)u− iβu‖2

= ‖(T − α)u‖2 + β2‖u‖2 + 2Re 〈(T − α)u, (−iβ)u〉 .
On the other hand

〈(T − α)u, (−iβ)u〉 = iβ
[〈
Tu, u〉 − α‖u‖2

]
∈ iR .

It follows that

‖(T − zI)u‖2 = ‖(T − α)u‖2 + β2‖u‖2 > β2‖u‖2 .

It remains to apply Proposition 2.14.

Proposition 2.63. — Let T be a densely defined, closed and sym-
metric operator. Then, T is self-adjoint if and only if T ∗ is sym-
metric.

Proof. — If T is self-adjoint, we have T = T ∗ = (T ∗)∗ and
Γ(T ∗) ≡ Γ

(
(T ∗)∗

)
⊂ Γ

(
(T ∗)∗

)
, which means that T ∗ is sym-

metric.
Now, assume that T is densely defined with T ≡ T ⊂ T ∗. By
Proposition 2.50, we already know that (T ∗)∗ = T . If moreover
T ∗ is symmetric, we have T ∗ ⊂ (T ∗)∗. Thus,

T ≡ T ⊂ T ∗ ⊂ (T ∗)∗ ≡ T ≡ T ,

and therefore T = T ∗.

Proposition 2.64. — Let T be a densely defined symmetric oper-
ator. The three following assertions are equivalent.

(i) T is self-adjoint.

(ii) T is closed and ker(T ∗ ± i) = {0}.
(iii) ran (T ± i) = H.
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Proof. —
(i) =⇒ (ii). If T is self-adjoint, we have T = T = T ∗ and T is
closed. Let x ∈ ker(T ∗ ± iI). Then

R 3 〈x, Tx〉 = 〈x, T ∗x〉 = 〈Tx, x〉 = 〈x,∓ix〉 = ±i‖x‖2 ∈ R .

This is possible only if x = 0.
(ii) =⇒ (iii). By Proposition 2.52,

ker(T ∗ ± i) = ran (T ∓ i)⊥ = {0} .

Thus, T ∓ i has a dense range. Since T is closed, by Proposition
2.62, the range ran(T ∓ i) is closed. In other words, we have
ran(T ∓ i) = ran(T ∓ i) = H.
(iii) =⇒ (i). Assume that ran (T ± i) = H. First, let us prove
that Dom (T ∗) ⊂ Dom (T ). To this end, take u ∈ Dom (T ∗)
and consider (T ∗ − i)u. There exists v ∈ Dom (T ) such that
(T ∗ − i)u = (T − i)v. Since T is symmetric, we have Tv = T ∗v
and (T ∗ − i)u = (T ∗ − i)v. It follows that

u− v ∈ ker(T ∗ − i) = ran (T + i)⊥ = H⊥ = {0} ,

and therefore u = v ∈ Dom (T ), meaning that Dom (T ∗) ⊂
Dom (T ). Since we have (2.2.3.20), it follows that Dom (T ∗) =
Dom (T ), so that T = T ∗.

Exercise 2.65. — Take H = L2(Rd,C). Select some potential
V ∈ L∞(Rd,R). Then, consider the corresponding operator T =
−∆ + V with domain H2(Rd). Is it self-adjoint? Conclusion?
Solution: Since H2(Rd) is dense in L2(Rd) for the L2-norm, the
operator T is densely defined. Since ∆ = div(∇) and because
V (·) is real valued, two integration by parts indicate that T is sym-
metric. By definition, an element u ∈ L2(Rd) is in Dom (T ) if and
only if the application

Φu : H2(Rd) −→ C

v 7−→
∫
R

(−∆v + V v)ūdx

is continuous for the L2-norm. Since V (·) is bounded, we have∣∣∣∣∫
R
V vūdx

∣∣∣∣ 6 (‖V ‖L∞‖u‖L2

)
‖v‖L2 .
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This is equivalent (after Fourier transform) to the continuity of

Φ̃u : H2(Rd) −→ C

v 7−→
∫
R
|ξ|2v̂ ûdξ,

which is satisfied if and only if v ∈ H2(Rd). This means that
Dom (T ∗) = H2(Rd) = Dom (T ).

Conclusion: knowing that T is self-adjoint, we can use the cri-
terions (ii) and (iii). The condition (iii) says that, for any g ∈
L2(Rd), the equation (−∆u + V ± i)u = g has a solution in
H2(Rd), while the condition (ii) guarantees the uniqueness of such
solution. ◦

Exercise 2.66. — Take H = L2(R+).

i. Is the operator (H1(R+),−i∂x) symmetric?

ii. Is the operator (H1
0(R+),−i∂x) symmetric?

iii. Show that the domain of the adjoint of (H1
0(R+),−i∂x) is

H1(R+).

iv. By using Proposition 2.64, prove that (H1
0(R+),−i∂x) is not

self-adjoint.

Exercise 2.67. — Take H = L2(R+). We let

Dom (T ) = {ψ ∈ H2(R+) : u′(0) = −u(0)}
and T = −∂2

x. Is this operator self-adjoint? We recall that H2(R+)
is continuously embedded in C 1(R+) (see Proposition 1.15).

2.3.2. Essentially self-adjoint operators. —

Definition 2.68. — A (densely defined) symmetric operator is es-
sentially self-adjoint if its closure is self-adjoint.

Proposition 2.69. — Let T be a (densely defined) symmetric op-
erator. Then, T is essentially self-adjoint if and only if T = T ∗.

Proof. — First, by Proposition 3.4, the operator T is closable.
=⇒ If T is essentially self-adjoint, we have T ∗ = T . Then, by
Proposition 2.51, we have T ∗ = T ∗, and therefore T̄ = T ∗.
⇐= Assume that T = T ∗. By Proposition 2.50, we have T ∗∗ = T ,
so that T ∗ = T ∗∗ = T .
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Exercise 2.70. — Take H = L2(Rd), and consider the operator
(C∞0 (Rd),−∆). Show that this operator is essentially self-adjoint.
What is the adjoint?
Solution: As seen before, the closure is (H2(Rd),−∆), which is
self-adjoint. This is T ∗.

◦

Proposition 2.71. — If T is essentially self-adjoint, the operator
T has a unique self-adjoint extension, which is T .

Proof. — Let us consider a self-adjoint extension S of T . We
have T ⊂ S. By Proposition 2.49 , we get

T ⊂ S = S = S∗ ⊂ T ∗ = T .

Necessarily, we must have T = S.

Proposition 2.72. — Let T be a (densely defined) symmetric op-
erator. The three following assertions are equivalent.

(i) T is essentially self-adjoint.

(ii) ker(T ∗ ± i) = {0}.

(iii) ran (T ± i) = H.

Proof. — Assume (i). Then, T is self-adjoint. By Propositions
2.51 and 2.64, we have

ker(T
∗ ± i) = ker(T ∗ ± i) = {0} .

Assume (ii) . Then, by Proposition 2.64, ran (T ± i) = H and it
follows that the operator T is self-adjoint. Obviously, (ii) and (iii)
are equivalent by Proposition 2.52.

Exercise 2.73. — Take H = L2(I) with I = (0, 1). Consider
(C∞0 (I),−∂2

x). Prove in two different ways, using respectively
(ii) and (iii), that this operator is not essentially self-adjoint. What
is the closure of this operator ? Explain why this closure is not
self-adjoint.
Solution: The proof is by contradiction and, each time, it relies on
the function fλ ∈ L2(I) which is given by 0 6= fλ(x) = eλx with
λ2 = ±i.
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— Through the criterion (ii). First, observe that H2(I) ⊂
Dom (T ∗). Indeed, an integration by parts gives

∀u ∈ C∞0 (I), |〈−∂2
xu, v〉| =

∣∣∣∣∫
I
u ∂2

xv̄ dx

∣∣∣∣
6 ‖v‖H2(I)‖u‖L2(I) ,

as well as T ∗v = −∂2
xv. But fλ ∈ H2(I) is such that

−∂2
xfλ ± ifλ = 0 ,

that is fλ ∈ ker(T ∗ ± i), which is a contradiction.

— Through the criterion (iii). Notice that

∀u ∈ C∞0 (I), 〈eiλx,−∂2
xu± iu〉 = (λ2 ∓ i)〈eiλx, u〉 = 0,

which implies that 0 6= eiλx ∈ ran (T ± i)⊥, and therefore
(iii) does not hold.

The closure is (H1
0(I) ∩ H2(I),−∂2

x) which is symmetric. How-
ever, the domain of its adjoint is H2(I) which is strictly bigger than
H1

0(I) ∩ H2(I). ◦

2.3.3. Essential self-adjointness of Schrödinger operators. —

Lemma 2.74. — Let f ∈ L2
loc(Rd) such that ∆f ∈ L2

loc(Rd).
Then, there exists a sequence (fn) ∈ C∞0 (Rd)N such that (fn)
tends to f and (∆fn) tends to ∆f in L2

loc(Rd).

Proof. — It is sufficient to adapt the proof of Lemma 1.10.

Lemma 2.75. — Let ϕ and χ two smooth functions with compact
supports, with χ real-valued. We have∫

Rd
χ2|∇ϕ|2 dx 6 2‖χ∆ϕ‖‖χϕ‖+ 4‖(∇χ)ϕ‖2 .

Proof. — We write

〈∆ϕ, χ2ϕ〉 = 〈∇ϕ,∇(χ2ϕ)〉 = ‖χ∇ϕ‖2 + 2〈χ∇ϕ, (∇χ)ϕ〉 .
By using the Cauchy-Schwarz inequality, we have

2|〈χ∇ϕ, (∇χ)ϕ〉| 6 1

2
‖χ∇ϕ‖2 + 2‖(∇χ)ϕ‖2 .

We deduce the desired estimate.
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Lemma 2.76. — Let f ∈ L2
loc(Rd) such that ∆f ∈ L2

loc(Rd).
Then f ∈ H1

loc(Rd).

Proof. — We consider the sequence (fn) given in Lemma 2.74
and we use Lemma 2.75 with ϕ = fn − fp. We easily deduce that
(∇fn) is convergent in L2

loc(Rd) and that the limit is ∇f in the
sense of distributions.

Lemma 2.77. — Let f ∈ L2
loc(Rd) such that ∆f ∈ L2

loc(Rd).
Then f ∈ H2

loc(Rd).

Proof. — Let χ be a smooth function with compact support. We
have just to show that χf ∈ H2(Rd). We have

∆(χf) = χ∆f + 2∇χ · ∇f + f∆χ ∈ L2(Rd)
by Lemma 2.76. Thus, by considering the Fourier transform of
χf , we easily find that 〈ξ〉2χ̂f ∈ L2(Rd) and we deduce that χf ∈
H2(Rd).

Proposition 2.78. — Let us consider V ∈ C∞(Rd,R) and the
operator T with domain C∞0 (Rd) acting as −∆ + V . We assume
that T is semi-bounded from below, i.e., there exists C ∈ R such
that

∀u ∈ C∞0 (Rd) , 〈Tu, u〉 > C‖u‖2 .
Then, T is essentially self-adjoint.

Proof. — Up to a translation of V , we can assume that C = 1.
Let us prove that the range of T ± i is dense. Let us consider
f ∈ L2(Rd) such that, for all u ∈ C∞0 (Rd),

〈f, (T ± i)u〉 = 0 .

We get, in the sense of distributions, that

(−∆ + V ∓ i)f = 0 .

With Lemma 2.77, we get that f ∈ H2
loc(Rd). By induction, we

get that f ∈ H∞loc(Rd). From this and the Sobolev embedding
Hs(Rd)→ C 0(Rd) when s > d

2 , we deduce that f ∈ C∞(Rd).
Now, take u ∈ C∞(Rd) and consider χ ∈ C∞0 (Rd,R) sup-

ported in B(0, 2) and equal to 1 on B(0, 1). For all n > 1, we let,
for all x ∈ Rd,

χn(x) = χ(n−1x) .
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We write
〈f, (T ± i)(χ2

nu)〉 = 0 ,

and we have

〈f, (T ± i)(χ2
nu)〉 =

∫
Rd

(
∇f∇(χ2

nu) + (V ∓ i)χ2
nfu

)
dx .

We get∫
Rd
∇f∇(χ2

nu) dx =

∫
Rd
χn∇f∇(χnu) dx

+

∫
Rd
∇f · (∇χn)χnudx .

Thus,∫
Rd
∇f∇(χ2

nu) dx =

∫
Rd
∇(χnf)∇(χnu) dx

−
∫
Rd
f∇χn · ∇(χnu) dx+

∫
Rd
∇f · (∇χn)χnudx ,

and∫
Rd
∇f∇(χ2

nu) dx

=

∫
Rd
∇(χnf)∇(χnu) dx−

∫
Rd
f |∇χn|2u) dx

+

∫
Rd
∇f · (∇χn)χnu) dx−

∫
Rd
fχn∇χn · ∇udx .

We can choose u = f , take the real part to get∫
Rd
|∇(χnf)|2 + V |χnf |2 dx =

∫
Rd
|f∇χn|2 dx .

The r.h.s. goes to zero when n goes to +∞. By assumption, this
implies that

lim inf
n→+∞

‖χnf‖2 = 0 .

The conclusion follows from the Fatou lemma.

Example 2.79. — The operator with domain C∞0 (R) acting as
−∂2

x + x2 is essentially self-adjoint. Show that, in fact, this opera-
tor is bounded from below by 1.
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Exercise 2.80. — Take H = L2(R2). We take Dom (T ) =
C∞0 (R2). For ψ ∈ Dom (T ), we let

Tψ = (−∂2
x1

+ (−i∂x2 − x1)2)ψ .

Is this operator essentially self-adjoint?

2.4. Polar decomposition

Proposition 2.81. — [Square root of a non-negative operator] Let
T ∈ L(H) be a non-negative operator. There exists a unique non-
negative operator S ∈ L(H) such that S2 = T . The operator S
commutes with T .

Proof. — Let us prove the existence. Multiplying T by a small
factor, we can always assume that ‖T‖ < 1. Let us write T =
Id−R, with R = Id− T . Let us notice that ‖R‖ 6 1. Indeed, for
all u ∈ H, we have

0 6 ‖u‖2 − ‖u‖‖Tu‖ 6 〈Ru, u〉 = ‖u‖2 − 〈Tu, u〉 6 ‖u‖2.
By using the Cauchy-Schwarz, we get, for all (u, v) ∈ H2,

|〈Ru, v〉| 6 |〈Ru, u〉|
1
2 |〈Rv, v〉|

1
2 6 ‖u‖‖v‖ .

Thus, ‖R‖ 6 1. Let D := {z; |z| < 1} be the open unit disc. Now,
D 3 z 7→ s(z) = (1−z)

1
2 has a power series expansion at 0 which

is

s(z) = 1 +
∑
n>1

cnz
n , 0 6 cn =

(2n)!

(2n− 1)(n!)24n
.

Moreover, this power series is absolutely convergent on D. We
let S = s(R) and notice that S > 0, and, by Cauchy product,
S2 = s2(R) = T .

Let us now show the uniqueness. Let S′ be non-negative oper-
ator such that S′2 = T . Then, S′ commutes with T and thus with
S. We have

(S − S′)(S + S′)(S − S′) = 0 .

Since (S − S′)S(S − S′) > 0 and (S − S′)S′(S − S′) > 0,
both equal 0, and (S − S′)3 = 0. Then, (S − S′)4 = 0 so that
(S − S′)2 = 0 and then S = S′.
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Definition 2.82. — Let T ∈ L(H). We define |T | = (T ∗T )
1
2 .

Proposition 2.83. — All T ∈ L(H) can be written as a linear
combination of four unitary operators.

Proof. — First, we notice that

T =
T + T ∗

2
+ i

T − T ∗

2i
,

and observe that we have to show that all bounded self-adjoint
operator can be written as a linear combination of two unitary op-
erators. Thus, consider T ∈ L(H) a self-adjoint operator. We may
assume that ‖T‖ 6 1. Then, we have

T =
1

2

(
T + i(Id− T 2)

1
2

)
+

1

2

(
T − i(Id− T 2)

1
2

)
.

Definition 2.84. — We say that U ∈ L(H) is a partial isometry
when, for all ψ ∈ ker(U)⊥, ‖Uψ‖ = ‖ψ‖.

Proposition 2.85 (Polar decomposition). — There exists a
unique partial isometry U such that

T = U |T | , kerU = kerT (= ker |T |) .

Proof. — Let us prove the uniqueness. Consider U1 and U2 two
such isometries. We have

U1|T | = U2|T | .

Thus, U1 = U2 on Im |T | and then on Im |T |. On Im |T |⊥ =
kerUj , we have U1 = U2 = 0. Therefore, U1 = U2.

Let us now establish the existence of the decomposition. We
have, for all x ∈ H, ‖Tx‖ = ‖|T |x‖. In particular, we have

∀(x1, x2) ∈ H2 , |T |x1 = |T |x2 =⇒ Tx1 = Tx2 .

Thus, there exists an application U : ran |T | → ranT such that,
for all x ∈ H, U |T |x = Tx. This application U is a linear
isometry. In particular, it can be extended as a linear isometry
U : ran |T | → ranT . On ran |T |⊥ = ker |T |, we extend U by
0. In particular, we have ker |T | ⊂ kerU . The reverse inclusion
is also true. Indeed, consider y ∈ H such that Uy = 0. Writ-
ing y = y1 + y2 with y1 ∈ ran |T | and y2 ∈ ran |T |⊥, we have
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Uy = Uy1 and 0 = ‖Uy‖ = ‖y1‖. Thus, y ∈ ran |T |⊥ = ker |T |.
This shows that ker |T | = kerU and that U is a partial isome-
try.

2.5. Lax-Milgram theorems

Let V be a Hilbert space.

Definition 2.86 (Coercive form). — A continuous sesquilinear
form Q on V × V is said to be coercive when

∃α > 0 , ∀u ∈ V, |Q(u, u)| > α‖u‖2V .(2.2.5.22)

Theorem 2.87. — Let Q be a continuous coercive sesquilinear
form on V × V . Then, the operator A : V → V defined by

∀u, v ∈ V, Q(u, v) = 〈A u, v〉V(2.2.5.23)

is a continuous isomorphism of V onto V with bounded inverse.
The same applies to the adjoint operator A ∗ of A .

Proof. — Fix u ∈ V . Since Q is continuous, we have

∀v ∈ V, |Q(u, v)| 6 (C‖u‖V)‖v‖V
By the Riesz representation theorem, we can find some A u ∈ V
such that

∀v ∈ V, Q(u, v) = 〈A u, v〉V
The operator A is a linear continuous map, with norm bounded by
the above constant C. By construction and by Cauchy-Schwarz,
we have

∀u ∈ V, α‖u‖2V 6 |Q(u, u)| = |〈A u, u〉V | 6 ‖A u‖V‖u‖V
This indicates that (ran A )⊥ = {0}, or equivalently that the range
of A is dense. This also implies that

α‖u‖V 6 ‖A u‖V
which means that A is injective and has a closed range. Thus,
ran A = V . The operator A is a continuous isomorphism of V
onto V with inverse bounded by α−1.
The continuous sesquilinear form Q̃ defined on V × V through

∀(u, v) ∈ V2, Q̃(u, v) = Q(v, u)
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is coercive. The corresponding operator Ã satisfies

∀u, v ∈ V, Q̃(u, v) = 〈Ã u, v〉V = 〈A v, u〉V = 〈A ∗u, v〉V
(2.2.5.24)

and therefore Ã ≡ A ∗ is a continuous isomorphism of V onto V
with bounded inverse.

Example 2.88. — Take V = H1
0(I) with I = (0, 1) and

∀(u, v) ∈ V2, Q(u, v) =

∫ 1

0
u′v′ dx .

This sesquilinear form Q is continuous on V × V . We have the
Poincaré inequality (1)

∀u ∈ H1
0(I), ‖u‖L2(I) 6 ‖u′‖L2(I) .

It follows that
∀u ∈ H1

0(I), ‖u‖2H1
0(I) = ‖u‖2L2(I) + ‖u′‖2L2(I) 6 2‖u′‖2L2(I)

= 2Q(u, u) .

We find (2.2.5.22) with α = 1/2. According to Theorem 2.87, we
can define an operator A : V → V satisfying

∀u, v ∈ V,
∫ 1

0
u′v′ dx = 〈A u, v〉H1

0(I)

=

∫ 1

0
(A u)′v′ dx+

∫ 1

0
(A u)v dx .

(2.2.5.25)

◦

In the preceding example, we cannot replace H1
0(I) by L2(I) be-

cause the form Q would not be well-defined. Still, we can assert
that

∀(u, v) ∈ H2
0(I)× H1

0(I),

∫ 1

0
u′v′ dx = −

∫ 1

0
∂2
xuv

′ dx

= 〈L u, v〉L2(I)

with L := −∂2
x. Compare (2.2.5.25) with (2.5). This means

that the action of Q can also be interpreted through the L2-inner

1. See Chapter 1.2, or prove this inequality first for u ∈ C∞0 (I) and extend
it by density.
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product. But this requires to introduce an auxiliary operator L
which is defined only on a subspace of H1

0(I), namely H2(I) ∩
H1

0(I).

Theorem 2.89. — In addition to the hypotheses of Theorem 2.87,
assume that H is a Hilbert space such that V is continuously em-
bedded and dense in H. Introduce

Dom(L ) =
{
u ∈ V : the map v 7→ Q(u, v)

is continuous on V for the norm of H
}

Then the operator L defined by

∀u ∈ Dom(L ), ∀v ∈ V, Q(u, v) = 〈L u, v〉H
satisfies the following properties:

(i) L is bijective from Dom(L ) onto H.

(ii) L is closed.

(iii) Dom(L ) is dense in V for ‖ · ‖V , and it is dense in H for
‖ · ‖H.

Proof. — The sesquilinear product and the norm on H will be
simply denoted by

〈u, v〉H ≡ 〈u, v〉 , ‖u‖H ≡ ‖u‖ .
By density and the Riesz theorem, L is well defined on Dom(L ).
Let us deal with (i). For all u ∈ Dom (L ), by Cauchy-Schwarz
and due to the continuous embedding of V in H, we have

‖L u‖‖u‖ > |〈L u, u〉| > α‖u‖2V > αc‖u‖2 ,(2.2.5.26)

where c > 0 is such that

∀u ∈ V , c‖u‖ 6 ‖u‖V .
We deduce that L is injective. Let us prove the surjectivity. Fix
some w ∈ H. We look for an element u ∈ Dom (L ) such that
L u = w. This is equivalent to

∀ϕ ∈ H , 〈L u, ϕ〉 = 〈w,ϕ〉 .
We notice that the application ϕ 7→ 〈w,ϕ〉 is a continuous linear
map on (V, ‖ · ‖V). Thus, we can find some v ∈ V such that

∀ϕ ∈ V, 〈w,ϕ〉 = 〈v, ϕ〉V
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We let u = A −1v ∈ V so that

∀ϕ ∈ V , 〈w,ϕ〉 = Q(u, ϕ) .

We deduce that u ∈ Dom (L ) and

∀ϕ ∈ V , 〈w,ϕ〉 = 〈L u, ϕ〉 .

By density, we get L u = w. Thus, L is surjective, and hence
bijective.
Consider (ii). From (2.2.5.26), we get that L −1 is continuous, and
that ‖L −1‖ 6 (αc)−1. It follows that L is closed as expected.
Now, we prove (iii). Let u an element of V which is orthogonal
to the domain Dom (L ) for the sesquilinear form 〈·, ·〉V . In other
words

∀v ∈ Dom (L ) , 〈u, v〉V = 0 .

The operator A ∈ L(V) is bijective. Thus,

∀v ∈ Dom (L ) , 〈u,A v〉V = 0 ,

so that
∀v ∈ Dom (L ) , Q(v, u) = 0 ,

and therefore

∀v ∈ Dom (L ) , 〈L v, u〉 = 0 .

By surjectivity of L , we get u = 0. This means that the domain
Dom(L ) is dense in V for ‖ · ‖V , and therefore in V for ‖ · ‖H, and
then in H for ‖ · ‖H.

Let Q̃ be the adjoint sesquilinear form which is defined by

∀u, v ∈ V , Q̃(u, v) = Q(v, u) ,

As above, we can introduce

Dom(L̃ ) =
{
u ∈ V : the map v 7→ Q̃(u, v)

is continuous on V for the norm of H
}

and we can define the operator L̃ by

∀u ∈ Dom(L̃ ), ∀v ∈ V, Q̃(u, v) = 〈L̃ u, v〉H .

Theorem 2.90. — We have L̃ = L ∗.
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Proof. — We first prove that L ∗ ⊂ L̃ . Let u ∈ Dom (L ∗).
Then

∀ϕ ∈ Dom (L ), 〈Lϕ, u〉 = 〈ϕ,L ∗u〉 .
We notice that V 3 ϕ 7→ 〈ϕ,L ∗u〉 is continuous for ‖ · ‖V . Thus,
there exists v ∈ V such that

∀ϕ ∈ V , 〈ϕ,L ∗u〉 = 〈ϕ, v〉V .

In particular, we have

∀ϕ ∈ Dom (L ) , 〈Lϕ, u〉 = 〈ϕ,L ∗u〉 = 〈ϕ, v〉V .

There exists w ∈ V such that v = A ∗w and thus
∀ϕ ∈ Dom (L ) , 〈Lϕ, u〉 = 〈ϕ,L ∗u〉 = 〈ϕ, v〉V = Q(ϕ,w)

= 〈Lϕ,w〉 .

By surjectivity of L , we get u = w ∈ V . Then

∀ϕ ∈ Dom (L ) , Q̃(u, ϕ) = Q(ϕ, u) = 〈ϕ,L ∗u〉 .

Since Dom(L ) is dense in V , this gives rise to

∀ϕ ∈ V , |Q̃(u, ϕ)| 6 ‖L ∗u‖‖ϕ‖ ,

and therefore u ∈ Dom (L̃ ), with

∀ϕ ∈ Dom (L ) , 〈L̃ u, ϕ〉 = 〈ϕ, L̃ u〉 = 〈ϕ,L ∗u〉 .

By density of Dom (L ), this is possible only if L̃ u = L ∗u. This
means that L ∗ ⊂ L̃ . Let us now prove the converse inclusion.
Let u ∈ Dom (L̃ ). We have

∀ϕ ∈ Dom (L ) , 〈Lϕ, u〉 = Q(ϕ, u) = Q̃(u, ϕ) = 〈L̃ u, ϕ〉

= 〈ϕ, L̃ u〉 .

Since Dom(L ) is dense in V , this gives rise to

∀ϕ ∈ V , |〈Lϕ, u〉| 6 ‖L̃ u‖‖ϕ‖ .

It follows that u ∈ Dom (L ∗) and

∀ϕ ∈ V , 〈ϕ,L ∗u〉 = 〈ϕ, L̃ u〉 .

Since V is dense in H, this gives L ∗u = L̃ u.
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2.6. Examples

2.6.1. Dirichlet Laplacian. — Let Ω ⊂ Rd be an open set. Here,
we consider V = H1

0(Ω) and we define the sesquilinear form

QDir(u, v) =

∫
Ω
∇u · ∇v + uv dx .

The form QDir is Hermitian, continuous, and coercive on V , with
α = 1. We find that A = IdV . The self-adjoint operator L Dir−Id
given by Theorem 2.89 is called Dirichlet Laplacian on Ω. The
domain of L Dir is

Dom (L Dir) = {ψ ∈ H1
0(Ω) : −∆ψ ∈ L2(Ω)} .

If the boundary of Ω is smooth (see Section 2.7 for more details),
we have

Dom (L Dir) = H1
0(Ω) ∩ H2(Ω) .

Remark 2.91. — This characterization of the domain is not true
if the boundary is not smooth. To see this, the Reader can consider
a sector Ω of opening α ∈ (π, 2π). In that case the function ψ =

r
π
α sin(α−1θπ) satisfies ∆ψ = 0 but ψ is not H2 near 0. Then, by

using a convenient cutoff function (to get a function in H1
0(Ω)), we

get a counter-example.

2.6.2. Neumann Laplacian. — Let Ω ⊂ Rd be an open set.
Here, we consider V = H1(Ω) and we define the sesquilinear form

QNeu(u, v) =

∫
Ω
∇u · ∇v + uv dx .

The formQ is Hermitian, continuous, and coercive on V . In Theo-
rem 2.87, we have A = IdV . The self-adjoint operator L Neu− Id
given by Theorem 2.89 is called the Neumann Laplacian on Ω. If
the boundary of Ω is smooth, the domain of L Neu is

Dom (L Neu)

= {ψ ∈ H1(Ω) : −∆ψ ∈ L2(Ω) , ∇ψ · n = 0 on ∂Ω} ,
and we have (and we admit that)

Dom (L Neu) = {ψ ∈ H1(Ω) ∩ H2(Ω) : ∇ψ · n = 0 on ∂Ω} .

Remark 2.92. — This characterization of the domain is not true
if the boundary is not smooth.
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2.6.3. Harmonic oscillator. — Let us consider the operator

H0 = (C∞0 (R),−∂2
x + x2) .

This operator is essentially self-adjoint as we have seen in Exam-
ple 2.79. Let us denote by H its closure. The operator H is called
the harmonic oscillator. We have

Dom (H) = Dom (H∗0) = {ψ ∈ L2(R) : (−∂2
x+x2)ψ ∈ L2(R)} .

We recall Lemma 1.11. Theorem 2.87 can be applied and A = Id.
Consider Theorem 2.89 with H = L2(R). The assumptions are sat-
isfied since B1(R) is continuously embedded and dense in L2(R).
The operator L associated with Q is self-adjoint, its domain is

Dom (L ) = {ψ ∈ B1(R) : (−∂2
x + x2)ψ ∈ L2(R)} .

The operator L satisfies in particular

〈(−∂2
x + x2)u, v〉 = Q(u, v) = 〈L u, v〉 ,

for all u, v ∈ C∞0 (R). This shows that L is a self-adjoint exten-
sion ofH0. Thus, L = H.

2.6.4. Exercise on the magnetic Dirichlet Laplacian. — Con-
sider a bounded open set Ω ⊂ R2 and a function φ ∈ C∞(Ω,R).
We let, for all x ∈ Ω,

B(x) = ∆φ(x) ,

and we assume that B(x) > B0 > 0. We let

A = (A1, A2) = (−∂x2φ, ∂x1φ) .

2.6.4.1. Coercivity of the magnetic Laplacian. —

i. Prove that, for all ψ ∈ C∞0 (Ω),∫
Ω
|(−i∇−A)ψ|2dx

:=

∫
Ω
|(−i∂1 −A1)ψ|2 + |(−i∂2 −A2)ψ|2dx

>
∫

Ω
B(x)|ψ|2dx .

We will note that

[−i∂1 −A1,−i∂2 −A2] = iB .
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ii. Prove that the inequality given in i can be extended to ψ ∈
H1

0(Ω).

iii. For all ϕ,ψ,∈ H1
0(Ω), we let:

QA(ϕ,ψ) =

∫
Ω

(−i∇−A)ϕ · (−i∇−A)ψ dx .

Show that QA is a continuous and coercive sesquilinear form
on H1

0(Ω). Hint: Show that, for all ε > 0 and all ϕ ∈ H1
0(Ω),

QA(ϕ,ϕ) > (1− ε)
∫

Ω
|∇ϕ|2dx− ε−1

∫
Ω
|A|2|ϕ|2dx .

Let LA be the operator associated with this form via the
Lax-Milgram theorem.

iv. Explain why LA is self-adjoint.

v. (a) Prove that

Dom(LA) = {ψ ∈ H1
0(Ω) : −∆ψ ∈ L2(Ω)} .

(b) Show that for all ψ ∈ Dom(LA),

LAψ = −∆ψ + 2iA · ∇ψ + |A|2ψ .

2.6.4.2. Magnetic Cauchy-Riemann operators. — Consider the
following differential operators

∂z =
1

2
(∂x1 − i∂x2) , ∂z =

1

2
(∂x1 + i∂x2) ,

and

dA = −2i∂z −A1 + iA2 , d̃A = −2i∂z −A1 − iA2 .

More precisely, for all ψ ∈ D ′(Ω),

dAψ = −2i∂zψ−A1ψ+iA2ψ , d̃Aψ = −2i∂zψ−A1ψ−iA2ψ .

We consider (H1
0(Ω), dA).

i. (a) Compute ∂z(−A1 + iA2).

(b) For all ϕ ∈ C∞0 (Ω), give a simplified expression of
d̃A(dAϕ) by using only LA and B.

ii. Prove that

∀ϕ ∈ C∞0 (Ω) , ‖dAϕ‖2 = QA(ϕ,ϕ) +

∫
Ω
B|ϕ|2dx .
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iii. (a) Is the operator (H1
0(Ω), dA) closed?

(b) Prove that (H1
0(Ω), dA) is injective with closed range.

iv. What is the adjoint d∗A of dA?
v. Show that ker(d∗A) = [e−φO(Ω)]∩ L2(Ω). We will admit that

if ψ ∈ L2(Ω) satisfies ∂zψ = 0, then ψ ∈ O(Ω). Here, O(Ω)
denotes the set of the holomorphic functions on Ω.

vi. Is (H1
0(Ω), dA) surjective?

2.7. Regularity theorem for the Dirichlet Laplacian

Theorem 2.93. — Let Ω be a bounded open set of class C 2. Let
u ∈ H1

0(Ω) and f ∈ L2(Ω) such that−∆u = f . Then, u ∈ H2(Ω).

2.7.1. Difference quotients. —

Proposition 2.94. — Let p ∈ (1,+∞] and u ∈ Lp(Ω). Then
u ∈ W1,p(Ω) if and only if there exists C > 0 such that, for all
ω ⊂⊂ Ω (1) and h ∈ (0,dist(ω, {Ω)), we have
(2.2.7.27)

‖Dhu‖Lp(ω) 6 C , Dhu =
τhu− u
|h|

, τhu(·) = u(·+ h) .

In this case, we can take C = ‖∇u‖Lp(Ω). If p = 1 and u ∈
W1,1(Ω), we still have

(2.2.7.28) ‖Dhu‖L1(ω) 6 ‖∇u‖L1(Ω) .

Proof. — Consider p ∈ [1,+∞). For all u ∈ C∞0 (Rd), the Tay-
lor formula gives

τhu(x)− u(x) =

∫ 1

0
∇u(x+ th) · hdt .

With the Hölder inequality,

|τhu(x)− u(x)|p 6 |h|p
∫ 1

0
|∇u(x+ th)|p dt .

For ω ⊂⊂ Ω, we get

‖τhu− u‖pLp(ω) 6 |h|
p

∫ 1

0

∫
ω+th

|∇u(y)|p dy dt .

1. This means that ω is compact and ω ⊂ Ω.
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We can find ω′ ⊂⊂ Ω such that ω + th ⊂ ω′ for all t ∈ [0, 1] and
all h ∈ (0,dist(ω, {Ω)). Then,

(2.2.7.29) ‖τhu− u‖Lp(ω) 6 |h|
(∫

ω′
|∇u(y)|p dy

) 1
p

.

For u ∈ W1,p(Ω), we can find a sequence (un) ⊂ C∞0 (Rd) such
that un −→

n→+∞
u in W1,p(ω) since C∞0 (Rd) is dense in W1,p(Rd).

Thus, (2.2.7.29) is true for u ∈W1,p(Ω) (and also with p = +∞).
Then, (2.2.7.27) and (2.2.7.28) follow.

Conversely, for p ∈ (1,+∞], we consider ϕ ∈ C∞0 (Ω).
There exists ω ⊂⊂ Ω such that suppϕ ⊂ ω. We take
h ∈ (0,dist(ω, {Ω)) and we write∣∣∣∣∫

Ω
uD−hϕdx

∣∣∣∣ =

∣∣∣∣∫
Ω
Dhuϕdx

∣∣∣∣ 6 ‖Dhu‖Lp(ω)‖ϕ‖Lp′ (Ω)

6 C‖ϕ‖Lp′ (Ω) .

By using the dominated convergence theorem, we deduce that, for
all j ∈ {1, . . . , d},∣∣∣∣∫

Ω
u∂jϕdx

∣∣∣∣ 6 C‖ϕ‖Lp′ (Ω) .

This shows that the distribution ∂ju belongs to Lp(Ω) since
Lp(Ω) = (Lp

′
(Ω))′ (only when p > 1).

2.7.2. Partition of the unity. —

Lemma 2.95. — Let Ω be a non-empty open set of Rd andK ⊂ Ω
be a compact set. There exists χ ∈ C∞0 (Rd) such that

0 6 χ 6 1 , and χ = 1 in a neighborhood of K .

Proof. — There exists a non-negative function ρ ∈ C∞0 (Rd) such
that supp (ρ) ⊂ B(0, 1] and

∫
Rd ρ(x) dx = 1. Let ε > 0 and

Kε = {x ∈ Rd : dist(x,K) 6 ε} .

Clearly, Kε is compact, and K ⊂ Kε. When Ω 6= Rd, we also let

δ = dist(K, {Ω) > 0 .

For all ε ∈ (0, δ) , we have Kε ⊂ Ω.
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Consider the smooth function defined by

χε(x) =

∫
Rd
1K2ε(y)ρε(x− y) dy , ρε(x) = ε−dρ(ε−1x) .

We have, for ε small enough,

supp (χε) ⊂ supp (1Kε) +B(0, ε] ⊂ K2ε ⊂ Ω .

Then, consider x ∈ Kε. Then, supp (ρε(x − ·)) ⊂ K2ε and thus
χε(x) = 1.

Lemma 2.96. — Let K ⊂ Rd be a compact set. Assume that

K ⊂
p⋃
j=1

Uj ,

where each Uj is an open set which cannot be removed. Then,
there exist a family of non-empty open sets (Vj)16j6p such that

∀j ∈ {1, . . . , p} , Vj ⊂⊂ Uj ,
and

K ⊂
p⋃
j=1

Vj .

Proof. — Consider the non-empty compact set

K1 = K \
p⋃
j=2

Uj ⊂ K ∩ U1 .

We let, for any ε ∈ (0, dist(K1, {U1)),

V1 = {x ∈ Rd : dist(x,K1) < ε} ⊂ U1 .

The set V1 is compact and K1 ⊂ V1. We have

K ⊂ V1 ∪
p⋃
j=2

Uj .

The result follows by induction.

Lemma 2.97 (Partition of the unity). — Consider K and a fam-
ily of open sets (Uj)16j6p as in Lemma 2.96. There exists a family
of smooth functions (θj)16j6p with compact supports such that

∀j ∈ {1, . . . , p} , supp (θj) ⊂ Uj ,
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and, in a neighborhood of K,
p∑
j=1

θj = 1 .

Proof. — We use Lemma 2.96 and then Lemma 2.95 to get the
existence of χj ∈ C∞0 (Uj) such that χj = 1 on a neighborhood of
Vj . Then, we let

θ1 = χ1 , θ2 = χ2(1−χ1) , . . . , θp = χp(1−χp−1) . . . (1−χ1) .

2.7.3. Local charts. — Let C = {x ∈ Rd : |x′| < 1 , |xd| < 1}.
Since ∂Ω is of class C 2 and compact, there exist a family of open
sets (Uj)16j6p such that

∂Ω ⊂
p⋃
j=1

Uj ,

and C 2-diffeomorphisms ϕj : Q → Uj with ϕj ∈ C 2(Q) and
κj := ϕ−1

j ∈ C 2(Uj) and ϕj(C0) = ∂Ω ∩ Uj . There exists also
an open set U0 ⊂⊂ Ω such that

Ω ⊂ U0 ∪
p⋃
j=1

Uj .

We can apply Lemma 2.97 to get a family of smooth functions
with compact supports (θj)06j6p such that

θ0 +

p∑
j=1

θj = 1 .

2.7.4. Proof. — Let us write

u = θ0u+

p∑
j=1

θju .

Note that θ0u ∈ H1(Rd). Moreover,

−∆(θ0u) = −∆θ0u− 2∇θ0∇u+ θ0f ∈ L2(Rd) .

By using the Fourier transform, we get θ0u ∈ H2(Rd).
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Let us now prove that θju ∈ H2(Ω) for all j ∈ {1, . . . , p}. We
let v = θju. We have

−∆(θju) = −∆θju− 2∇θj∇u+ θjf = g ∈ L2(Ω) .

For all ϕ ∈ H1
0(Ω), we have∫

Ω∩Uj
∇xv∇xϕdx =

∫
Ω∩Uj

gϕdx .

We let, for all y ∈ Q+, w(y) = v(ϕj(y)). Note that, for all
x ∈ Ω ∩ Uj ,

v(x) = w(ϕ−1
j (x)) .

By using the change of variable x = ϕj(y), we get

∇x = (dκj)
T∇y .

Letting Gj = (dϕj)
Tdϕj , we get

(2.2.7.30)
∫
Q+

〈G−1
j ∇yw,∇yϕ̃〉|Gj |

1
2 dy =

∫
Q+

g̃ϕ̃|Gj |
1
2 dy ,

where f̃(y) = f(ϕj(y)). This holds in fact for all ϕ̃ ∈ H1
0(Q+).

Let us prove that w ∈ H2(Q+). Let us introduce the difference
quotient

Dhu =
τhu− u
|h|

.

Let us assume that h is parallel to the boundary yd = 0 and that |h|
is small enough to have D−hDhw ∈ H1

0(Q+). Then, we can take
ϕ̃ = D−hDhw. By Proposition 2.94,

(2.2.7.31)
∫
Q+

g̃ϕ̃|Gj |
1
2 dy 6 Cj‖g̃‖‖∇Dhw‖ .

Moreover,∫
Q+

〈G−1
j ∇yw,∇yϕ̃〉|Gj |

1
2 dy

=

∫
Q+

〈Dh(G−1
j ∇yw),∇yDhw〉|Gj |

1
2 dy .
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Commuting Dh with G−1
j , we find that∫

Q+

〈G−1
j ∇yw,∇yϕ̃〉|Gj |

1
2 dy

>
∫
Q+

〈(G−1
j ∇yDhw),∇yDhw〉|Gj |

1
2 dy

− C‖w‖H1‖∇Dhw‖L2 .

Since Gj is a positive definite matrix, we get, for some α > 0,∫
Q+

〈G−1
j ∇yw,∇yϕ̃〉|Gj |

1
2 dy > α‖∇yDhw‖2

− C‖w‖H1‖∇Dhw‖L2 .

Then, using the Young inequality,∫
Q+

〈G−1
j ∇yw,∇yϕ̃〉|Gj |

1
2 dy >

α

2
‖∇yDhw‖2 − C‖w‖2H1 .

Note that, we can prove with (2.2.7.30) (with ϕ̃ = w), and the
Poincaré inequality, that ‖w‖H1 6 C‖g̃‖. With (2.2.7.31), and
again the Young inequality, we deduce that

‖∇yDhw‖ 6 C‖g̃‖ .

Proposition 2.94 implies that, for all ` ∈ {0, . . . , yd−1},

‖∇y∂`w‖ 6 C‖g̃‖ .

It remains to control the normal derivative. Consider 2.2.7.30 with
ϕ̃ ∈ C∞0 (Q+). The term in the left-hand-side involving only the
normal derivative is in the form αdd(y)∂ydw∂ydϕ̃ with αdd > α >

0. Thus, let us replace ϕ̃ by α−1
dd ϕ̃. Then, since all the other second

order derivatives are controlled, we get∣∣∣∣∫
Q+

∂ydw∂ydϕ̃dy

∣∣∣∣ 6 C‖g̃‖‖ϕ̃‖ .

This shows that ∂2
yd
w belongs to L2(Q+).

Therefore, w ∈ H2(Q+) and then u ∈ H2(Ω).
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2.8. Notes

i. The theorems in Section 2.5 were proved by Lax and Milgram
in [29, Theorems 2.1 & 2.2]. Our presentation follows the
book [20, Chapter 3], but Theorem 2.90 is added.

ii. Section 2.7 is essentially taken from the book [3, Section
IX.6]. The (difference quotient) method (due to Nirenberg
[33, p. 147]) has an interest of its own to establish elliptic
estimates and characterize the domain of many operators.
Indeed, the abstract Lax-Milgram characterization is not
always very useful in practice. This addendum was suggested
by L. Le Treust.





CHAPTER 3

SPECTRUM

This chapter describes the various elementary properties of the
spectrum. We will first discuss the important case of bounded
operators, and especially the remarkable resolvent bound for nor-
mal operators. Then, we will progressively consider more general
closed operators and discuss the famous Riesz projections. Finally,
we will say a few words about the Fredholm operators (and their
indices). The main reason to do that is to define the discrete and
the essential spectrum of a closed operator. Somehow, we will see
that the Fredholm operators of index 0 are very close to be square
matrices, at least from the spectral point of view.

3.1. Definitions and basic properties

3.1.1. Holomorphic functions valued in a Banach space. —
Let E be a Banach space.

Definition 3.1. — Let Ω be a non-empty open set in C. We say
that f : Ω→ E is holomorphic when, for all z0 ∈ Ω, the limit

lim
z→z0

f(z)− f(z0)

z − z0

exists. It is denoted by f ′(z0).

Lemma 3.2. — Let A ⊂ E such that `(A) is bounded for all
` ∈ E′. Then A is bounded.
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Proof. — This is a consequence of the uniform boundedness prin-
ciple, and of the Hahn-Banach theorem.

Proposition 3.3. — Let f : Ω→ E. f is holomorphic if and only
if it is weakly holomorphic, i.e., ` ◦ f is holomorphic on Ω for all
` ∈ E′.

Proof. — Let us assume that ` ◦ f is holomorphic on Ω for all
` ∈ E′. Let us first prove that f is continuous. Take z0 ∈ Ω and
define for r > 0 such that D(z0, r) ⊂ Ω,

A =

{
f(z)− f(z0)

z − z0
, z ∈ D(z0, r) \ {z0}

}
⊂ E .

We observe that `(A) is bounded for all ` ∈ E′. We deduce that
A is bounded. This proves the continuity of f at z0. Take z0 ∈ Ω

and Γ a circle with center z0 and radius r such that D(z0, r) ⊂ Ω.
Since f is continuous, we can define, for z ∈ D(z0, r),

F (z) =
1

2iπ

∫
Γ

f(ζ)

ζ − z
dζ

=
1

2iπ

+∞∑
n=0

(∫
Γ

f(ζ)

(ζ − z0)n+1
dζ
)

(z − z0)n .

(3.3.1.1)

By the Cauchy formula, we get, for all ` ∈ E′ and z ∈ D(z0, r),

` ◦ f(z) =
1

2iπ

∫
Γ

` ◦ f(ζ)

ζ − z
dζ .

Using the Riemannian sums, we find

` (f(z)− F (z)) = 0 .

By the Hahn-Banach theorem, we deduce that F (z) = f(z). From
(3.3.1.1), it is easy to show that F (and therefore f ) has a power
series expansion on D(z0, r), and thus it is holomorphic.

By using the classical Liouville theorem, we get the following.

Corollary 3.4. — Let f : C → E be holomorphic. If f is
bounded, then it is constant.

Proof. — Assume that we can find z0 ∈ C and z1 ∈ C such that
f(z0) 6= f(z1). Then, by the Hahn-Banach theorem, there exists
some ` ∈ E′ such that ` ◦ f(z0) 6= ` ◦ f(z1). But the function
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C 3 z 7→ ` ◦ f(z) is holomorphic and bounded. By the classical
Liouville theorem, it must be constant. This is a contradiction.

3.1.2. Basic definitions and properties. — In this section, T is
a bounded operator on a Banach space E (and Dom (T ) = E), or
T is a closed (unbounded) operator

(
Dom (T ), T

)
on E = H.

Definition 3.5. — The resolvent set ρ(T ) of T is the set of all
z ∈ C such that T − z : Dom (T )→ E is bijective.

Note that, by the closed graph theorem, if z ∈ ρ(T ),

RT (z) := (T − z)−1 : (H, ‖ · ‖)→ (Dom (T ), ‖ · ‖T )

is bounded.

Definition 3.6. — The spectrum of T is the set sp(T ) = C\ρ(T ).

Definition 3.7. — An eigenvalue of T is a number λ ∈ C such
that ker(T−λ) 6= {0}. The set formed by the eigenvalues is called
point spectrum. It is denoted by spp(T ).

We have spp(T ) ⊂ sp(T ).

Proposition 3.8. — In finite dimension, the spectrum coincides
with the point spectrum.

Proof. — In finite dimension, the operator T − z is injective if
and only if T − z is surjective, whereas the continuity is always
guaranteed.

Exercise 3.9. — Here H = Cn. Fix ε > 0, and define the matrix
Mn(ε) = (mi,j)16i6n

16j6n
with mn,1 = ε, mi,i+1 = 1 for all i ∈

{1, . . . , n− 1}, and 0 otherwise.

i. What is the spectrum of Mn(ε)?

ii. What is the behavior of the spectrum when n goes to +∞?

Solution:
i. The eigenvalues λnj of Mn(ε) are distinct. They can be obtained
by looking at the roots of the characteristic equation Xn − ε = 0.
We find λnj = n√ε e2ijπ/n with j ∈ {0, · · · , n− 1}.
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ii. A position z ∈ C is the limit of eigenvalues λnj of Mn(ε) when
n goes to +∞ if and only if |z| = 1. The spectrum tends to the
unit circle. ◦

Exercise 3.10. — What are the spectra of a and c defined in Sec-
tion 2.2.4?

Proposition 3.11. — Assume that T is a bounded operator on E.
Then, for z ∈ ρ(T ), the inverse operator (T − z)−1 is bounded,
and we have RT (z) = (T − z)−1. Moreover

sp(T ) ⊂
{
z ; |z| 6 ‖T‖

}
.

Proof. — The first assertion is a consequence of the open map-
ping theorem. Let z ∈ C be such that ‖T‖ < |z|. Then the op-
erator T − z is invertible with an inverse given by the (absolutely
convergent) series

(T − z)−1 = −
+∞∑
n=0

Tn

zn+1
.

Proposition 3.12. — ρ(T ) is an open set and ρ(T ) 3 z 7→ RT (z)
is holomorphic.

Proof. — Take z0 ∈ ρ(T ). We let M = ‖(T − z0)−1‖ > 0.
Consider r ∈

(
0,M−1

)
. We have, for all z ∈ D(z0, r),

T − z = T − z0 + z0− z =
(
Id + (z0 − z)(T − z0)−1

)
(T − z0) .

Since |z−z0|‖(T−z0)−1‖ < 1, we get that the operator Id+(z0−
z)(T−z0)−1 : E → E is bijective. It follows that T−z is bijective
for all z ∈ D(0, r). A Neumann series gives the holomorphy of
RT .

Lemma 3.13 (Weyl sequences). — Let us consider an unbounded
closed operator (T,Dom(T )). Assume that there exists a sequence
(un) ∈ Dom (T ) such that ‖un‖H = 1 and

lim
n→+∞

(T − λ)un = 0

in H. Then λ ∈ sp(T ).

A sequence (un) as in Lemma 3.13 is called a Weyl sequence.
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Proof. — Assume that λ ∈ ρ(T ). Since (T − λ)−1 is bounded,
we find

lim
n→+∞

(T − λ)−1(T − λ)un = lim
n→+∞

un = 0

which is a contradiction.

Example 3.14. — We let H = L2(I), with I = (0, 1). Take
f ∈ C 0([0, 1],C). We consider the operator T : L2(I) 3 ψ 7→
fψ ∈ L2(I). Note that T is bounded and ‖T‖ 6 ‖f‖∞.

i. If λ /∈ ran (f), then, the multiplication operator by (f −λ)−1

is bounded and it is the inverse of T − λ. In particular, this
shows that sp(T ) ⊂ ran (f).

ii. Select some x0 ∈ (0, 1) and let λ = f(x0). Let us consider
χ ∈ C∞0 (]− 1, 1[) satisfying ‖χ‖L2(R) = 1. Given n ∈ N, we
consider the sequence

un(x) =
√
nχ(n(x− x0)) .

For n large enough, the support of un is included in [0, 1].
Moreover, we have

‖un‖H = 1, ‖(T − λ)un‖H 6 sup
|x−x0|61/n

|f(x)− f(x0)| ,

which implies that

lim
n→+∞

(T − λ)un = 0 .

By Lemma 3.13, this shows that λ ∈ sp(T ). We get f(I) ⊂
sp(T ). Since the spectrum is closed and f continuous, we get
f([0, 1]) ⊂ sp(T ).

iii. If λ is an eigenvalue of T , there exists ψ ∈ L2(I) such that
‖ψ‖H = 1 and (f − λ)ψ = 0. Thus the measure of {f = λ}
is positive. Conversely, if A = {f = λ} has a non zero
measure, 1A is not zero and satisfies T1A = λ1A.

Actually, we can generalize this last example.

Exercise 3.15. — Use the notations of Example 2.44. We define
the essential range of f as

ran ess(f) = {λ ∈ C : ∀ε > 0 , µ({|f − λ| < ε}) > 0} .
i. Prove that, if λ /∈ ran ess(f), then λ ∈ ρ(Tf ).
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ii. Let λ ∈ ran ess(f) and ε > 0. By using Aε = {|f − λ| > ε},
find a function ψε ∈ Dom (Tf ) such that

‖(Tf − λ)ψε‖H 6 ε‖ψε‖H .

iii. Conclude that ran ess(f) = sp(Tf ).

Exercise 3.16. — Consider on `1(N) the shift operator T defined
by (Tu)n = un+1.

i. Show that sp(T ) ⊂ D(0, 1].

ii. Show that spp(T ) = D(0, 1[. Conclusion ?

Solution:

i. This is because ‖T‖ = 1.

ii. Let λ ∈ C with |λ| < 1. Then uλ := (λn)n ∈ `1(N) is an
eigenvector of T associated with the eigenvalue λ. This means
that D(0, 1[⊂ spp(T ). Since sp(T ) is closed, we must have

D(0, 1[⊂ spp(T ) ⊂ sp(T ) ⊂ D(0, 1].

Now, let λ ∈ C with |λ| = 1. Then λ is an eigenvalue of T
if and only if we can find some nonzero vector = u ∈ `1(N)
such that un+1 = λun for all n ∈ N. But this implies that
u = u0uλ with u0 6= 0, whereas such u is not in `1(N). It
follows that λ 6∈ spp(T ). Since sp(T ) is closed, we have
sp(T ) = D(0, 1]. As a consequence, we can find spectral
values which are certainly not eigenvalues.

◦

Exercise 3.17. — Here H = `2(Z). We recall that L2(S1,C) is
isometric to `2(Z) via the Fourier series and the Parseval formula.

i. For all u ∈ H, we let, for all n ∈ Z, (S−u)n = un−1. By using
the result of Exercise 3.15 (or Exercise 3.14) and the Fourier
series, find the spectrum of S−. What is the point spectrum of
S−?

ii. For all u ∈ H, we let, for all n ∈ Z, (Tu)n = un−1 + un−1.
Find the spectrum of T .

Proposition 3.18 (Resolvent formula). — For all z1, z2 ∈ ρ(T ),
we have

RT (z1)RT (z2) = RT (z2)RT (z1) ,
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and

(3.3.1.2) (z1 − z2)RT (z1)RT (z2) = RT (z1)−RT (z2) .

Proof. — When z1 = z2, there is nothing to show. Assume that
z1 6= z2, and observe that, on Dom (T ),

(z1 − z2)Id

= (T − z2)− (T − z1)

=
[
(T − z1)RT (z1)(T − z2)− (T − z1)RT (z2)(T − z2)

]
= (T − z1)

[
RT (z1)−RT (z2)

]
(T − z2) .

Compose this expression on the left with RT (z1) and on the right
with RT (z2) to get (3.3.1.2). Then, exchanging the roles of z1 and
z2, we get

(z2 − z1)RT (z2)RT (z1) = RT (z2)−RT (z1)

= −(z1 − z2)RT (z1)RT (z2) .

3.1.3. About the bounded case. —

Definition 3.19 (Spectral radius). — Let T ∈ L(E). We let

r(T ) = sup
λ∈sp(T )

|λ| .

Lemma 3.20. — Let T ∈ L(E). The sequence (‖Tn‖
1
n )n∈N∗ is

convergent to

r̃(T ) := inf
n∈N∗

‖Tn‖
1
n .

Proof. — We can assume that Tn 6= 0 for all n ∈ N∗. We let
un = ln ‖Tn‖. We have

∀n, p ∈ N∗ , un+p 6 un + up .

Let p ∈ N∗. We write n = qp+ r with r ∈ [0, p).We have

un 6 qup + ur .

Thus,
un
n

6
up
p

+
ur
n
.
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We have, for all p ∈ N∗,

lim sup
n→+∞

un
n

6
up
p

=⇒ lim sup
n→+∞

‖Tn‖
1
n 6 ‖T p‖

1
p .

It follows that

lim sup
n→+∞

‖Tn‖
1
n 6 inf

n∈N∗
‖Tn‖

1
n 6 lim inf

n→+∞
‖Tn‖

1
n ,

which gives rise to the result.

Proposition 3.21. — [Gelfand’s Formula, 1941] Let T ∈ L(E).
Then r(T ) = r̃(T ) 6 ‖T‖.

Proof. — We have T − z = z(z−1T − Id). For all z ∈ C with
‖T‖/|z| < 1, we can define the resolvent RT (z) as a convergent
power series according to
(3.3.1.3)

RT (z) = (T − z)−1 = z−1(z−1T − Id)−1 = −z−1
+∞∑
n=0

Tnz−n .

This implies that sp(T ) ⊂ B(0, ‖T‖], and therefore r(T ) 6 ‖T‖.
Retain also that

(3.3.1.4) ∀|z| > ‖T‖, ‖RT (z)‖ 6 (|z| − ‖T‖)−1 .

Now, let λ ∈ sp(T ). Observe that

ker(T − λ) ⊂ ker(Tn − λn), ran(Tn − λn) ⊂ ran(T − λ) .

Thus, if Tn − λn is bijective, the same is true for T − λ. This
means that λn ∈ sp(Tn) and thereby |λ|n 6 ‖Tn‖, and then

∀n ∈ N, r(T ) 6 ‖Tn‖
1
n =⇒ r(T ) 6 r̃(T ) .

Moreover, RT is holomorphic on {z ∈ C : |z| > r(T )} ⊂ ρ(T ).
It follows that the function

z 7→
{

0 if z = 0

RT (1/z) = z
∑+∞

n=0 T
nzn if |z| < r(T )−1

is holomorphic. In view of the Cauchy-Hadamard theorem,
its radius of convergence is r̃(T )−1. Therefore, we must have
r(T )−1 6 r̃(T )−1 or r̃(T ) 6 r(T ).

Proposition 3.22. — If T ∈ L(E), then sp(T ) 6= ∅.
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Proof. — We use Proposition 3.12 and (3.3.1.4) to see that, if
ρ(T ) = C, the function z 7→ RT (z) is holomorphic and bounded
on C. Then, we apply Corollary 3.4 to see that RT is constant.
We again use (3.3.1.4) to notice that RT goes to 0 at infinity. So
RT = 0 and this is a contradiction.

3.1.4. Spectrum of the adjoint. —

Proposition 3.23. — Consider a closed and densely defined oper-
ator (Dom (T ), T ). The operator T : Dom (T ) → H is bijective
if and only if the adjoint operator T ∗ : Dom (T ∗) → H is bijec-
tive. In this case, the inverse operator T−1 = H → Dom (T ) is
bounded. Moreover, we have (T ∗)−1 = (T−1)∗.

Proof. — Assume that T is bijective. We can apply Proposition
2.14 to see that the operator T−1 = H → Dom (T ) ⊂ H is
bounded. For the sake of completeness, we repeat the proof below.
With the graph norm ‖ · ‖T defined as in (2.2.1.1), the application

T :
(
Dom (T ), ‖ · ‖T

)
−→ (H, ‖ · ‖)

is a continuous bijective linear map between Banach spaces. The
inverse mapping theorem guarantees that T−1 is continuous, and
therefore

‖T−1(y)‖T = ‖T−1(y)‖+ ‖T (T−1y)‖
= ‖T−1(y)‖+ ‖y‖ 6 C‖y‖ .

This implies that T−1 = H → H is bounded. Its adjoint (T−1)∗ :
H→ H is also bounded

∀y ∈ H , ‖(T−1)∗y‖ 6 C‖y‖ .
If x ∈ Dom (T ∗) and v ∈ H, we have

〈(T−1)∗T ∗x, v〉 = 〈T ∗x, T−1v〉 = 〈x, TT−1v〉 = 〈x, v〉 ,
so that

(T−1)∗T ∗ = IdDom (T ∗) .

Note also that, for all u ∈ H and v ∈ Dom (T ),

〈(T−1)∗u, Tv〉 = 〈u, v〉 ,
so that (T−1)∗u ∈ Dom (T ∗) and T ∗(T−1)∗ = IdH. Thus, T ∗ is
bijective.
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If T ∗ is bijective, the same reasoning as above shows that T ∗∗ is
bijective. We use Proposition 2.50 to get T ∗∗ = T = T . Thus, T
is bijective.

Corollary 3.24. — Let (Dom (T ), T ) be a closed and densely de-
fined operator. Then, we have sp(T ∗) = sp(T ), where the bar
denotes the complex conjugation.

Proof. — By Proposition 3.23, we have

z ∈ ρ(T ∗)⇔ T ∗ − z is bijective⇔ T − z̄ is bijective .

Exercise 3.25. — In this exercise, we use the notation of Section
2.6.4.2.

i. What are the eigenvalues of (H1
0 (Ω), dA) and of its adjoint?

ii. Determine the spectrum of the operator (H1
0 (Ω), dA), and the

spectrum of its adjoint.

3.2. Spectral radius and resolvent bound in the self-adjoint
case

Definition 3.26 (Normal operator). — Let T ∈ L(H). T is nor-
mal when TT ∗ = T ∗T .

Remark that all Hermitian (T ∗ = T ), skew-Hermitian (T ∗ = −T )
and unitary (T ∗ = T−1) operators are normal. More generally,
any operator T whose adjoint T ∗ is a polynomial function of T is
normal.

Proposition 3.27. — Let T ∈ L(H) be a normal operator. Then,

r(T ) = ‖T‖ .

Proof. — Let us start to deal with the Hermitian case, that is when
T = T ∗. For all S ∈ L(H), we have

‖S‖ = sup
u6=0 ,v 6=0

|〈Su, v〉|
‖u‖‖v‖

.

Replace S by S = T 2 = T ∗T to find

‖T‖2 > ‖T 2‖ = sup
u6=0 ,v 6=0

|〈Tu, Tv〉|
‖u‖‖v‖

> sup
u6=0

‖Tu‖2

‖u‖2
= ‖T‖2 .
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Thus, we must have ‖T 2‖ = ‖T‖2. Since T 2 = (T ∗)2 = (T 2)∗,
we can repeat this argument with T 2 to obtain ‖T 4‖ = ‖T‖4 and
so on up to ‖T 2n‖ = ‖T‖2n . By Lemma 3.20 and Proposition
3.21, we have

r(T ) = lim
n→+∞

‖Tn‖
1
n = lim

n→+∞
‖T 2n‖

1
2n = ‖T‖ .

Let us now assume that T is normal. Observe that T ∗T is self-
adjoint so that

r(T ∗T ) = ‖T ∗T‖ = sup
‖u‖=1,‖v‖=1

〈T ∗Tu, v〉 = ‖T‖2 .

Indeed, by using the Cauchy-Schwarz inequality, and a direct com-
parison of the suprema,

sup
‖u‖=1,‖v‖=1

〈Tu, Tv〉 = sup
‖u‖=1

‖Tu‖2 .

On the other hand, since T is normal, we have

r(T ∗T ) = lim
n→+∞

‖(T ∗T )n‖
1
n = lim

n→+∞
‖(Tn)∗(T )n‖

1
n

=
(

lim
n→+∞

‖(T )n‖
1
n

)2
= r(T )2 ,

and therefore ‖T‖ = r(T ).

Corollary 3.28. — Let T ∈ L(H) be a normal operator. If
sp(T ) = {0}, then T = 0.

Proposition 3.29. — Let T ∈ L(H) be a normal operator. For all
z /∈ sp(T ), we have

‖(T − z)−1‖ =
1

dist(z, sp(T ))
.

Proof. — Let z /∈ sp(T ) and λ 6= z. From the identity

(T − z)−1 − (λ− z)−1 = (λ− z)−1(T − z)−1(λ− T ) ,

it is easy to deduce that

sp
(
(T − z)−1

)
=
{

(λ− z)−1 , λ ∈ sp(T )
}
.(3.3.2.5)

From Proposition 3.27, we know that

‖(T − z)−1‖ = r
(
(T − z)−1

)
= sup

λ∈sp(T )
|λ− z|−1

= dist
(
z, sp(T )

)−1
.
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Exercise 3.30. — Consider H = Cd (with d > 2) equipped with
the canonical scalar product.

i. Let T ∈ L(H). We assume that d > 3 and that, for all strict
subspace F of H such that T (F ) ⊂ F , T|F is normal.

a. Assume that T has at least two distinct eigenvalues. By
using the decomposition in characteristic subspaces, show
that T is diagonalizable (1). Prove then that the character-
istic subspaces are orthogonal.

b. Assume that T has only one eigenvalue λ and let N =
T − λId. Prove that N = 0.

c. Conclude that T is normal.

ii. Let T ∈ L(H) be a non-normal operator.

a. Show that there exists F ⊂ H of dimension two and invari-
ant by T such that S := T|F is non-normal.

b. Prove that there exists a (zn) sequence (in the resolvent set
of S) converging to an element λ in the spectrum of S and
such that

‖(S − zn)−1‖ > 1

dist(zn, sp(S))
.

c. Deduce that there exists z in the resolvent set of T such
that

‖(T − z)−1‖ > dist
(
z, sp(T )

)−1
.

Proposition 3.31. — Let (T,Dom (T )) be a self-adjoint operator.
For all z /∈ sp(T ), we have

‖(T − z)−1‖ = dist
(
z, sp(T )

)−1
.

Proof. — Let z /∈ sp(T ). We have (T − z)−1 ∈ L(H) as well as(
(T − z)−1

)∗
= (T − z)−1. Moreover, the operators (T − z)−1

and (T − z)−1 commute. Thus (T − z)−1 is normal and

‖(T − z)−1‖ = r
(
(T − z)−1

)
= dist

(
z, sp(T )

)−1
.

1. Hint: use Theorem 6.2, which will be proved later.
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3.3. Riesz projections

3.3.1. Properties. —

Proposition 3.32. — Let us consider an unbounded closed oper-
ator (T,Dom(T )) and λ ∈ C an isolated element of sp(T ). Let
Γλ ⊂ ρ(T ) be a counterclockwise contour that encircles only λ as
element of the spectrum of T . Define

(3.3.3.6) Pλ :=
1

2iπ

∫
Γλ

(z − T )−1 dz .

The bounded operator Pλ : H → Dom(T ) ⊂ H commutes with
T and does not depend on the choice of Γλ. The operator Pλ is a
projection and

(3.3.3.7) Pλ − Id =
1

2iπ

∫
Γλ

(ζ − λ)−1(T − λ)(ζ − T )−1 dζ .

Proof. — Since Γλ ⊂ ρ(T ), we know that (T−z)−1 is a bounded
operator when z ∈ Γλ. Moreover, the function z 7→ (T − z)−1

being holomorphic on ρ(T ), it is continuous on Γλ. Thus, the inte-
gral defining Pλ can be understood as the limit of a corresponding
Riemann sum. From these Riemannian sums, and using the fact
that T is closed, we see that Pλ is valued in Dom (T ).

Since (T − z)−1 commutes with T , the same applies to the
limit Pλ. Due to the holomorphy of the resolvent RT (·) on the
open connected component of ρ(T ) containing Γλ, the operator
Pλ does not depend on the contour encircling λ. There exist r̃ > 0
such that

∀r ∈ (0, r̃], Pλ =
1

2iπ

∫
C(λ,r)

(z − T )−1 dz

=
1

2iπ

∫
C(λ,r̃)

(w − T )−1 dw .

Then, by the resolvent formula, we have

P 2
λ =

1

(2iπ)2

∫
z∈C(λ,r)

∫
w∈C(λ,r̃)

RT (z)RT (w) dw dz

=
1

(2iπ)2

∫
z∈C(λ,r)

∫
w∈C(λ,r̃)

RT (z)−RT (w)

z − w
dz dw .
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By using the Fubini theorem,

P 2
λ =

1

(2iπ)2

∫
z∈C(λ,r)

RT (z)

(∫
w∈C(λ,r̃)

1

z − w
dw

)
dz

− 1

(2iπ)2

∫
w∈C(λ,r̃)

RT (w)

(∫
z∈C(λ,r)

1

z − w
dz

)
dw .

Since the function z → (z − w)−1 is holomorphic in the ball
B(λ, r), the second line disappears. The first line gives rise to

P 2
λ =

2iπ

(2iπ)2

∫
z∈C(λ,r)

RT (z) dz = Pλ .

Remark also that

(ζ − λ)−1(T − λ)(ζ − T )−1 = −(ζ − λ)−1 + (ζ − T )−1 .

After integration along Γλ, this leads to (3.3.3.7).

Definition 3.33. — [Finite algebraic multiplicity] We say that an
isolated element λ of sp(T ) has a finite algebraic multiplicity when
the rank of Pλ is finite.

Lemma 3.34. — Let (T,Dom(T )) be a densely defined un-
bounded closed operator and λ be an isolated element of sp(T ).
Then we have 1 ∈ sp(Pλ) and 1 ∈ sp(P ∗λ ). In any case, we have
Pλ 6= 0 and P ∗λ 6= 0.

Proof. — Before starting the proof, recall that λ ∈ sp(T ) iff λ ∈
sp(T ∗). We have just to consider the two following cases:

i. T − λ is injective with a closed range. Since λ ∈ sp(T ), the
operator T − λ is not sujective, and we cannot have

ran (T − λ) = ran (T − λ) = H .

It follows that

ker(T ∗ − λ) = ran (T − λ)⊥ 6= {0} .

We can select 0 6= u ∈ ker(T ∗ − λ). On the other hand,
passing to the adjoint at the level of (3.3.3.7) gives rise to

P ∗λ − Id = − 1

2iπ

∫
Γλ

(ζ̄ − λ̄)−1(ζ̄ − T ∗)−1(T ∗ − λ̄) dζ
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from which we can deduce that P ∗λu = u, and thus 1 ∈
sp(P ∗λ ).

ii. or, applying Proposition 2.14, we have

6 ∃c > 0 , ∀u ∈ Dom(T ), ‖(T − λ)u‖ > c‖u‖
or equivalently, there exists a Weyl’s sequence (un) associated
with λ, that is

‖un‖ = 1, lim
n→+∞

(T − λ)un = 0 .

In view of Formula (3.3.3.7), we have

‖un‖ = 1, lim
n→+∞

(Pλ − Id)un = 0 .

By Lemma 3.13, we know that 1 ∈ sp(Pλ).
Briefly, we have either 1 ∈ sp(Pλ) or 1 ∈ sp(P ∗λ ). But Pλ is a

closed and densely defined operator. Thus, by Corollary 3.24, we
find that 1 ∈ sp(Pλ) and 1 ∈ sp(P ∗λ ).

3.3.2. About the finite algebraic multiplicity. —

Proposition 3.35. — Assume that the Hilbert space H is of finite
dimension. Fix T ∈ L(H). Let λ ∈ sp(T ). Then, λ is an eigen-
value. If Γλ is a contour encircling only λ, thenPλ is the projection
on the algebraic eigenspace associated with λ.

Proof. — It is well known that H can be written as a sum of the
characteristic subspaces Hj associated with the distinct eigenval-
ues of T . The characteristic subspaces Hj are stable under T . We
can assume that H1 is associated with λ. There exists a basis of H
such that the matrix of T is block diagonal (T1, . . . , Tk) where the
Tj is the (upper triangular) matrix of THj . In this adapted basis,
the matrix of Pλ is block diagonal (Pλ,1, . . . , Pλ,k). By holomor-
phy, we have Pλ,j = 0 when j 6= 1. To simplify, assume that
dimH1 = 2 (the other cases being similar) so that

T1 :=

(
λ 1
0 λ

)
, Pλ,1 :=

1

2iπ

∫
Γλ

(z − T1)−1 dz ,

where Γλ is (for example) the circle of center λ and radius 1. Let
n ∈ N. Recall that

1

2iπ

∫
Γλ

(z−λ)−n dz =
1

2π

∫ 2π

θ=0
ei(1−n)θ dθ =

{
1 if n = 1 ,
0 if n 6= 1 .
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It follows that

Pλ,1 :=
1

2iπ

∫
Γλ

(
(z − λ)−1 −(z − λ)−2

0 (z − λ)−1

)
dz =

(
1 0
0 1

)
= IdH1 .

The application Pλ is indeed the projection on H1.

Corollary 3.36. — If λ ∈ sp(T ) is isolated with a finite algebraic
multiplicity, then it is necessarily an eigenvalue.

Proof. — If H is of finite dimension, just apply Proposition 3.35.
From now on, we may assume that dimH = +∞. Note P = Pλ
the projection defined by (3.3.3.6). Any element u ∈ H can be
uniquely written u = Pu+ (I − P )u. Thus, H = kerP ⊕ ranP .
Moreover, the projection P = Pλ commutes with T . It follows
that

T = T|ranP ⊕ T| kerP .

The spectrum of T is the union of the corresponding spectra and λ
is still isolated in these spectra. By definition, we have

1

2iπ

∫
Γ
(ζ − T| kerP )−1 dζ = P| kerP = 0 .

In view of Lemma 3.34, this condition is not compatible with the
existence of an isolated element inside sp(T| kerP ). Necessarily, λ
belongs to the spectrum of the ”matrix” T|ranP . It is therefore an
eigenvalue of T|ranP , a fortiori of T .

3.4. Fredholm operators

3.4.1. Definition and first properties. —

Definition 3.37. — Let E and F two Banach spaces. An applica-
tion T ∈ L(E,F ) is said to be Fredholm when dim kerT < +∞
and codim ranT < +∞. By definition, we call index of T the
following number

indT = dim ker(T )− codim ran (T ) .

The set of the Fredholm operators from E to F is denoted by
Fred(E,F ).
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Example 3.38. — A bijective operator T ∈ L(E,F ) is Fredholm
of index 0.

Example 3.39. — Consider H = `2(N) and, for u ∈ H, define
Tu by (Tu)n = un+1 for all n ∈ N. T is a Fredholm operator of
index 1.

Proposition 3.40. — Let T ∈ Fred(E,F ). Then ranT is closed.

Proof. — Let us write E = kerT ⊕ Ẽ, with Ẽ closed. Then,
T : Ẽ → F is injective. Let us also write F = ranT ⊕ F̃ , with F̃
of finite dimension. Consider a basis (fj)16j6n of F̃ and introduce
the application

S : Ẽ × Cn 3 (x, v) 7→ Tx+
n∑
j=1

vjfj ∈ F .

The operator S is continuous and bijective between two Banach
spaces. Thus, its inverse is continuous and there exists C > 0 such
that, for all f ∈ F ,

‖S−1f‖Ẽ×Cn 6 C‖f‖F ,

and, for all (x, v) ∈ Ẽ × Cn,

‖x‖E + ‖v‖Cn 6 C‖S(x, v)‖F .

For v = 0, this becomes

‖x‖E 6 C‖Tx‖F .

Select a sequence (yn)n ∈ FN with values in the range of T (that
is such that yn = Txn for some xn ∈ E) converging to some
y ∈ F . It gives rise to a Cauchy sequence (xn)n ∈ EN, which
tends to some x ∈ E which is such that Tx = y. The set ranT is
closed.

Definition 3.41. — An unbounded operator T : Dom (T ) ⊂
E → F , is said to be Fredholm when T is closed and when
T ∈ L((Dom (T ), ‖ · ‖T ), F ) is Fredholm.

Proposition 3.42. — In the case whenE and F have finite dimen-
sion, we have T ∈ Fred(E,F ) and indT = dimE − dimF .
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Proof. — This is an immediate consequence of the dimension for-
mula

dimE = dim(kerT ) + dim(ranT )

= dim(kerT ) + dimF − codim (ranT ) .

Proposition 3.43. — Let T ∈ L(E,F ). Then, T is Fredholm if
and only if dim kerT < +∞ and dim kerT ′ < +∞, and ran (T )
is closed. In this case, we have

indT = dim ker(T )− dim ker(T ′) .

Proof. — When the range of T is closed, by Propositions 2.31
and 2.34, we know that
(3.3.4.8)

ker(T ′) = ran (T )⊥, dim ran (T )⊥ = codim ran (T ).

=⇒ Let T ∈ Fred(E,F ). By Proposition 3.40, the range of T is
closed. Using (3.3.4.8), we get

dim kerT ′ = dim ran (T )⊥ = codim ran (T ) < +∞.

⇐= We can still exploit (3.3.4.8).

The following consequence can actually be proved directly.

Proposition 3.44. — Let (T,Dom(T )) be a closed operator
on H. T is a Fredholm operator when dim ker(T ) < +∞,
dim ker(T ∗) < +∞, and ran (T ) is closed. The index of T is

indT = dim ker(T )− dim ker(T ∗) .

A remarkable property is the following.

Proposition 3.45. — Let T ∈ Fred(E,F ) with index 0. Then, T
is injective if and only if T is surjective.

3.4.2. Spectrum and Fredholm operators. —

Definition 3.46. — We define

i. essential spectrum: λ ∈ spess(T ) if T − λ viewed as an oper-
ator from Dom (T ) into H is not Fredholm with index 0.
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ii. discrete spectrum: λ ∈ spdis(T ) if λ is isolated in the spec-
trum of T , with finite algebraic multiplicity and such that
ran (T − λ) is closed.

Remark 3.47. — In some references, the essential spectrum is de-
fined as the complement (in the spectrum) of the discrete spectrum.

Proposition 3.48. — We have spess(T ) ⊂ sp(T ).

Proof. — The statement is equivalent to ρ(T ) ⊂ {spess(T ). Let
λ ∈ ρ(T ). Then

T − λ ∈ L((Dom (T ), ‖ · ‖T ), F )

is injective and surjective, and therefore it is a Fredholm operator
of index 0.

Proposition 3.49. — Let T be a self-adjoint operator which is
Fredholm. Then, the index of T is zero.

Proof. — This is a direct consequence of Proposition 2.52 be-
cause

dim kerT = dim kerT ∗ = dim ran (T )⊥ = codim ran (T ) .

Thus, when T = T ∗, we have λ ∈ spess(T ) if and only if T −λ
viewed as an operator from Dom (T ) into H is not Fredholm.

Proposition 3.50. — We have spdis(T ) ⊂ spp(T ).

Proof. — This a consequence of Corollary 3.36.

Exercise 3.51. — Find an example of an operator T ∈ L(H) such
that spdis(T ) is strictly included in spp(T ).
Solution: We can give two typical examples.

i. Come back to Exercise 3.16 for which spdis(T ) = ∅
(since there is no isolated spectral element), whereas
spp(T ) = D(0, 1[.

ii. Take H = `2(N) and (Tu)n = (λnun)n for a sequence (λn)n
satisfying

λ0 = 0, lim
n→+∞

λn = 0.
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Looking at (δjn)j , we can see that

0 ∈ {λn;n ∈ N} ⊂ spp(T ) ⊂ sp(T ).

Nevertheless, 0 6∈ spdis(T ) since the sequence (λn)n ∈
sp(T )N goes to zero.

◦

3.5. Notes

i. The Riesz projections are described in a concise way in [22,
Chapter 6]. However, the Reader should read carefully the
proof of [22, Prop. 6.4].



CHAPTER 4

COMPACT OPERATORS

This chapter recalls various elementary facts about compact op-
erators. We prove the fundamental fact thatK−zId is a Fredholm
operator when z 6= 0 and when K ∈ L(E) is compact. This fact
has important spectral consequences for compact operators (espe-
cially once we will have proved that the index of K − zId is ac-
tually 0). We also give some criteria to establish that an operator
is compact. In practice, these criteria are related to precompact
subsets of L2- spaces, such as balls for the H1-topology.

4.1. Definition and fundamental properties

Definition 4.1. — Let E and F be two Banach spaces. A lin-
ear map T is said to be compact when T (BE(0, 1)) is relatively
compact (or, equivalently, precompact) in F .

Proposition 4.2. — The following assertions are equivalent.
i. T ∈ K(E,F ) is compact.

ii. For all B ⊂ E with B bounded, T (B) is relatively compact
in F .

iii. For all bounded sequence (un) ∈ EN, (Tun) has a convergent
subsequence.

Proposition 4.3. — K(E,F ) is a closed subspace of L(E,F ).

Proposition 4.4. — K(E,F ) is a two-sided ideal of L(E,F ).

Proposition 4.5. — If T ∈ L(E,F ) has finite rank, it is compact.
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The following proposition is a consequence of Proposition 4.10.

Proposition 4.6. — When F is a Hilbert space, K(E,F ) is the
closure of the set of finite-rank operators.

Proposition 4.7. — If T ∈ K(E,F ) is compact, it transforms
weakly convergent sequences into convergent sequences. The con-
verse is true when E is reflexive.

Proof. — Let us only give the proof when E is a (separable)
Hilbert space.
=⇒ Consider a weakly convergent sequence (un) and denotes by
u ∈ E its limit. We have

∀` ∈ E′ , lim
n→+∞

`(un) = `(u) .

For all v ∈ F ′, we have T ′(v) ∈ E′ and then, by definition of the
weak convergence,

lim
n→+∞

T ′(v)(un) = T ′(v)(u) .

Thus, by definition of the adjoint,

lim
n→+∞

v(Tun) = v(Tu) .

This means that (Tun) weakly converges to Tu. We want to prove
that the convergence is strong.

Let us consider a possible limit point w of (Tun). Then, we get
v(w) = v(Tu), for all v ∈ F ′. The Hahn-Banach theorem gives
that w = Tu.

Now, we have to show that there is a limit point.
By the Riesz representation theorem, we have, for all v ∈ E,

(4.4.1.1) lim
n→+∞

〈un, v〉 = 〈u, v〉 .

By using the Uniform Boundedness Principle (with the continuous
linear forms Tn = 〈·, un〉), we deduce that (un) is bounded. Since
T is compact, (Tun) has a convergent subsequence.

Therefore, (Tun) strongly converges to Tu (since there is one
and only one limit point).
⇐= Let us assume that T ∈ L(E,F ) transforms weakly conver-
gent sequences into convergent sequences. Consider a bounded
sequence (un) ∈ EN. Since E is a (separable) Hilbert space, by
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a diagonal argument, (un) ∈ EN has a weakly convergent subse-
quence. Thus, up to a subsequence extraction, (Tun) converges.

Proposition 4.8. — [Schauder] Let T ∈ L(E,F ). Then T is
a compact operator if and only if T ′ ∈ L(F ′, E′) is a compact
operator. When E ≡ F ≡ H, the operator T ∈ L(H) is a compact
operator if and only if T ∗ is compact.

Proof. —
=⇒ Given a sequence (`n)n ∈ (F ′)N with ‖`n‖ 6 1, it suffices
to show that T ∗`n has a Cauchy subsequence (T ∗`nj )j . In other
words, we must show that, for all ε > 0, we can find N ∈ N∗ such
that

N 6 j 6 k =⇒ ‖T ∗`nj − T ∗`nk‖
= sup
‖x‖61

‖`nj (Tx)− `nk(Tx)‖ 6 ε .

LetB be the unit ball ofE. Introduce the compact setK := T (B).
Then, the above estimate is a consequence of

sup
y∈K

‖`nj (y)− `nk(y)‖ 6 ε .

But the sequence (`n)n, viewed as a family of bounded continuous
functions on K, satisfies

sup
n
‖`n(y)‖ 6 ‖y‖, sup

n
‖`n(y1)− `n(y2)‖ 6 ‖y1 − y2‖ .

It is therefore uniformly bounded pointwise and equicontinuous
on K. By the Ascoli theorem the sequence (`n)n has a uniformly
convergent subsequence, as desired.
⇐= Given a sequence (xn)n ∈ EN with ‖xn‖ 6 1, it suffices
to show that Txn has a Cauchy subsequence (Txnj )j . In other
words, we must show that, for all ε > 0, we can find N ∈ N∗ such
that

N 6 j 6 k =⇒ ‖Txnj − Txnk‖
= sup
‖`‖F ′61

‖(T ′`)(xnj )− (T ′`)(xnk)‖ 6 ε .
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Let B′ be the unit ball of F ′. Introduce the compact set K ′ :=

T ′(B′) ⊂ E′. Then, the above estimate is a consequence of

sup
`′∈K′

‖`′(xnj )− `′(xnk)‖ 6 ε .

As before, we can consider (xn)n as a family of uniformly
bounded pointwise and equicontinuous functions on K ′ (1). By
the Ascoli theorem the sequence (xn)n has a converging subse-
quence, as desired.

The last part of Proposition 4.8 is an immediate consequence of
Proposition 2.37.

Proposition 4.9. — Let K ∈ K(E) be a compact operator. Then
IdE +K is Fredholm.

Proof. — The restriction of K to the subspace ker(IdE +K) co-
incides with −Id, and it must be compact. By the Riesz theorem,
this is possible only if dim ker(IdE +K) < +∞. By Proposition
4.8, we have T ′ ∈ K(E′) and thus dim ker(IdE′ +K ′) < +∞. In
view of Proposition 3.43, there remains to show that ran (IdE+K)
is closed. To this end, let us consider a sequence (un) such that
(un +Kun) converges to f . We let

dn = dist(un, ker(IdE +K)) .

There exists vn ∈ ker(IdE + K) such that dn = ‖un − vn‖. We
have

un +Kun = un − vn +K(un − vn) .

Assume that (dn) is not bounded. Up to a subsequence extraction,
we can assume that (dn) tends to +∞. Introduce wn := d−1

n (un−
vn), so that

lim
n→+∞

d−1
n (un +Kun) = lim

n→+∞
(wn +Kwn)

= lim
n→+∞

d−1
n f = 0 .

1. To do so, consider (Tn) defined by :

Tn(`) = `(xn) , ∀` ∈ E′ ,

and notice that ‖Tn‖ 6 ‖xn‖ 6 1.
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By compactness of K, we can assume that (Kwn) converges to
some g, and therefore (wn) converges to −g. Since K is contin-
uous, we must have K(−g) = g or g ∈ ker(IdE + K). But, we
know that

dist(wn, ker(IdE +K)) = 1 ,

and this is a contradiction.

Necessarily, the sequence (dn) is bounded. Modulo the extraction
of a subsequence, we can assume that K(un − vn) converges to
some h, and therefore un − vn converges to f − h, so that

f = f − h+K(f − h) ∈ ran (IdE +K) ,

and the closedness of the range follows. We can conclude with
Proposition 3.43.

In the case when E = F = H, there is a characterization of a
compact operator T ∈ L(H) as the limit of a sequence (Tn)n with
Tn ∈ L(H) of finite rank.

Proposition 4.10. — Consider a Hilbert basis (ψn)n∈N of H. Let
T ∈ L(H). For all n ∈ N, define

ρn = sup
ψ∈span (ψk)

k∈{0,...,n}⊥
‖ψ‖=1

‖Tψ‖ , Tn =
n∑
k=0

〈·, ψk〉Tψk .

Then,

i. ρn = ‖T − Tn‖,
ii. T is compact iff limn→+∞ ρn = 0.

Proof. — For the first point, we write

‖T − Tn‖ = sup
ψ∈H\{0}

‖(T − Tn)ψ‖
‖ψ‖

= sup
ψ∈H\{0}

‖TΠ⊥nψ‖
‖ψ‖

= ρn .

Consider the second point. Since (ρn) is non-increasing, it con-
verges to some ρ > 0. If ρ = 0, by Proposition 4.6, the operator T
is compact. Assume that ρ > 0. Thus, for all n ∈ N, there exists
φn ∈ span (ψk)

⊥
k∈{0,...,n} with ‖φn‖ = 1 and ‖Tφn‖ > ρ/2 > 0.
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Then, we notice that (φn)n weakly converges to 0. Indeed, for all
ψ ∈ H, we have

|〈φn, ψ〉| 6

(
+∞∑

k=n+1

|〈φn, ψk〉|2
) 1

2
(

+∞∑
k=n+1

|〈ψ,ψk〉|2
) 1

2

6

(
+∞∑

k=n+1

|〈ψ,ψk〉|2
) 1

2

→
n→+∞

0 .

The operator T cannot be compact. Otherwise, the sequence
(Tφn) would converge to 0, which is not the case.

Exercise 4.11. — Take H = `2(N), and consider the operator
T : H→ H given by

Tu = v, u = (un)n, v = (vn)n ,

with

vn =

{
0 if n = 0 ,
un−1

n
if n ∈ N∗ .

Prove that T is compact.
Solution: The family (δnj)j with n ∈ N is a Hilbert basis of
`2(N). With Tn defined accordingly, we have by Cauchy-Schwarz
inequality

ρn = ‖T − Tn‖ 6
( ∞∑
k=n

1

(k + 1)2

)1/2
→

n→+∞
0 .

◦

Lemma 4.12. — Let T ∈ L(H) be a non-negative operator. Then,
T is compact iff T

1
2 is compact.

Proof. — By Proposition 2.81, we can find S > 0 such that S2 =
T . If S is compact, by Proposition 4.4, the operator T is compact.
For all ψ ∈ H, we have

‖Sψ‖2 = 〈Tψ, ψ〉 ,
and thus

‖Sψ‖2 6 ‖ψ‖‖Tψ‖.
It follows that

ρn(S)2 6 ρn(T ).
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By Proposition 4.10, if T is compact, S must be compact.

Proposition 4.13. — Consider T ∈ L(H). Then, T is compact iff
|T | is compact.

Proof. — If |T | is compact, by using the polar decomposition, T
is also compact.

Assume now that T is compact. In particular, the non-negative
operator T ∗T is compact and so is its square-root by Lemma 4.12.

4.2. Compactness in Lp spaces

4.2.1. About the Ascoli theorem in Lp spaces. — In order to
prove that an operator is compact, the following criterion of rela-
tive compactness in Lp(Ω) will be useful (see Appendix, Theorem
A.11).

Theorem 4.14 (Kolmogorov-Riesz). — Let Ω ⊂ RN be an open
set and F a bounded subset of Lp(Ω), with p ∈ [1,+∞). We
assume that

(4.4.2.2) ∀ε > 0, ∃ω ⊂⊂ Ω, ∀f ∈ F , ‖f‖Lp(Ω\ω) 6 ε ,

and that

(4.4.2.3) ∀ε > 0,∀ω ⊂⊂ Ω, ∃δ > 0, δ < dist(ω, {Ω) ,

∀|h| 6 δ, ∀f ∈ F , ‖f(·+ h)− f(·)‖Lp(ω) 6 ε .

Then, F is relatively compact (or, equivalently, precompact) in
Lp(Ω).

Remark 4.15. — To get the control of the translations in practice,
we can use Proposition 2.94.

Proof. — Let ε > 0.

1. The equi-integrability condition (4.4.2.2) provides us with
ω ⊂⊂ Ω such that

∀f ∈ F , ‖f‖Lp(Ω\ω) 6 ε .



114 CHAPTER 4. COMPACT OPERATORS

2. Let Ω̃ be a bounded open set such that ω ⊂ Ω̃ ⊂ Ω. We
consider F the set of the restrictions to Ω̃, and extended by
0 outside Ω̃. Clearly, F is a bounded subset of Lp(Rd) and
also of L1(Rd). The usual convolution argument, combined
with (4.4.2.3), gives, for all n such that B(0, 1

n) + ω ⊂ Ω̃,
and all g ∈ F ,

(4.4.2.4) ‖ρn ? g − g‖Lp(ω) 6 ε .

3. Let us consider G = ρn ?F |ω ⊂ C 0(ω,C). Note that there
exists Cn > 0 such that, for all g ∈ F ,

‖ρn ? g‖∞ 6 ‖ρn‖∞‖g‖L1(Rd) 6 Cn .

Moreover, for all x1, x2 ∈ ω, we have

|ρn ? g(x1)− ρn ? g(x2)| 6 |x1 − x2|‖∇ρn‖∞‖g‖L1(Rd)

6 Dn|x1 − x2| .

Therefore, by the Ascoli theorem, G is precompact in
C 0(ω,R). It can be covered by finitely many balls of radius
ε/|ω|

1
p :

G ⊂
k⋃
j=1

BL∞(gj , |ω|−
1
p ε) ⊂

k⋃
j=1

BLp(gj , ε) .

4. By the triangle inequality and (4.4.2.4), we get

F |ω = F|ω ⊂
k⋃
j=1

BLp(gj , 2ε) .

We extend the gj by zero outside ω and we deduce that

F ⊂
k⋃
j=1

BLp(Ω)(gj , 3ε) .

Exercise 4.16. — Consider the operator L = −∆ with domain
H2(Rd) and take λ ∈ R−.

i. Show that λ ∈ ρ(L ).
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ii. Consider then a function V ∈ C∞(Rd,C) such that ∇V is
bounded and lim|x|→+∞ V (x) = 0. Prove that V (L −λ)−1 :

L2(Rd)→ L2(Rd) is compact.

Exercise 4.17. — Consider

B1(R) = {ψ ∈ H1(R) : xψ ∈ L2(R)} ⊂ L2(R) .

Prove that the injection of B1(R) in L2(R) is a compact operator.

4.2.2. Rellich theorems. —

4.2.2.1. First Rellich theorem. —

Lemma 4.18. — Let Ω be an open set in Rd. For all u ∈ H1
0(Ω),

consider its extension by zero outside Ω, denoted by u. Then u ∈
H1

0(Rd) and ‖u‖H1(Rd) = ‖u‖H1(Ω).

Proof. — Clearly, u ∈ L2(Rd) and ‖u‖L2(Rd) = ‖u‖L2(Ω). We
know that, by definition, C∞0 (Ω) is dense in H1

0(Ω). Consider a
sequence (un)n∈N ⊂ C∞0 (Ω) converging to u in H1-norm. For all
n ∈ N, we have un ∈ C∞0 (Rd). For all n, p ∈ N, we have

‖un − up‖H1(Ω) = ‖un − up‖H1(Rd) .

Thus, (un) is a Cauchy sequence in H1(Rd). We deduce that (un)

converges in H1(Rd) to some v ∈ H1(Rd). We have v = u and the
equality of the norms.

Theorem 4.19 (Rellich). — Let Ω be an open bounded set in Rd.
The injection of H1

0(Ω) in L2(Ω) is compact.

Proof. — Let us prove that, if (un)n∈N weakly converges to u in
H1

0(Ω), it strongly converges to u in L2(Ω). The sequence (un)n∈N
is bounded in H1

0(Ω). Let ε > 0.
For all n ∈ N, we let fn = ûn and we define f = û. By the

Parseval formula, it is sufficient to show that fn converges to f in
L2(Rd).

We notice that, for all ξ ∈ Rd,

fn(ξ) =

∫
Ω
un(x)e−ix·ξ dx ,

so that
|fn(ξ)| 6 |Ω|

1
2 ‖un‖L2(Ω) 6 C .
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We recall that (un)n∈N weakly converges to u in H1
0(Ω) and, in

particular, for all ϕ ∈ L2(Ω),∫
Ω
unϕdx→

∫
Ω
uϕdx .

We choose ϕ(x) = eix·ξ and thus, for all ξ ∈ Rd, fn(ξ)→ f(ξ).
Moreover, we have

‖un‖2H1(Ω) = ‖un‖2H1(Rd) =

∫
Rd
〈ξ〉2|fn(ξ)|2 dξ .

In particular, there exists R > 0 such that, for all n ∈ N,∫
|ξ|>R

|fn(ξ)|2 dξ 6 ε .

Up to changing R, we also have∫
|ξ|>R

|f(ξ)|2 dξ 6 ε .

Let us now write

‖fn − f‖2L2(Rd) =

∫
|x|6R

|fn(ξ)− f(ξ)|2 dξ

+

∫
|x|>R

|fn(ξ)− f(ξ)|2 dξ .

We deal with the first integral by using the dominated convergence
theorem (the sequence (fn) is uniformly bounded).

4.2.2.2. Second Rellich theorem. — Assuming that the boundary
of Ω is of class C 1, we can also establish a theorem for H1(Ω).

Theorem 4.20. — Let Ω be a bounded open subset of Rd with C 1

boundary. The injection of H1(Ω) in L2(Ω) is compact.

Before starting the proof of Theorem 4.20, one needs to prove
a few technical lemmas related to the description of ∂Ω in local
charts. Each lemma has actually an interest of its own.

Lemma 4.21. — For all u ∈ H1(R+), we let

Pu(x′, xd) = u(x′, xd) , when xd > 0 ,

and
Pu(x′, xd) = u(x′,−xd) , when xd < 0 .
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Then, Pu ∈ H1(Rd) and

‖Pu‖2L2(Rd) = 2‖u‖2
L2(Rd+)

, ‖∇Pu‖2L2(Rd) = 2‖∇u‖2
L2(Rd+)

.

Proof. — The first equality easily follows by symmetry. Let us
deal with the second one.

Let us show that

∂j(Pu) = P (∂ju) , 1 6 j 6 d− 1 , and ∂d(Pu) = P̃ (∂du) ,

where
P̃ v(x′, xd) = v(x′, xd) , when xd > 0 ,

and
P̃ v(x′, xd) = −v(x′,−xd) , when xd < 0 .

It will be convenient to use an even cutoff function 0 6 χ 6 1
such that

χ(xd) = 0 , for |xd| 6 1 , χ(xd) = 1 for |xd| > 2 .

For all n ∈ N, we let χn(xd) = χ(nxd). Let ϕ ∈ C∞0 (Rd).
We write, for all j ∈ {1, . . . , d},

〈∂j(Pu), ϕ〉D ′(Rd)×D(Rd) = −〈Pu, ∂jϕ〉D ′(Rd)×D(Rd)

= −
∫
Rd
Pu∂jϕdx .

Note that

−
∫
Rd
Puχn∂jϕdx

= −
∫
Rd+
χnu(∂jϕ(x′, xd) + ∂jϕ(x′,−xd)) dx .

Then, for all j ∈ {1, . . . , d− 1},

−
∫
Rd
Puχn∂jϕdx

= −
∫
Rd+
χnu∂j

(
ϕ(x′, xd) + ϕ(x′,−xd)

)
dx

=

∫
Rd+
χn∂ju

(
ϕ(x′, xd) + ϕ(x′,−xd)

)
dx .
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Then, by dominated convergence, we have

〈∂j(Pu), ϕ〉D ′(Rd)×D(Rd)

=

∫
Rd+
∂ju

(
ϕ(x′, xd) + ϕ(x′,−xd)

)
dx

= 〈P (∂ju), ϕ〉D ′(Rd)×D(Rd) .

For j = d, we have

−
∫
Rd
Puχn∂jϕdx

= −
∫
Rd+
χnu∂j

(
ϕ(x′, xd)− ϕ(x′,−xd)

)
dx

= −
∫
Rd+
u∂j (χnψ) dx+

∫
Rd+
uχ′nψ dx

=

∫
Rd+
∂ju (χnψ) dx+

∫
Rd+
uχ′nψ dx ,

where ψ(x′, xd) = ϕ(x′, xd)−ϕ(x′,−xd). By dominated conver-
gence and the fact that |ψ(x′, xd)| 6 C|xd|, we get

〈∂j(Pu), ϕ〉D ′(Rd)×D(Rd) =

∫
Rd+
∂juψ dx

= 〈P̃ (∂ju), ϕ〉D ′(Rd)×D(Rd) .

Lemma 4.22 (Extension operator, general case)
Let Ω be a bounded open subset of Rd with C 1 boundary.

There exists a bounded operator P : H1(Ω) → H1(Rd) such that
Pu|Ω = u and Pu has compact support.

Proof. — Let C = {x ∈ Rd : |x′| < 1 , |xd| < 1}. Since ∂Ω is of
class C 1 and compact, there exist a family of open sets (Uj)16j6p

such that

∂Ω ⊂
p⋃
j=1

Uj ,

and C 1-diffeomorphisms ϕj : Q → Uj with ϕj ∈ C 1(Q) and
ϕ−1
j ∈ C 1(Uj) and ϕj(C0) = ∂Ω ∩ Uj . There exists also an open
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set U0 ⊂⊂ Ω such that

Ω ⊂ U0 ∪
p⋃
j=1

Uj .

We can apply Lemma 2.97 to get a family of smooth functions
with compact supports (θj)06j6p such that

θ0 +

p∑
j=1

θj = 1 .

Let us consider u ∈ H1(Ω) and write

u = u0 +

p∑
j=1

uj , uj = θju .

By extending u0 by zero, we see that u0 ∈ H1(Rd) and

‖u0‖H1(Rd) 6 C‖u‖H1(Ω) .

For all j ∈ {1, . . . , p}, we let, for all y ∈ Q,

vj(y) = uj(ϕj(y)) .

Then, we use the extension operator P of Lemma 4.21 and con-
sider Pvj through the chart ϕj :

wj = (Pvj) ◦ ϕ−1
j = P (uj ◦ ϕj) ◦ ϕ−1

j .

Note that wj = uj on Uj ∩ Ω and

‖wj‖H1(Uj) 6 C‖u‖H1(Uj∩Ω) .

We consider the compactly supported function

Pu = u0 +

p∑
j=1

θjwj ,

and notice that Pu ∈ H1(Rd) and

∀x ∈ Ω , Pu(x) = u(x) .

Moreover, P : H1(Ω)→ H1(Rd) is bounded.

We can now prove Theorem 4.20.
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Proof. — The proof is the same as that of Theorem 4.19. Instead
of extending the functions by zero we use the extension operator
P .

4.3. Operators with compact resolvent

A way to describe the spectrum of unbounded and closed op-
erators, is to consider their resolvents (which are bounded) and to
prove, in good situations, that they are compact.

Proposition 4.23. — Let (T,Dom (T )) be a closed operator and
z0 ∈ ρ(T ). If (T − z0)−1 is compact, then, for all z ∈ ρ(T ), the
operator (T − z)−1 is compact.

Proof. — The resolvent formula (Proposition 3.18) says that

(4.4.3.5) RT (z) = RT (z0) + (z − z0)RT (z)RT (z0) .

The right hand side is compact because the set of compact opera-
tors is an ideal of L(H).

Let us provide a useful (topological) criterion for the compactness
of a resolvent.

Proposition 4.24. — A closed operator (T,Dom (T )) has com-
pact resolvent if and only if the injection ı : (Dom (T ), ‖ · ‖T ) ↪→
(H, ‖ · ‖H) is compact.

Proof. — Assume that the injection is compact. Select z ∈ ρ(T ).
Thanks to the closed graph theorem, the application (T − z)−1 :
(H, ‖ · ‖H) → (Dom (T ), ‖ · ‖T ) is bounded. Then, the opera-
tor (T − z)−1 : (H, ‖ · ‖H) → (H, ‖ · ‖H) can be viewed as the
composition of the following bounded operators

(H, ‖ · ‖H)
(T−z)−1

−→ (Dom (T ), ‖ · ‖T )
ı
↪→ (H, ‖ · ‖H) .

Again, this is compact because the set of compact operators is an
ideal of L(H).
Conversely, assume that the resolvent is compact. Take z0 ∈ ρ(T )
and consider

ı
(
B(0, 1]

)
= {u ∈ Dom (T ) : ‖u‖+ ‖Tu‖ 6 1}
⊂ {u ∈ Dom (T ) : ‖u‖+ ‖(T − z0)u‖ 6 1 + |z0|} .
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Let u ∈ Dom (T ) be such that

‖u‖+ ‖(T − z0)u‖ 6 1 + |z0|.

Then, we have

‖u‖ 6 1 + |z0|, ‖v‖ 6 1 + |z0|, v := (T − z0)u,

meaning that

u = (T − z0)−1v ∈ (T − z0)−1(B(0, 1 + |z0|)).

In other words

{u ∈ Dom (T ) : ‖u‖+ ‖(T − z0)u‖ 6 1 + |z0|}
⊂ (T − z0)−1(B(0, 1 + |z0|)) .

It suffices to note that the right hand side is compact.

Exercise 4.25. — Let Ω ⊂ Rd be a smooth bounded open set.
Prove that the Dirichlet Laplacian on Ω has compact resolvent.
Hint: use Rellich’s theorem.

Corollary 4.26. — We use the same notation as in Section 2.5.
Consider two Hilbert spaces V and H such that V ⊂ H with con-
tinuous injection and with V dense in H. Assume that Q is a con-
tinuous, coercive and Hermitian sesquilinear form on V and let
T be the self-adjoint operator associated with Q. Let us denote
by ‖ · ‖Q the norm induced by Q, i.e., ‖u‖Q =

√
Q(u, u). If

(V, ‖ · ‖Q) ↪→ (H, ‖ · ‖H) is compact, then T has compact resol-
vent.

Proof. — By the Cauchy-Schwarz inequality, we have

‖u‖Q = |〈Tu, u〉|1/2 6 ‖Tu‖1/2‖u‖1/2 6
1√
2
‖u‖T ,

and therefore Id : (DomT, ‖ · ‖T ) → (V, ‖ · ‖Q) is bounded, and
the conclusion follows from Proposition 4.4.

Remark 4.27. — The converse is true. See Exercise 6.5.

Exercise 4.28. — Prove that the harmonic oscillator which is de-
fined in Section 2.6.3 has compact resolvent.
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4.4. Notes

i. The proofs of the reminded results in Section 4.1 can be found
in [38, Chapter 4].

ii. Proposition 4.6 is not true when F is only assumed to be a
Banach space (a counter-example has been given by Per Enflo,
see [12]).

iii. A first version of the Riesz-Kolmogorov theorem is proved
by Kolmogorov in [26], soon followed by Tamarkin [43], and
M. Riesz [36]. The reader is also invited to discover the article
[19, Section 4] where some historical references are discussed.



CHAPTER 5

FREDHOLM THEORY

In this chapter, we discuss basic facts about Fredholm theory.
We show that a Fredholm operator is bijective if and only if some
matrix is bijective (and this can only happen for Fredholm opera-
tors with index 0). We see that this property implies that the in-
dex of a Fredholm operator is locally constant. This fact in mind,
we deduce that K − zId is a Fredholm operator with index 0 for
K ∈ L(E) compact and z 6= 0. This allows to reduce the spectral
analysis of compact operators to finite dimension and basic prop-
erties of holomorphic functions. Then, we can get a description of
the resolvent of a compact operator near each (isolated) point of
its (discrete) spectrum.

5.1. Grushin formalism

In this section, we consider two Banach spaces X1 and X2.
Let T ∈ L(X1, X2) be a Fredholm operator. The finite dimen-

sional subspace ker(T ) can be complemented by a closed sub-
space X̃1, so that X1 = ker(T ) ⊕ X̃1 with n+ = dim ker(T ).
We can also find some finite dimensional subspace X̃2 with n− =
codim ran (T ) = dim X̃2 and such that X2 = ran (T )⊕ X̃2. We
introduce (kj)16j6n+ a basis of ker(T ) and (k′j)16j6n− a basis of
X̃2. Let (k∗j )16j6n+ be such that

k∗j ∈ X ′1, k∗j (ki) = δij , k∗j |X̃1
≡ 0 .
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Define

R− : Cn− → X̃2, R−α =

n−∑
j=1

αjk
′
j , R− is bijective,

R+ : X1 → Cn+ , R+(u) = (k∗j (u))16j6n+ , kerR+ = X̃1 .

The correspondance between the dimensions is as described below,
where the symbol l means the existence of a diffeomorphism

X1 × Cn− = X̃1 ⊕ ker(T ) ⊕ Cn−

l l l l
X2 × Cn+ = ran (T ) ⊕ Cn+ ⊕ X̃2

Consider the operator

M : X1 × Cn− → X2 × Cn+

which is such, that for all (e, c) ∈ X1 × Cn− , we have

(5.5.1.1) M
(
e
c

)
=

(
T R−
R+ 0

)(
e
c

)
=

(
Te+R−c
R+e

)
.

The interest of extending the spaces X1, X2, and the operator T is
to get a bijective operatorM.

Lemma 5.1. — Let T ∈ L(X1, X2) be a Fredholm operator. The
operatorM is bijective with a bounded inverse.

Proof. — Let (e, c) ∈ X1 × Cn− be such that Te + R−c = 0

and R+e = 0. Since Te ∈ ran (T ) and R−c ∈ X̃2, we must have
Te = 0 and R−c = 0. It follows that T is injective, because

c = 0, e ∈ kerR+ ∩ kerT = {0}.
Now, let us consider (f, d) ∈ X2 × Cn+ . We seek some (e, c) ∈
X1 × Cn− which is such that

M
(
e
c

)
=

(
T R−
R+ 0

)(
e
c

)
=

(
Te+R−c
R+e

)
=

(
f
d

)
.

We have a unique decomposition of f according to f = g + f0

with g ∈ ranT and f0 ∈ X̃2. Thus, we must impose R−c =
f0. In view of the definition of R−, this means to take for c the
coordinates of f0 in the basis (k′j)16j6n− . On the other hand, we
can write e = k + e0 with k ∈ kerT and e0 ∈ X̃1. The constraint
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R+e = R+k = d implies that the coordinates of k in the basis
(kj)16j6n+ are d. Then, we are reduced to solve

Te0 = f −R−c = g ,

Since T induces a bijection from X̃1 → ranT , e0 is uniquely
determined as e0 = T−1g. The operatorM is bijective.

By the open mapping theorem, the inverse M−1 is bounded.

Let us now consider the converse.

Lemma 5.2. — Let T ∈ L(X1, X2) and consider the operator
matrix

(5.5.1.2) M =

(
T R−
R+ 0

)
,

with R− : Cn− → X2 and R+ : X1 → Cn+ bounded. Assume
thatM is bijective. We denote by E its (bounded) inverse:
(5.5.1.3)

E =

(
E E+

E− E0

)
,

E ∈ L(X2, X1), E+ ∈ L(Cn+ , X1),
E− ∈ L(X2,Cn−), E0 ∈ L(Cn+ ,Cn−).

Then, T is a Fredholm operator and we have indT = ind (E0) =
n+−n−. Moreover, the operator T is bijective if and only if E0 is
bijective.

In other words, any operator T ∈ L(X1, X2) giving rise,
through a decomposition like (5.5.1.1), to a bijective operatorM
must be Fredholm. Moreover, there is an easy way to test if T is
bijective. It suffices to check that n+ = n− and to compute the
determinant of the matrix E0.

Proof. — We write that E is the inverse on the right:

TE +R−E− = Id,(5.5.1.4)
R+E+ = Id,(5.5.1.5)

TE+ +R−E0 = 0,(5.5.1.6)
R+E = 0,(5.5.1.7)
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and on the left:

ET + E+R+ = Id,(5.5.1.8)
E−R− = Id,(5.5.1.9)

E−T + E0R+ = 0,(5.5.1.10)
ER− = 0 .(5.5.1.11)

From (5.5.1.5) and (5.5.1.9), we get that R+ and E− are surjective
and that R− and E+ are injective. In particular, R+ has a right
inverse R−1

+r , and R− has a left inverse R−1
−l .

Assume that T is bijective. From (5.5.1.6), we see that E0 must be
injective; from (5.5.1.10), we deduce that E0 must be surjective.
Thus, E0 is bijective. Retain that

E−1
0 = −R+T

−1R−, E0 = −R−1
−l TR

−1
+r .(5.5.1.12)

Conversely, suppose that E0 is bijective. Then, using (5.5.1.8) and
(5.5.1.10), compute

(E − E+E
−1
0 E−)T = ET − E+E

−1
0 (E−T )

(5.5.1.13)

= Id− E+R+ + E+E
−1
0 (E0R+) = Id .

The operator E − E+E
−1
0 E− is a left inverse of T . A similar

argument based on (5.5.1.4) and (5.5.1.6) shows that it is also a
right inverse of T .

From (5.5.1.6), we can check that the injective application E+

sends kerE0 into ker(T ). Now, let v ∈ ker(T ). From (5.5.1.8),
we find that E+(R+v) = v and from (5.5.1.10), we have
E0(R+v) = 0. This means that v is in the range of the restriction
of E+ to kerE0. Thus, the application E+ : kerE0 → ker(T ) is
a bijection, and we have

(5.5.1.14) dim kerT = dim kerE0 = n+−dim ranE0 < +∞.

Let us consider subspaces H and X̃2 such that

Cn− = ranE0 ⊕H, X2 = ranT ⊕ X̃2 .

We recall that E− : X2 → Cn− is surjective. On the other hand,
from (5.5.1.10), we know that E− : ran (T ) → ranE0. Consider
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the map
E] : X̃2 −→ H

x 7−→ ΠHE−(x)

Since E− is surjective, so is E]. The application E] is also injec-
tive. Indeed, if ΠHE−v = 0 with v ∈ X̃2, we have E−v ∈ ranE0

so that we can write E−v = E0w. From (5.5.1.4) and (5.5.1.6),
we get

TEv +R−E−v = v, R−E0w = −TE+w ,

which may be combined to deduce that

T (Ev − E+w) = v ∈ ran (T ) ,

which, knowing that v ∈ X̃2, is possible only if v = 0. Thus, E]

is bijective, and we have
(5.5.1.15)

codim ranT = dim X̃2 = dim H = n− − dim ranE0 < +∞.

From (5.5.1.14) and (5.5.1.15), we deduce that T is Fredholm,
with indT = indE0 = n+ − n−.

5.2. On the index of Fredholm operators

Proposition 5.3. — Let T ∈ L(X1, X2) be Fredholm. Then, T ′ ∈
L(X ′2, X

′
1) is Fredholm and indT ′ = −indT .

Proof. — DefineM as in (5.5.1.1). From Lemma 5.1, we know
thatM is bijective. It follows thatM′ is bijective, and we have

M′ =
(
T ′ R′+
R′− 0

)
, (M′)−1 = (M−1)′ = E ′ =

(
E′ E′−
E′+ E′0

)
.

From Lemma 5.2, we deduce that T ′ is Fredholm and indT ′ =
indE′0 = n− − n+.

Proposition 5.4. — Fred(X1, X2) is an open subset ofL(X1, X2),
and the index is a continuous function on Fred(X1, X2), locally
constant on the connected components of Fred(X1, X2).

Proof. — Let T : X1 → X2 be a Fredholm operator and let
P : X1 → X2 be a a continuous operator with small norm. The
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operator M given by (5.5.1.1) is bijective, and it remains so for
small perturbations of the form(

T + P R−
R+ 0

)
, P ∈ L(X1, X2), ‖P‖ � 1.

By Lemma 5.2, the operator T + P is Fredholm.

Proposition 5.5. — Let T ∈ L(X1, X2). Then T is Fredholm
if and only if we can find S ∈ L(X2, X1), K1 ∈ K(X1), and
K2 ∈ K(X2) such that

(5.5.2.16) ST = IdX1 +K1, TS = IdX2 +K2 .

Conversely, if we have (5.5.2.16) for some S ∈ L(X2, X1), then T
is Fredholm.

Proof. — If T is Fredholm, we can use Lemmas 5.1 and 5.2. Take
S = E, K1 = −E+R+ and K2 = −R−E−. In view of (5.5.1.4)
and (5.5.1.8), we have (5.5.2.16). Moreover, since K1 and K2 are
of finite rank, they are compact.
Conversely, assume (5.5.2.16). We have kerT ⊂ ker(ST ). From
Proposition 4.9, we know that

dim kerT 6 dim ker(ST ) = dim ker(IdX1 +K1) < +∞ .

We have also ran (TS) ⊂ ranT and, from Proposition 4.9, we
deduce that

codim ranT 6 codim ran (TS) = codim ran (IdX2+K2) < +∞ .

Thus, the operator T is Fredholm.

Remark 5.6. — When X1 = X2 = H, Proposition 5.5 is known
as the Atkinson theorem. It tells us that a Fredholm operator is
invertible in the Calkin algebra L(H)/K(H).

Corollary 5.7. — Let T ∈ L(X1, X2) and U ∈ L(X2, X3) be
Fredholm operators. Then UT is a Fredholm operator and

ind (UT ) = indU + indT .

Proof. — From Proposition 5.5, we can write for (K1,K2) ∈
K(X1)×K(X2) and (K̃1, K̃2) ∈ K(X2)×K(X3),

ST = IdX1 +K1, TS = IdX2 +K2 ,

S̃U = IdX2 + K̃1, US̃ = IdX3 + K̃2 .
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Notice that

(SS̃)UT = S(IdX2 + K̃1)T = IdX1 +K1 + SK̃1T ,

UT (SS̃) = U(IdX2 +K2)S̃ = IdX3 + K̃2 + UK2S̃ .

and that K1 + SK̃1 and K̃2 + UK2S̃ are compact.
From Proposition 5.5, we conclude that UT is Fredholm.

Now, for t ∈
[
0, π2

]
, consider the operator Lt from X2 × X1 to

X3 ×X2,

Lt =

(
U 0
0 IdX2

)(
cos t IdX2 − sin t IdX2

sin t IdX2 cos t IdX2

)(
IdX2 0

0 T

)
.

This is a product of three Fredholm operators. The map [0, π2 ] 3
t 7→ Lt is continuous, and valued in the set of Fredholm operators.
We have

L0 =

(
U 0
0 T

)
, Lπ

2
=

(
0 −UT

IdX2 0

)
.

Since the index is locally constant, we must have

indL0 = indU + indT = indLπ
2

= ind (UT ) .

The conclusion follows.

Exercise 5.8. — With the notations of Exercise 4.16, prove that
λ /∈ spess(L + V ).

Corollary 5.9. — Let T ∈ L(X1, X2) a Fredholm operator and
K ∈ K(X1, X2). Then T + K is Fredholm and ind (T + K) =
indT .

Proof. — From Proposition 5.5, we have

S(T +K) = ST + SK = IdE +K1 + SK ,

(T +K)S = TS +KS = IdF +K2 +KS .

and the operators K1 + SK and K2 +KS are compact.
It follows that T + K is Fredholm. The map [0, 1] 3 s 7→

T+sK is continuous and built with Fredholm operators. Since the
index locally constant, we must have ind (T +K) = indT .

Remark 5.10. — With our definition of the essential spectrum
(see Definition 3.46), Corollary 5.9 tells that the essential spec-
trum is stable under compact perturbations.
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5.3. On the spectrum of compact operators

In the next theorem, we recall fundamental facts about compact
operators. In particular, we will notice that the non-zero spectrum
of a compact operator is discrete.

Theorem 5.11 (Fredholm alternative). — Let T ∈ L(E) be a
compact operator. Then:

(i) If E is of infinite dimension, then 0 ∈ sp(T ).

(ii) For all z ∈ U = C \ {0}, T − z is a Fredholm operator of
index 0.

(iii) ker(T − Id) = {0} if and only if ran(T − Id) = E.

(iv) The elements of sp(T )\{0} are isolated with finite algebraic
multiplicity and the only possible accumulation point of the
spectrum is 0.

(v) The non-zero spectrum of T is discrete.

Proof. —
(i) Assume that 0 6∈ sp(T ). Then, since the set of compact opera-
tors forms a ideal of bounded operators, we find that Id = T−1 ◦T
is compact, and therefore BE(0, 1] is relatively compact. In view
of the Riesz theorem, this is not possible if dimE = +∞.
(ii) For z 6= 0, we have T −z = −z(Id−T/z) with T/z compact.
From Proposition 4.9, we know that T − z is a Fredholm operator.
From Proposition 5.4, the function s 7→ ind (sT −z) is continuous
on [0, 1], and therefore constant. It follows that ind (T − z) =
ind (−z) = 0.
(iii) This is evident since T − Id is of index 0.
(iv) Recall that U = C \ {0}. By construction, the set

V := {z ∈ U : ∃r > 0 : D(z, r) ⊂ sp(T )} = U ∩
◦

sp(T )

is open. Let us prove that it is closed in U . Consider a sequence
(zn)n ∈ V N that converges to some z∞ ∈ U . The Fredholm
operator T − z∞ can be completed as in the beginning of Section
5.1, see (5.5.1.1), to get a bijective invertible operator

M(z∞) =

(
T − z∞ R−(z∞)
R+(z∞) 0

)
.
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For z ∈ U , consider

M(z) :=

(
T − z R−(z∞)
R+(z∞) 0

)
=M(z∞)− (z − z∞)N ,

with

N =

(
Id 0
0 0

)
.

For |z − z∞| < r with r := ‖N‖−1‖M(z∞)‖, we find thatM(·)
is holomorphic with

M(z)−1 =
∞∑
j=0

(z − z∞)j
(
M(z∞)−1N

)jM(z∞)−1.

On the other hand, with (5.5.1.3), we have the decomposition

M(z)−1 = E(z) =

(
E(z) E+(z)
E−(z) E0(z)

)
,

where all ingredients E(·), E+(·), E−(·) and E0(·) are holo-
mophic. From Lemma 5.2, we know that T − z is not bijective if
and only if detE0(z) = 0. Recall that

E0(z) = −R−l(z∞)−1(T − z)R+r(z∞)−1(5.5.3.17)

which clearly indicates that E0(·) is holomorphic in a neighbor-
hood of z∞. Its zeros are isolated unless detE0 = 0. By the
definition of z∞, we must have detE0 = 0 in a neighborhood of
the limiting point z∞. This implies that z∞ ∈ V . The set V is
closed in U .

Since V is open and closed in U , we have V = U or V = ∅. But

V ⊂ sp(T ) ⊂ B(0, ‖T‖] ( U.

Thus, we have V = ∅. Now let us consider λ ∈ sp(T ) \ {0}.
Then, in a neighborhood of λ, T − z is not bijective if and only
if detE0(z) = 0. Since V = ∅, detE0 is not zero near λ and
thus (by holomorphy), its zeros are isolated. Finally, we recall
(5.5.1.13) and thus we have, near each point of the spectrum in U ,

(T − z)−1 = E(z)− E+(z)E−1
0 (z)E−(z) ,
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and we deduce that the resolvent is meromorphic in U . Since E(·)
is holomorphic, we have

Pλ =
1

2iπ

∫
Γλ

E+(z)E−1
0 (z)E−(z) dz ,

where Γλ is a small circle about λ. By using a Laurent expansion
near λ of z 7→ E+(z)E−1

0 (z)E−(z) (to get its residue at λ), we
see that the range of Pλ is finite (since E0 is a finite matrix, we see
that the residue is a finite rank operator).

(v) follows from (iv) and (ii), and from the definition of the discrete
spectrum.

Corollary 5.12. — Let (Dom (T ), T ) be a closed operator. As-
sume that the resolvent set is not empty and that the resolvent is
compact. Then, the spectrum of T is discrete.

Proof. — We can find z0 ∈ ρ(T ). For z 6= z0, we have

T − z = (z0 − z)
[
(z0 − z)−1 − (T − z0)−1

]
(T − z0) .

This shows that T − z is a Fredholm operator with index 0.
Define Z = h(z) with h(z) := (z0 − z)−1. Then

T − z = −Z−1
[
RT (z0)− Z

]
(T − z0).

Since T − z0 is invertible, this indicates that z ∈ spT if and only
if Z ∈ spRT (z0), that is

sp(T ) =
{
h−1(Z) = z0 + Z−1 ; Z ∈ spRT (z0) ∩ C∗

}
.

(5.5.3.18)

Since the resolvent (T − z0)−1 is compact, the elements of
spRT (z0) ∩ C∗ are isolated. The same applies concerning their
images by the diffeomorphism h−1 : C∗ → C \ {z0}. Note that
the possible accumulation point of the spectrum at 0 is sent to
+∞.

Let λ ∈ sp(T ). Since λ 6= z0, we can find some r > 0 such that
the closed disc D(λ, r] of center λ and radius r does not contain
z0, and it contains only λ as element of the spectrum. Let Γλ :=
∂D(λ, r] be the circle of center λ and radius r. By the resolvent
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formula (4.4.3.5), we have

Pλ = − 1

2πi

∫
Γλ

RT (z) dz

= − 1

2πi

(∫
Γλ

RT (z)−RT (z0)

z − z0
dz
)

(T − z0) .

Since z 7→ (z − z0)−1 is holomorphic in a neighborhood of
D(λ, r], there remains

Pλ = − 1

2πi

(∫
Γλ

RT (z)

z − z0
dz
)

(T − z0)

= − 1

2πi
RT (z0)

(∫
Γλ

−Z2
[
RT (z0)− Z

]−1
dz
)

(T − z0)

= − 1

2πi
RT (z0)

(∫
h(Γλ)

[
RT (z0)− Z

]−1
dZ
)

(T − z0).

We recognize on the right hand side (inside brackets) the Riesz
projection Ph(λ) associated to the compact operatorRT (z0). Thus,
the rank of Ph(λ) is finite, and so is the rank of Pλ.

Remark 5.13. — Even if a closed operator has compact resolvent
(with a non empty resolvent set), the discrete spectrum might be
finite (and even empty!).

Exercise 5.14. — Consider Exercise 4.11. Identify the elements
of sp(T ) \ {0}.
Solution: Since T is compact, any λ ∈ sp(T ) \ {0} is isolated
with finite algebraic multiplicity. By Corollary 3.36, it must be an
eigenvalue. Thus, there is u 6= 0 such that

0 = λu0, un = λ−1n−1un−1 = λ−n(n!)−1u0.

This is possible only if u = 0. Therefore sp(T ) = {0}. ◦

Exercise 5.15. — [Application to elliptic equations] Let Ω ⊂ Rn
with n ∈ N∗ be a bounded open set with smooth boundary. We
work on L2(Ω). Define Dom (T ) = H2(Ω) ∩ H1

0(Ω) and T :
Dom (T ) → L2(Ω) given by T := −∆ + 1. We admit that T
is a bijection with compact (right) inverse K. For each λ ∈ R,
show that either the homogeneous equation Tu − λu = 0 has a
nontrivial solution, or that the inhomogeneous equation Tu−λu =
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f possesses a unique solution u ∈ Dom (T ) for each given datum
f ∈ L2(Ω).
Solution: As a consequence of Fredholm alternative, either µ is an
eigenvalue of K, or the operator K − µ is bijective from L2(Ω) to
itself. Consider some µ 6= 0.
If µ is an eigenvalue of K, we have Tu = µ−1u with u 6= 0.
Then, the homogeneous equation Tu− λu = 0 with λ = µ−1 has
a nontrivial solution.
If K − µ is bijective, then so is

(K − µ)T = Id− µT = −µ(T − µ−1) .

Then, the inhomogeneous equation Tu − λu = f with λ = µ−1

has a unique solution u ∈ Dom (T ) for each given f ∈ L2(Ω).
The case λ = 0 can be dealt separately. ◦

5.4. Study of the complex Airy operator

The complex Airy operator

L± := D2
x ± ix, x ∈ R, D := −i∂x

appears in many contexts: mathematical physics, fluid dynamics,
time dependent Ginzburg-Landau problems, and so on. Consider
H = L2(R) equipped with the usual scalar product 〈·, ·〉. We set

Dom(L±) =
{
ψ ∈ L2(R) ; (D2

x ± ix)ψ ∈ L2(R)} .
The aim of this paragraph is to examine the properties of the opera-
tor
(
Dom(L±),L±

)
through as a succession of corrected (small)

exercises. This is an opportunity to illustrate, review and practice
many notions and tools that have been previously introduced.

Exercise 5.16. — Prove that L± is a closed operator.
Solution: Come back to Proposition 2.12, criterion (ii). Let (ψn) ∈
Dom(L±)N such that ψn → ψ and L±ψn → χ in the sense of
L2(R). We have L±ψn → L±ψ in the sense of distributions. The
limit is unique so that ψ ∈ Dom(L±) with L±ψ = χ. ◦

Exercise 5.17. — Prove that, for all u ∈ C∞0 (R), we have
(5.5.4.19)
Re〈L±u, u〉 = ‖u′‖2 , ‖L±u‖2 = ‖u′′‖2+‖xu‖2+2 Im 〈u′, u〉 .
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Solution: Notice that D2
x = −∂2

x, and therefore (after integration
by parts)

Re〈L±u, u〉 =

∫
(−∂2

xu± ixu)ūdx =

∫
|u′|2dx.

On the other hand
‖L±u‖2

=

∫
(−∂2

xu± ixu)(−∂2
xū∓ ixū) dx

=

∫ (
|u′′|2 + |xu|2 ± i(−xu∂2

xxū+ xū∂2
xxu)

)
dx

=

∫ (
|u′′|2 + |xu|2 ± i(u+ x∂xu)∂xū∓ i(ū+ x∂xū)∂xu

)
dx

=

∫ (
|u′′|2 + |xu|2 ± i(u∂xū− ū∂xu

)
dx.

◦

Exercise 5.18. — Deduce that there exists two constants c > 0
and C > 0 such that, for all u ∈ C∞0 (R),
(5.5.4.20)
c
(
‖u‖H2(R) + ‖xu‖

)
6 ‖L±u‖+ ‖u‖ 6 C

(
‖u‖H2(R) + ‖xu‖

)
.

Solution: Applying two times the Cauchy-Schwartz inequality and
using (5.5.4.19), we first get that

|Im 〈u′, u〉| 6 1

2
‖u′‖2 +

1

2
‖u‖2 6

1

4
‖L±u‖2 +

3

4
‖u‖2.

This also implies that

‖u‖2H2(R) + ‖xu‖2 = ‖u′′‖2 + ‖u′‖2 + ‖u‖2 + ‖xu‖2

6 2‖L±u‖2 + 3‖u‖2 .

We can take c = 1/
√

6 for instance. Moreover
1

2
‖L±u‖2 6 ‖u′′‖2 + ‖xu‖2 +

3

2
‖u‖2,

so that
1

2

(
‖L±u‖2 + ‖u‖2

)
6 2
(
‖u‖2H2(R) + ‖xu‖2

)
.

We can take C = 1/(2
√

2). ◦
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Exercise 5.19. — Prove the density of C∞0 (R) in Dom(L±) for
the graph norm

‖u‖L± := ‖L±u‖+ ‖u‖ .

Solution: Let u ∈ Dom(L ). From (the left part of) (5.5.4.20), we
know that u ∈ H2(R) and xu ∈ L2(R). Let χ ∈ C∞0 (R) be such
that 0 6 χ 6 1, and χ ≡ 1 on ] − 1, 1[, as well as χ ≡ 0 outside
the interval [−2, 2]. For R > 0, define χR(x) := χ(x/R), and
introduce uR := χRu. Fix any ε > 0. For R large enough, we
obtain that

‖xuR − xu‖ 6 C−1ε , ‖uR − u‖H2(R) 6 C−1ε.

From (5.5.4.20), this means that ‖uR − u‖L± 6 ε. There remains
to approach uR. Recall that C∞0 (R) is dense in H2

0(] − 2R, 2R[).
Thus, we can find a sequence (un) in C∞0 (R)N, with supports con-
tained in ] − 2R, 2R[, converging to uR in H2(R). Since |x| is
bounded by 2R on the support of un, we find that xun goes to
xuR in L2(R). The right part of (5.5.4.20) gives the conclusion. ◦

Exercise 5.20. — What is the adjoint of L±?

Solution: First observe that, for all (ψ, χ) ∈ C∞0 (R)× C∞0 (R),

〈L±ψ, χ〉 = 〈ψ,L ∗
±χ〉 = 〈ψ,L∓χ〉.

Thus, we have Dom(L∓) ⊂ Dom(L ∗
±). The rest of the proof

follows the same lines as in Section 2.2.4. We find that

Dom(L∓) = {ψ ∈ H2(R) : xψ ∈ L2(R)} = Dom(L ∗
±)

and L ∗
± = L∓. ◦

Exercise 5.21. — Prove that L± + 1 is bijective.

Solution: We have

〈(L± + 1)u, (L± + 1)u〉
= ‖L±u‖2 + 2Re 〈u,L±u〉+ ‖u‖2

= ‖u′′‖2 + ‖xu‖2 + 2Im 〈u′, u〉+ 2‖u′‖2 + ‖u‖2

>
1

2
‖u‖2.
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It is enough to apply Proposition 2.14 to get that L±+1 is injective
with closed range. From Proposition 2.52, we also know that

ker(L± + 1)∗ = ker(L∓ + 1) = {0} = ran (L± + 1)⊥ ,

and therefore

ran (L± + 1) = ran (L± + 1) = {0}⊥ = L2(R) .

◦

Exercise 5.22. — Prove that the resolvent of L± is compact.
Solution: We use Proposition 4.24. Let (ψn) be a sequence in
Dom(L±)N which is bounded for the graph norm. We know that
(ψn) is bounded in H2(R), and that (xψn) is bounded in L2(R). By
the Rellich theorem and using some exhaustion of R by compact
sets, we can extract a subsequence still denoted by (ψn), such that
(ψn) does converge in L2 on all compact subsets of R, to some
ψ ∈ H2(R) satisfying xψ ∈ L2(R). On the other hand, we have∫

B(0,R]c
|ψn − ψ|2 dx 6 R−2

∫
B(0,R]c

x2|ψn − ψ|2 dx

6 2R−2

∫
B(0,R]c

x2(|ψn|2 + |ψ|2) dx .

Thus, for all ε > 0, we can find some R large enough such that

lim
n→+∞

‖ψn − ψ‖L2(B(0,R]) = 0 , ‖ψn − ψ‖L2(B(0,R]c) 6 ε .

This means that (ψn) goes to ψ in L2(R). ◦

Exercise 5.23. — Show that, if λ belongs to the spectrum of L±,
then, for all α ∈ R, λ+ iα also belongs to the spectrum.
Solution: The idea is to conjugate L± with the (invertible and
continuous) translation operator τaψ(x) = ψ(x+ a). Remark that
τ−1
a L±τa = L± ± ia. ◦

Exercise 5.24. — Determine the spectrum of L .
Solution: It is empty!
Otherwise, the spectrum of L contains (at least) one point z. In
view of Corollary 5.12, it should be discrete. Taking into account
Exercise 5.23, it should also contain the whole vertical line passing
through z. This is clearly a contradiction. ◦
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5.5. An application of the Grushin formalism

Lemma 5.25. — Consider P and Q two projections such that
‖P −Q‖ < 1. Then,

dim ranP = dim ranQ .

Proof. — We let

U = QP + (Id−Q)(Id− P ) ∈ L (ran(P ), ran(Q)) ,

V = PQ+ (Id− P )(Id−Q) ∈ L (ran(Q), ran(P )) ,

and notice that UV = V U = Id − (P − Q)2. Thus UV and V U
are bijective, and so are U and V . The conclusion follows.

Lemma 5.26. — Let Ω be a non-empty open set of C and (Bz)z∈Ω

be a family of bounded operators which is strongly holomorphic in
the sense that

∀ψ ∈ H, Ω 3 z 7→ Bzψ is holomorphic.

Then, the family is holomorphic, meaning that

Ω 3 z 7→ Bz ∈ L(H) is holomorphic.

Proof. — First, let us show that Ω 3 z 7→ Bz is continuous. Let
z0 ∈ Ω and r > 0 such that D(z0, r) ⊂ Ω. We consider the family
of bounded operators(

Bz −Bz0

z − z0

)
z∈D(z0,r)\{z0}

.

It satisfies the assumptions of the Uniform Boundedness Principle
and we deduce that B is continuous at z0. Then, for all z ∈ Ω and
a convenient contour Γ, the Cauchy formula gives

Bzψ =
1

2iπ

∫
Γ

Bζψ

ζ − z
dζ .

The continuity of B implies that, for all ψ ∈ H,∫
Γ

Bζψ

ζ − z
dζ =

(∫
Γ

Bζ

ζ − z
dζ

)
ψ .

Thus,

Bz =
1

2iπ

∫
Γ

Bζ

ζ − z
dζ ,

and this formula classically implies the holomorphy.
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Proposition 5.27. — Consider a family of closed operators
(Lξ)ξ∈Ω where Ω ⊂ C is a non-empty open set. We assume that
this family is analytic in the sense that

(i) Dom (Lξ) is independent of ξ. This common domain is de-
noted by D.

(ii) For all ψ ∈ D, Ω 3 ξ 7→ Lξψ is holomorphic.

Let ξ0 ∈ Ω and z0 ∈ C. We also assume that

(iii) ker(Lξ0 − z0) = spanuξ0 with uξ0 6= 0.

(iv) ker(L ∗
ξ0
− z0) = span vξ0 with 〈uξ0 , vξ0〉 6= 0.

Then, there exist open neighborhoods V and W of ξ0 and z0

respectively, as well as some holomorphic function µ : V → W
such that, for all (ξ, z) ∈ V ×W ,

z ∈ sp(Lξ)⇔ z = µ(ξ) .

Moreover, dim ker(Lξ − µ(ξ)) = 1 and we can find an analytic
eigenvector (uξ)ξ∈V associated with µ.

Proof. — For all (ξ, z) ∈ Ω× C, we consider

Mξ,z =

(
Lξ − z ·vξ0
〈·, uξ0〉 0

)
: D × C→ H× C .

We can check that Mξ0,z0 is bijective and

M−1
ξ0,z0

=

(
(Lξ0 − z0)−1Πvξ0

·uξ0
〈·, vξ0〉 0

)
,

where Πvξ0
is the orthogonal projection on span vξ0 . Then, we

write

Mξ,z = Mξ0,z0 +

(
Lξ −Lξ0 − z + z0 0

0 0

)
=

(
Id +

(
Lξ −Lξ0 − z + z0 0

0 0

)
M−1

ξ0,z0

)
Mξ0,z0

= (Id + P ) Mξ0,z0 ,

with

P =

(
−Πvξ0

+ (Lξ − z)(Lξ0 − z0)−1Πvξ0
·(Lξ − z)uξ0

0 0

)
.
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Note that (ξ, z) 7→ (Lξ − z)uξ0 is holomorphic by assumption.
Moreover, the operator

Aξ,z = (Lξ − z)(Lξ0 − z0)−1Πvξ0
: H→ H

is closed and thus bounded, by the closed graph theorem. We can
use Lemma 5.26 to see that (ξ, z) 7→ Aξ,z is analytic (as a sum
of a function analytic in ξ and a function analytic in z). For (ξ, z)
close enough to (ξ0, z0), the operator

Id +

(
−Πvξ0

+ (Lξ − z)(Lξ0 − z0)−1Πvξ0
·(Lξ − z)uξ0

0 0

)
is bijective, and so is Mξ,z . Thus, we can write

M−1
ξ,z =

(
E0(ξ, z) E+(ξ, z)
E−(ξ, z) E±(ξ, z)

)
,

and we have z ∈ sp(Lξ) if and only if E±(ξ, z) = 0. The func-
tion E± is analytic with respect to (ξ, z) near (ξ0, z0). By using a
Neumann series, we get

E±(ξ0, z) = (z − z0)〈uξ0 , vξ0〉+ O(|z − z0|2) .

In particular,

∂zE±(ξ0, z0) = 〈uξ0 , vξ0〉 6= 0 .

With the analytic implicit functions theorem, we deduce the exis-
tence of µ.

Now, consider a contour Γ encercling µ(V) and define, for all
ξ ∈ V ,

Pξ =
1

2iπ

∫
Γ
(ζ −Lξ)

−1 dζ .

Since the projection-valued application ξ 7→ Pξ is continuous (in
fact analytic) and Pξ0 is of rank one, so is Pξ by Lemma 5.25.
In particular, Pξuξ0 is a non-zero (analytic) eigenvector associated
with µ(ξ).

5.6. Toeplitz operators on the circle

The following presentation is inspired by a course which has
been given by G. Lebeau at the École Polytechnique. In this sec-
tion, we consider H = L2(S1,C). If u ∈ H, we denote by (un)n∈Z
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the family of the Fourier coefficients of u:

∀n ∈ Z , un =
1

2π

∫ 2π

0
u(θ)e−inθ dθ .

We define P : H → H by, for all u ∈ H, (Pu)n = un if n ∈ N
and (Pu)n = 0 if n < 0. The range of P is called the Hardy space
and denoted byH2.

Definition 5.28. — Let a ∈ C 0(S1,C), and Ma : H → H be the
operator corresponding to the multiplication by a. The operator
T (a) := PMaP : H2 → H2 is called the Toeplitz operator of
symbol a.

Lemma 5.29. — Let a ∈ C 0(S1,C). We have T (a) ∈ L(H2) and
‖T‖ 6 ‖a‖∞.

Define en ∈ C 0(S1,C) by en(θ) := einθ.

Lemma 5.30. — Let n ∈ Z. Then, [Men , P ] is a finite rank oper-
ator (and thus it is compact).

Proposition 5.31. — Let a ∈ C 0(S1,C). Then, [Ma, P ] is a com-
pact operator.

Proof. — By the Fejér theorem, a can be approximated by
trigonometric polynomials in the sup norm.

Proposition 5.32. — Let a, b ∈ C 0(S1,C). Then, there exists
K ∈ K(H2) such that

T (a)T (b) = T (ab) +K .

Proof. — We find K = P [Ma, P ]MbP . It suffices to use Propo-
sition 5.31.

Proposition 5.33. — Let a ∈ C 0(S1,C). Assume that a does not
vanish. Then, T (a) is a Fredholm operator.

Proof. — It is a consequence of Proposition 5.32 with b = a−1.

Lemma 5.34. — Let a ∈ C 0(S1,C). Assume that a vanishes on
a non-empty open set. Then, T (a) is not a Fredholm operator.
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Proof. — Let us consider a closed bounded interval [γ1, γ2] ⊂
[0, 2π] with γ1 < γ2 and on which a is zero. If α ∈ R and if ρα
is the translation by α defined by ραu(θ) = u(θ − α), we have
[ρα, P ] = 0. We choose α = γ2 − γ1. Then, there exists n ∈ N
such that (ραMa)

n = 0.
By using commutators (see Proposition 5.31), we see that

(ραT (a))n is compact. If T (a) were Fredholm so would be
(ραT (a))n (see Proposition 5.7) and there would exist S ∈ L(H2)
and K ∈ K(H2) (see Proposition 5.5) such that

S(ραT (a))n = IdH2 +K ,

and thus IdH2 would be compact. This would be a contradiction.
Therefore T (a) is not Fredholm.

Proposition 5.35. — Let a ∈ C 0(S1,C). Assume that there exists
θ0 ∈ S1 such that a(θ0) = 0. Then, T (a) is not a Fredholm
operator.

Proof. — For all ε > 0, there exists ã ∈ C 0(S1,C) such that
‖a − ã‖∞ 6 ε and ã vanishes in a neighborhood of θ0. If a were
Fredholm, so would be ã by Lemma 5.2. With Lemma 5.34, this
would be a contradiction.

Proposition 5.36. — Let a ∈ C 1(S1,C). Assume that a does not
vanish. We can write a(θ) = r(θ)eiα(θ), with r > 0, α of class C 1.
Then

indT (a) = indT (eiα) = k :=
α(2π)− α(0)

2π
=

1

2iπ

∫ 2π

0

a′

a
dθ .

Proof. — Let us consider the following continuous family
(at)t∈[0,1]:

at(θ) = ((1− t)r(θ) + t)eiα(θ) .

For all t ∈ [0, 1], the function at does not vanish. We see that
(T (at))t∈[0,1] is a continuous family of Fredholm operators. The
index being preserved by perturbation, we get the first equality.
For the second one, we consider

ft(θ) = e(1−t)iα(θ)+iktθ = eiα(θ)+it
∫ θ
0 (k−α′(u)) du .
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It defines a continuous 2π-periodic function. We get

indT (eiα) = indT (eik·) = k .

5.7. Notes

i. The Fredholm theory is born with the study of linear integral
equations (see [14] and [4, Chapter III]).

ii. This chapter is inspired by [49, Appendix D], see also [41]
where the power of the Grushin formalism is explained with
various examples. This formalism, inspired by elementary
considerations of linear algebra, was originally used to study
pseudo-differential operators ([17, 40]).

iii. About Atkinson’s theorem, the reader can consult the original
article [1].

iv. Section 5.5 can be seen as a very particular case of the per-
turbation theory described in Kato’s book [25, Section VII.2].
The advantage of the Grushin formalism is to provide a more
synthetic presentation. Note that Lemma 5.25 can be found in
[25, Section I.8].

v. The Reader is invited to compare our presentation to the one
in [3, Section VI.3].





CHAPTER 6

SPECTRUM OF SELF-ADJOINT
OPERATORS

This chapter is devoted to the special case of self-adjoint opera-
tors. We explain that the discrete spectrum and the essential spec-
trum form a partition of the spectrum, and we give various criteria
(via Weyl sequences) to characterize these spectra. We also prove
the famous min-max theorem, which characterizes the low lying
eigenvalues of a self-adjoint operator bounded from below. This
chapter is illustrated by means of various canonical examples, such
as the Hamiltonian of the hydrogen atom.

6.1. Compact normal operators

Lemma 6.1. — Let T ∈ L(H) be a normal operator.

i. If V ⊂ H is a subspace such that T (V ) ⊂ V , then T ∗(V ⊥) ⊂
V ⊥.

ii. We have ker(T ) = ker(T ∗).

Proof. — Assume that V is a subspace such that T (V ) ⊂ V . For
u ∈ V ⊥ and v ∈ V , we have

〈T ∗u, v〉 = 〈u, Tv〉 = 0 .

For the second point, note that, for all x ∈ H,

‖Tx‖2 = 〈T ∗Tx, x〉 = 〈TT ∗x, x〉 = ‖T ∗x‖2 .
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Theorem 6.2. — Assume that H is infinite dimensional. Let us
consider T ∈ L(H) be a compact normal operator. Then, its
non zero spectrum is discrete and 0 belongs to the spectrum. Let
us consider the sequence of the distinct non zero eigenvalues
(λj)16j6k (with k ∈ N ∪ {+∞}) and let λ0 = 0. Then, we have
the decompositions
(6.6.1.1)

H =
k⊕
j=0

ker(T − λj) , T =
k∑
j=0

λjPj =
k∑
j=1

λjPj ,

where Pj is the orthogonal projection on ker(T − λj).

Proof. — If λ, µ ∈ sp(T ) \ {0} with λ 6= µ, then the correspond-
ing eigenspaces are orthogonal. Indeed, if u ∈ ker(T − λ) and
v ∈ ker(T − µ), by Lemma 6.1, we have v ∈ ker(T ∗ − µ̄) and

0 = 〈(T − λ)u, v〉 = 〈u, (T ∗ − λ)v〉 = (µ− λ)〈u, v〉 .
We consider the Hilbertian sum

V =

k⊕
j=1

ker(T − λj) .

Note that kerT = kerT ∗ ⊂ V ⊥. Since T is normal, the sub-
space V is stable under the action of T ∗, so that V ⊥ is stable under
(T ∗)∗ = T . Thus, we can consider T|V ⊥ ∈ L(V ⊥). It is a com-
pact normal operator on V ⊥. Its non zero spectrum does not exist.
Therefore T|V ⊥ ∈ L(V ⊥) is a normal operator with zero spectrum.
Due to Proposition 3.27, we get T|V ⊥ = 0. Thus V ⊥ ⊂ ker(T )

and then V ⊥ = kerT .
When k is finite, the sense of (6.6.1.1) is clear. Assume that k =
+∞. We can always adjust the eigenvalues λj with j > 1 in such a
way that the |λj | form a decreasing sequence going to zero. Then,
introduce

TN :=
N∑
j=0

λjPj =
k∑
j=1

λjPj , RN := T − TN .

By Proposition 3.27, we know that

‖T − TN‖ = r(RN ) = sup
j>N+1

|λj | 6 |λN | −→ 0 .
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Proposition 6.3. — Assume that H is of infinite dimensional.
Let us consider a self-adjoint operator T with compact resol-
vent. Then, its spectrum is real, discrete and can be written as a
sequence tending to +∞ in absolute value.

Proof. — By Proposition 2.64, the resolvent set contains +i and
−i. The spectrum is real, and we can use Corollary 5.12 to see that
the spectrum of T is discrete. The operator (T + i)−1 is compact
and normal. By Theorem 6.2, we have (6.6.1.1) for (T + i)−1, and
thereby

Tuj = µjuj , µj = λ−1
j −i ∈ R, uj = Pjuj , 1 6 j 6 k .

Since the λj go to zero, the µj tend +∞.

Exercise 6.4. — Let Ω ⊂ Rd be a bounded open set.

i. Prove that the spectrum of the Dirichlet (resp. Neumann)
Laplacian on Ω is real, discrete and can be written as a se-
quence tending to +∞.

ii. Consider the case d = 1 and Ω = (0, 1). Show that the Dirich-
let Laplacian is bijective. Exhibit a Hilbert basis of L2(Ω)
made of functions in H1

0(Ω).

Exercise 6.5. — Prove the statement in Remark 4.27.

Proposition 6.6 (Singular values). — Let T ∈ L(H) be a com-
pact operator. Then,

(i) T ∗T and |T | are compact and self-adjoint. Moreover,
kerT ∗T = ker |T | = kerT .

(ii) If (sn)n>1 denotes the non-decreasing sequence of the posi-
tive eigenvalues of |T |, associated with an orthonormalized
family of eigenfunctions (ψn)n>1, then the series∑

n>1

sn〈·, ψn〉ψn

converges to |T | in L(H).

(iii) The series∑
n>1

sn〈·, ψn〉ϕn , with ϕn = s−1
n Tψn
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converges to T in L(H). The family (ϕn)n>1 is orthonormal-
ized.

(iv) The series ∑
n>1

s2
n〈·, ψn〉ψn

converges to T ∗T = |T |2 in L(H).

Proof. — Only the third point requires a proof. It is enough to
notice that T ∗Tψn = s2

nψn.

6.2. About the harmonic oscillator

6.2.1. Domain considerations. — Consider the operator

H0 = (C∞0 (R),−∂2
x + x2) .

This operator is essentially self-adjoint as we have seen in Exam-
ple 2.79. Let us denote byH its closure. We have

Dom (H) = Dom (H∗0) = {ψ ∈ L2(R) : (−∂2
x+x2)ψ ∈ L2(R)} .

By using the results of Section 2.6.3, we also see that H is the
operator associated with the sesquilinear form defined by

∀ϕ,ψ ∈ B1(R) , Q(ϕ,ψ) =

∫
R

(
ϕ′ψ′ + x2ϕψ

)
dx .

We can prove the following separation property.

Proposition 6.7. — We have

Dom (H) = {ψ ∈ H2(R) : x2ψ ∈ L2(R)} .

Proof. — The proof is another illustration of the difference quo-
tient method. Let ψ ∈ Dom (H). It is sufficient to prove that
ψ′′ ∈ L2(R). There exists f ∈ L2(R) such that

∀ϕ ∈ C∞0 (R), 〈∂xψ, ∂xϕ〉+ 〈xψ, xϕ〉 = 〈f, ϕ〉 ,
where the bracket is now the L2-bracket. Since ψ ∈ B1(R) and
C∞0 (R) is dense in B1(R), we can extend this equality and get

∀ϕ ∈ B1(R), 〈∂xψ, ∂xϕ〉+ 〈xψ, xϕ〉 = 〈f, ϕ〉 .
Let us define the difference quotient

Dhϕ(x) =
ϕ(x+ h)− ϕ(x)

h
, x ∈ R, h 6= 0 .
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If ϕ ∈ B1(R), then Dhϕ ∈ B1(R). We get

∀ϕ ∈ B1(R), 〈∂xψ, ∂xDhϕ〉+ 〈xψ, xDhϕ〉 = 〈f,Dhϕ〉 .

It follows that

〈∂xψ, ∂xDhϕ〉 = −〈∂xD−hψ, ∂xϕ〉

and

〈xψ, xDhϕ〉 = −〈xD−hψ, xϕ〉−〈ψ(x−h), xϕ〉−〈xψ, ϕ(x+h)〉 .

We find, for all ϕ ∈ B1(R) and h 6= 0,

〈∂xD−hψ, ∂xϕ〉+ 〈xD−hψ, xϕ〉
= −〈f,Dhϕ〉 − 〈ψ(x− h), xϕ〉 − 〈xψ, ϕ(x+ h)〉 .

Applying this equality to ϕ = D−hψ, we get

〈∂xD−hψ, ∂xD−hψ〉+ 〈xD−hψ, xD−hψ〉
= −〈f,DhD−hψ〉 − 〈ψ(x− h), xD−hψ〉 − 〈xψ,D−hψ(x+ h)〉.

Then we notice that

|〈f,DhD−hψ〉| 6 ‖f‖L2(R)‖DhD−hψ‖L2(R)

6 ‖f‖L2(R)‖∂xD−hψ‖L2(R)

6
1

2

(
‖f‖2L2(R) + ‖∂xD−hψ‖2L2(R)

)
,

where we have used Proposition 2.94. We can deal with the other
terms in the same way and thus get

‖∂xD−hψ‖2L2(R) + ‖xD−hψ‖2L2(R)

6
1

2

(
‖f‖2L2(R) + ‖ψ‖2L2(R) + ‖xD−hψ‖2L2(R)

+ ‖ψ‖2B1(R) + |h|‖ψ‖2H1(R)

)
.

We deduce that

‖D−h∂xψ‖2L2(R) + ‖xD−hψ‖2L2(R)

6 ‖f‖2L2(R) + ‖ψ‖2L2(R) + ‖ψ‖2B1(R) + |h|‖ψ‖2H1(R) .

We may again use Proposition 2.94 and we conclude that ∂xψ ∈
H1(R) and xψ ∈ H1(R).
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6.2.2. Spectrum of the harmonic oscillator. — We have seen in
Exercise 4.28 that H has compact resolvent. Actually, one could
also directly use Propositions 4.24 and 6.7. Thus, the spectrum is
real, discrete and it is a non-decreasing sequence (λn)n>1 tending
to +∞ (we repeat the eigenvalue according to its multiplicity). We
would like to compute these eigenvalues.
Let us consider the following differential operators (acting on
S (R))

a =
1√
2

(∂x + x) , c =
1√
2

(−∂x + x) .

We have
2ca = −∂2

x + x2 − 1 , [a, c] = 1 .

Lemma 6.8. — For all ϕ,ψ ∈ S (R), we have

〈aϕ, ψ〉L2(R) = 〈ϕ, cψ〉L2(R) .

Lemma 6.9. — For all n ∈ N \ {0},
acn = ncn−1 + cna .

Proposition 6.10. — For all n > 1, we have λn = 2n − 1. In
particular, the eigenvalues are simple.

Proof. — We let g0(x) = e−x
2/2. We check that ag = 0. In

particular, we have 1 ∈ sp(H).
For n ∈ N, we let gn = cng0. By induction, we see that gn =

Hng0 where Hn is a polynomial of degree n. In particular, the
functions gn are in the domain of the harmonic oscillator.

Let us notice that

cacn = ncn + cn+1a .

We get that
Hgn = (2n+ 1)gn .

In particular, {2n+ 1 , n ∈ N} ⊂ sp(H).
Let us check that (gn)n∈N is an orthogonal family. Let n,m ∈

N with n < m. Let us consider

〈gn, gm〉L2(R) = 〈cng0, c
mg0〉L2(R) = 〈amcng0, g0〉L2(R) = 0 ,

where we used Lemmas 6.8 and 6.9, ag0 = 0, and an induction
procedure.
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Let us check that the family is complete.Take f ∈ L2(R) such
that, for all n ∈ N, 〈f, gn〉L2(R) = 0. It follows that, for all n ∈ N,∫

R
xnf(x)e−x

2/2 dx = 0 .

For all ξ ∈ R, we let

F (ξ) =

∫
R
e−ixξf(x)e−x

2/2 dx .

The function F is well defined. Now, we notice that

F (ξ) =

∫
R

+∞∑
k=0

f(x)
(−ixξ)k

k!
e−x

2/2 dx .

By the Fubini-Tonelli theorem, we have

∫
R

+∞∑
k=0

|f(x)|(|xξ|)
k

k!
e−x

2/2 dx

=
+∞∑
k=0

|ξ|k
∫
R
|f(x)| |x|

k

k!
e−x

2/2 dx .

Then, we have

+∞∑
k=0

|ξ|k
∫
R
|f(x)| |x|

k

k!
e−x

2/2 dx

6 ‖f‖L2(R)

+∞∑
k=0

|ξ|k

k!

(∫
R
|x|2ke−x2

dx

) 1
2

6 ‖f‖L2(R)

+∞∑
k=0

|ξ|k

k!
max
x∈R

(
|x|ke−x2/4

)(∫
R
e−x

2/2 dx

) 1
2

6 C

+∞∑
k=0

|ξ|k

k!
max
x∈R

(
|x|ke−x2/4

)
= C

+∞∑
k=0

1

k!

(
2k

e

) k
2

|ξ|k .
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Since this last power series is convergent (with infinite conver-
gence radius), we can apply the Fubini theorem and we get

F (ξ) =
+∞∑
k=0

ξk
∫
R
f(x)

(−ix)k

k!
e−x

2/2 dx = 0 .

Therefore, the Fourier transform of fe−x
2/2 is 0 and f = 0

If we denote by (fn)n∈N the L2-normalization of the family
(gn)n∈N, (fn)n∈N is a Hilbert basis of L2(R) such that Hfn =
(2n+ 1)fn.

Since the spectrum ofH is discrete, we only have to care about
the eigenvalues. Let us solve Hψ = λψ with λ ∈ R and ψ ∈
Dom (H). We write the following decomposition, converging in
L2(R),

ψ =
∑
n∈N
〈ψ, fn〉L2(R)fn .

For all ϕ ∈ S (R), we have

〈ψ, (H− λ)ϕ〉L2(R) = 0 .

Thus, by convergence in L2(R), for all ϕ ∈ S (R),∑
n∈N
〈ψ, fn〉L2(R)〈fn, (H− λ)ϕ〉L2(R) = 0 .

We choose ϕ = fk to see that∑
n∈N
〈ψ, fn〉L2(R)〈fn, ((2k + 1)− λ)fk〉L2(R)

= 〈ψ, fk〉L2(R)((2k + 1)− λ) = 0 .

If, for all k ∈ N, 〈ψ, fk〉L2(R) = 0, then ψ = 0. Therefore, there
exists k ∈ N such that (2k + 1)− λ = 0.

We have proved that

sp(H) = {2n− 1 , n ∈ N \ {0}} .
Let us now prove the statement about the multiplicity. Consider

a solution ψ ∈ Dom (H) of Hψ = (2n + 1)ψ. For all k ∈ N, we
get

〈ψ, fk〉L2(R)((2k + 1)− (2n+ 1)) = 0 .

Thus, for k 6= n, 〈ψ, fk〉L2(R) = 0. Thus, ψ is proportional to
fn.



6.3. CHARACTERIZATION OF THE SPECTRA 153

6.3. Characterization of the spectra

6.3.1. Properties. —

Lemma 6.11. — If T is self-adjoint, we have the equivalence:
λ ∈ sp(T ) if and only if there exists a sequence (un) ∈ Dom (T )
such that ‖un‖H = 1, and (T − λ)un −→

n−→+∞
0 in H.

Proof. —
⇐= By Lemma 3.13, if there exists a sequence (un) ∈ Dom (T )
which is such that ‖un‖H = 1 and (T − λ)un →

n→+∞
0, then

λ ∈ sp(T ).
=⇒ If λ = λ1 + iλ2 ∈ C \ R, that is λ2 6= 0, by Proposition 2.64
applied to the self-adjoint operator λ−1

2 (T −λ1), we can infer that
T − λ is invertible (with bounded inverse), so that λ 6∈ sp(T ), and
the criterion cannot be verified due to the contradiction between

‖un‖H = 1, RT (λ)(T − λ)un = un −→
n−→+∞

0.

We can restrict the discussion to the case λ ∈ R. If there is
no sequence (un) ⊂ Dom (T ) such that ‖un‖H = 1 and (T −
λ)un −→

n→+∞
0, then we can find c > 0 such that

‖(T − λ)u‖ > c‖u‖, ∀u ∈ Dom (T ) .

Therefore T −λ is injective with closed range. But, since T −λ =
(T − λ)∗, we have

ran (T − λ) = ran (T − λ) =
(
ker(T − λ)∗

)⊥
=
(
ker(T − λ)

)⊥
= {0}⊥ = H .

This means that T − λ is surjective, and therefore λ ∈ ρ(T ).

Lemma 6.12 (Weyl criterion). — If T is self-adjoint, then λ ∈
spess(T ) if and only if there exists a sequence (un) ⊂ Dom (T )
such that

(i) ‖un‖H = 1 ;

(ii) (un) has no subsequence converging in H ;

(iii) (T − λ)un →
n−→+∞

0 in H.
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This means that the condition (ii) allows to distinguish the essential
spectrum.

Proof. — First, remark that if (un) with ‖un‖H = 1 has a sub-
sequence converging in H to u, then we must have ‖u‖H = 1.
Indeed, we have (after extraction of a subsequence)

0 = lim
n→+∞

‖un − u‖2 = lim
n→+∞

(1− 〈un, u〉 − 〈u, un〉+ ‖u‖2)

= 1− ‖u‖2 .
If λ 6∈ sp(T ), then T − λ is invertible and un → u = 0, in
contradiction with ‖u‖H = 1.
If λ ∈ sp(T )\ spess(T ), the operator T −λ must be Fredholm (see
Proposition 3.49 and the following remark). Let (un) ⊂ Dom (T )
such that ‖un‖H = 1 and limn→+∞(T − λ)un = 0. The operator
T −λ : ker(T −λ)⊥ → ran (T −λ) is injective with closed range.
Therefore, there exists c > 0 such that, for all w ∈ ker(T − λ)⊥,
‖(T − λ)w‖ > c‖w‖. We write

un = vn + wn , vn ∈ ker(T − λ) , wn ∈ ker(T − λ)⊥ ,

and we have

‖(T − λ)un‖2 = ‖(T − λ)vn‖2 + ‖(T − λ)wn‖2 .
We deduce that wn → 0. Moreover, (vn) is bounded in a finite
dimensional space, thus there exists a converging subsequence of
(un).
Conversely, let us now assume that any sequence (un) ⊂ Dom (T )
such that ‖un‖H = 1 and limn→+∞(T −λ)un = 0 has a converg-
ing subsequence, going in H to some u with ‖u‖H = 1. Then
λ ∈ sp(T ). Moreover, the kernel ker(T −λ) is finite dimensional.
Indeed, if it were of infinite dimension, one could construct a in-
finite orthonormal family (un) in ker(T − λ) and in particular we
would get un ⇀ u = 0 (weak convergence), which is a contradic-
tion.
Let us now check that

∃c > 0 , ∀u ∈ ker(T − λ)⊥, ‖(T − λ)u‖ > c‖u‖ .
If not, there exists a normalized sequence (un) in ker(T − λ)⊥

such that ‖(T − λ)un‖ → 0. By assumption, we may assume that
(un) converges to some u that necessarily must belong to the space
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ker(T −λ)⊥. But since T −λ is closed (because it is self-adjoint),
we have (T − λ)u = 0 so that u = 0, and this is a contradiction.
Thus, the range of T − λ is closed and

codim ran (T − λ) = codim ran (T − λ) = dim ker (T ∗ − λ)

= dim ker (T − λ)

(6.6.3.2)

is finite. Thus T − λ is Fredholm and λ 6∈ spess(T ).

Lemma 6.13. — Assume that T is self-adjoint. Then λ ∈ spess(T )
if and only if there exists a sequence (un) ⊂ Dom (T ) such that

(i) ‖un‖H = 1 ;
(ii) (un) converges weakly to 0 ;

(iii) (T − λ)un →
n−→+∞

0 in H.

A sequence (un) satisfying (i) and converging weakly to 0 has
no subsequence converging in H. Otherwise, the limit (of norm
1) would be 0. The criterion (ii) of Lemma 6.13 is stronger than
the condition (i) of Lemma 6.12. Thus, Lemma 6.13 is a slight
improvement of Lemma 6.12.

Proof. — Let λ ∈ spess(T ). In the case dim ker(T−λ Id) = +∞,
we can select some orthonormal basis (vn) of ker(T − λ Id). The
sequence (vn) is weakly converging to 0 and, as expected, it is
such that (T − λ)vn = 0.
Now, we consider the case when dim ker(T − λ) < +∞. By
Lemma 6.12, there exists a sequence (un) ⊂ Dom (T ) such that
‖un‖H = 1 with no converging subsequence such that we have
limn→+∞(T − λ)un = 0 in H. We can write

un = ũn + kn , with ũn ∈ ker(T − λ)⊥ , kn ∈ ker(T − λ) .

We still have

(T − λ)ũn = (T − λ)un →
n→+∞

0 ,

and we may assume (up to a subsequence extraction) that (kn)
converges to k. Since (un) has no converging subsequence, (ũn)
does not converge, and so it does not go to 0. Therefore, up to
another extraction, we may assume that

∃ε0 > 0 , ∀n ∈ N , ‖ũn‖ > ε0 .
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Define ûn = ‖ũn‖−1ũn so that

‖ûn‖ = 1, ‖(T − λ)ûn‖ 6 ε−1
0 ‖(T − λ)ũn‖ →

n→+∞
0 .

Up to another extraction, we may assume that (ûn) converges
weakly to some û ∈ H. Then, for all v ∈ DomT = DomT ∗,

〈(T − λ)ûn, v〉 = 〈ûn, (T − λ)v〉 →
n→+∞

0 = 〈û, (T − λ)v〉 .

This implies that

û ∈ Dom (T ∗ − λ) = Dom (T − λ) , û ∈ ker(T − λ) .

By construction, we have ûn ∈ ker(T − λ)⊥, and thereby

∀n ∈ N , ∀ v ∈ ker(T − λ) , 〈ûn, v〉 = 0 .

Passing to the limit, there remains

∀ v ∈ ker(T − λ) , 〈û, v〉 = 0 .

In short, we have obtained that û ∈ ker(T − λ) ∩ ker(T − λ)⊥ =
{0}, and thereby û = 0. We have found a sequence with the
required property. For the converse, it is just an application of
Lemma 6.12.

Definition 6.14. — We call Fredholm spectrum spfred(T ) of T the
complement of the essential spectrum of T in the spectrum of T .

In other words, we have the partition

sp(T ) = spfred(T ) ∪ spess(T ), spfred(T ) ∩ spess(T ) = ∅ .

Lemma 6.15. — Let T be self-adjoint. Any element of the Fred-
holm spectrum is isolated in sp(T ).

Proof. — Fix λ ∈ sp(T ) \ spess(T ). By Lemma 6.11, there exists
a Weyl sequence (un) of unit vectors such that (T − λ)un → 0.
By Lemma 6.12, we may assume that (un) converges to some u
(of norm 1) and we get (T − λ)u = 0. The eigenvalue λ has finite
multiplicity because T − λ is Fredholm. Let us prove that it is
isolated. If this were not the case, then one could consider a non-
constant sequence (λn)n ∈ sp(T )N tending to λ. By Lemma 6.11,
for all n ∈ N, we can find un satisfying ‖un‖ = 1 and

‖(T − λn)un‖ 6
|λ− λn|

n
.
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and therefore
‖(T − λ)un‖ 6 ‖(T − λn)un‖+ |λn − λ|

6
|λ− λn|

n
+ |λ− λn| −→ 0 .

By Lemma 6.12, we may assume that (un) converges to some u ∈
Dom (T ) with ‖u‖ = 1. It follows that (T − λ)u = 0, and so

〈(T − λn)u, un〉 = 〈u, (T − λn)un〉 = (λ− λn)〈u, un〉 .

By the Cauchy-Schwarz inequality, we have

|〈u, un〉| 6
‖(T − λn)un‖
|λ− λn|

‖u‖ 6 1

n

which implies that 〈un, u〉 → 0, and we get u = 0, which is a
contradiction.

Lemma 6.16. — Let T be self-adjoint. Then, we have the follow-
ing properties

i. If λ ∈ sp(T ) is isolated, then it is an eigenvalue.

ii. All isolated eigenvalues of finite multiplicity belong to the
Fredholm spectrum.

As a consequence, all isolated eigenvalues contained in spess(T )
have infinite multiplicity.

Proof. — Let us prove (i). To this end, consider an isolated point
λ ∈ sp(T ). By definition, this means that there exists ε0 > 0 such
that, for all µ 6= λ such that |µ−λ| 6 ε0, we have µ /∈ sp(T ). For
all ε ∈ (0, ε0), we introduce

Pε =
1

2iπ

∫
Γε

(ζ − T )−1 dζ = P ,

where Γε is the circle of radius ε centered at λ. Since T is
closed (and using Riemannian sums), the operator Pλ is valued in
Dom (T ) and

(T − λ)P =
1

2iπ

∫
Γε

(T − λ)(ζ − T )−1 dζ

=
1

2iπ

∫
Γε

(ζ − λ)(ζ − T )−1 dζ .
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Now, we use the resolvent bound to get (as soon as ε0 is chosen
small enough) that

‖(T − ζ)−1‖ 6 1

dist (ζ, spT )
6

1

|λ− ζ|
.

Thus, we infer that ‖(T −λ)P‖ 6 ε for all ε ∈ (0, ε0). Therefore,
P is valued in ker(T − λ). It remains to apply Lemma 3.34 to see
that the range of P = P ∗ is not {0}.
Let us now consider (ii). Fix an isolated element λ ∈ sp(T ). It
is still isolated in sp(T| ker(T−λ)⊥) while, in contradiction with the
point (i), it cannot be an eigenvalue of the restriction T| ker(T−λ)⊥ .
This implies that λ ∈ ρ(T| ker(T−λ)⊥). Thus, there exists c > 0
such that

∀u ∈ ker(T − λ)⊥ , ‖(T − λ)u‖ > c‖u‖ .

We deduce that the range of T − λ is closed. We can use (6.6.3.2)
and, if λ is of finite multiplicity, we have therefore

dim ker(T − λ) < +∞ , codim ran (T − λ) < +∞ ,

so that T − λ is Fredholm.

Proposition 6.17. — Let T be self-adjoint. Then, the dis-
crete spectrum coincides with the Fredholm spectrum. We have
spfred(T ) = spdis(T ).

Proof. — Fix λ in the Fredholm spectrum. Then, by Lemma
6.15, it is isolated. We have seen in the proof of Lemma 6.16 that
ranP ⊂ ker(T−λ). Since the dimension of ker(T−λ) is finite, λ
is of finite algebraic multiplicity. We have also seen in the proof of
Lemma 6.12 that the range of T − λ is closed. Thus λ ∈ spdis(T ).
At this stage, we can assert that spfred(T ) ⊂ spdis(T ). The con-
verse is guaranteed by ii of Lemma 6.16.

Remark 6.18. — In particular, with Lemma 6.16, the discrete
spectrum coincides with the set of the isolated eigenvalues of fi-
nite multiplicity.

Finally, let us prove another useful property.
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Lemma 6.19. — Let T be self-adjoint. Consider λ ∈ spess(T ).
Then, for all N ∈ N∗ and ε > 0, there exists an orthonormal
family (uεn)16n6N such that, for all n ∈ {1, . . . , N},

‖(T − λ)uεn‖ 6 ε .

Proof. — If λ is isolated, then it is an eigenvalue of infinite mul-
tiplicity (see Remark 6.18) and the conclusion follows. Let ε ∈
(0, 1). If λ is not isolated, we may consider a sequence of distinct
numbers of the spectrum (λn)n∈N tending to λ and such that, for
all j, k ∈ N, we have |λj − λk| 6 ε

2 . If N = 1, by the Weyl
criterion, we get the existence of uε1 such that ‖(T − λ1)uε1‖ 6 ε

2 .
The conclusion follows for N = 1 since |λ− λ1| 6 ε

2 .
Let us now treat the case when N = 2. By the Weyl criterion, we
can find uε1 and ũε2 of norm 1 such that

‖(T − λ1)uε1‖ 6
ε

2
|λ1 − λ2| , ‖(T − λ2)ũε2‖ 6

ε

2
|λ1 − λ2| .

Since T is self-adjoint, we have

〈(λ1 − λ2)uε1, ũ
ε
2〉 = 〈uε1, (T − λ2)ũε2〉+ 〈(λ1 − T )uε1, ũ

ε
2〉

which implies that |〈uε1, ũε2〉| 6 ε. Setting

uε2 = ũε2 − 〈ũε2, uε1〉uε1, uε1 ⊥ uε2,
√

1− ε2 6 ‖uε2‖,
we have

‖(T − λ2)uε2‖ 6
ε

2
|λ1 − λ2|+ ε

(
|λ1 − λ2|+

ε

2
|λ1 − λ2|

)
.

Up to changing ε, the conclusion follows for N = 2.
We leave the case N > 3 to the reader.

6.3.2. Determining the essential spectrum: an example. — As
in Exercises 4.16 and 5.8, we consider a function V ∈ C∞(Rd,R)
such that ∇V is bounded and lim|x|→+∞ V (x) = 0. We are inter-
ested in the essential spectrum of the operator L +V with domain
H2(R). This operator is self-adjoint. Its spectrum is real. With
Exercise 5.8, we have spess(L + V ) ⊂ [0,+∞).
Let us prove that spess(L +V ) = [0,+∞). Let us start by showing
that 0 ∈ spess(L +V ). For that purpose, we use Lemma 6.13. Let
us consider χ ∈ C∞0 (Rd) such that ‖χ‖L2(Rd) = 1. For n ∈ N,

we consider χn(x) = n−
d
2χ(n−1x − ne1). The sequence (χn) is



160 CHAPTER 6. SPECTRUM OF SELF-ADJOINT OPERATORS

L2-normalized and converges to 0 weakly. For n large enough, we
have

‖(L + V )χn‖ = ‖L χn‖ = O(n−2) .

Let us now consider k ∈ R and the sequence χn,k = eik·χn. We
have

‖(L + V − k2)χn,k‖ = ‖eik·(L + V − k2)χn + [L , eik·]χn‖ .
But,

e−ik·[L , eik·] = k2 − 2ik∇ ,
and we deduce that k2 ∈ spess(L + V ), for all k ∈ R.

6.4. Min-max principle

6.4.1. Statement and proof. — Our aim is to give a standard
method to estimate the discrete spectrum and the bottom of the
essential spectrum of a self-adjoint operator T on an Hilbert space
H. We recall first the definition of the Rayleigh quotients of a self-
adjoint operator T .

Definition 6.20. — Let
(
Dom (T ), T

)
be a self-adjoint operator

on H, which is assumed to be semi-bounded from below. The
Rayleigh quotients which are associated with T are defined for all
positive natural number n ∈ N∗ by

µn(T ) = sup
ψ1,...,ψn−1

inf
u∈span (ψ1,...,ψn−1)⊥

u∈Dom (T ),u6=0

〈Tu, u〉H
〈u, u〉H

.

Remark 6.21. — Note that T is associated with a quadratic form
Q defined by

∀u ∈ Dom (T ) , Q(u) = 〈Tu, u〉 .
SinceQ is bounded from below on Dom (T ), we may� close� this
quadratic form in the sense that, for some M > 0, there exists
a vector space, denoted by Dom (Q), containing Dom (T ) (as a
dense subspace) such that (Dom (Q), Q + M‖ · ‖2) is a Hilbert
space. From the Lax-Milgram repesentation theorem, the form
Q + M‖ · ‖2 is associated to a self-adjoint operator T̃ . We have
T +M Id ⊂ T̃ and thus, by self-adjointness, T +M Id = T̃ .

With this in mind, we can replace u ∈ Dom (T ) by u ∈
Dom (Q) and 〈Tu, u〉 by Q(u) in the definition of µn(T ).
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Lemma 6.22. — If T is self-adjoint with non negative spectrum,
then µ1(T ) > 0.

Proof. — Let us assume that µ1(T ) < 0. We may define the
sesquilinear form

Q(u, v) = 〈(T − µ1(T ))−1u, v〉.
Then, Q is non-negative. Thus, the Cauchy-Schwarz inequality
provides, for u, v ∈ H,

|〈(T − µ1(T ))−1u, v〉|

6 〈(T − µ1(T ))−1u, u〉
1
2 〈(T − µ1(T ))−1v, v〉

1
2 .

For v = (T − µ1(T ))−1u, this becomes

‖v‖2 6 〈v, Tv − µ1(T )v〉
1
2 〈(T − µ1(T ))−1v, v〉

1
2 .

By the definition of µ1(T ), there is a sequence (vn) which is such
that

‖vn‖ = 1, 〈Tvn, vn〉 → µ1(T ).

We must have

1 6
(
〈vn, T vn〉 − µ1(T )

) 1
2 ‖(T − µ1(T ))−1‖

1
2 ,

which furnishes a contradiction when n→ +∞.

The following statement gives the relation between Rayleigh
quotients and eigenvalues.

Theorem 6.23. — Let T be a self-adjoint operator with domain
Dom (T ). We assume that T is semi-bounded from below. Then
the Rayleigh quotients µn of T form a non-decreasing sequence
and one of the following holds:

i. µn(T ) is the n-th eigenvalue counted with mutliplicity
of T , and the operator T has only discrete spectrum in
(−∞, µn(T )].

ii. µn(T ) is the bottom of the essential spectrum and, for all j >
n, µj(T ) = µn(T ).

Proof. — By definition, the sequence (µn) is non-decreasing.
Then, we notice that

(6.6.4.3) a < µn =⇒ (−∞, a) ∩ spess(T ) = ∅ .
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Indeed, if λ ∈ (−∞, a) were in the essential spectrum, by Lemma
6.19, for all N > 1 and ε > 0, we could find an orthonor-
mal family (uj)j∈{1,...,N} such that ‖(T − λ)uj‖ 6 ε√

N
. Then,

given n > 1 and taking N > n, for all (ψ1, . . . , ψn−1) ∈ H,
there exists a non-zero u in the intersection span (u1, . . . , uN ) ∩
span (ψ1, . . . , ψn−1)⊥. We write u =

∑N
j=1 αjuj . Then

〈Tu, u〉H
〈u, u〉H

6 λ+
‖(T − λ)u‖
‖u‖

6 λ+

 N∑
j=1

‖(T − λ)uj‖2
 1

2

6 λ+ ε .

It follows that µn 6 λ + ε. For ε small enough, we get µn 6
a, which is a contradiction. If γ is the infimum of the essential
spectrum (suppose that it is not empty), we have µn 6 γ. Note
also that if µn = +∞ for some n, then the essential spectrum is
empty. This implies the second assertion.

It remains to prove the first assertion. We assume that µn < γ.
By the same considerations as above, if a < µn, the number
of eigenvalues (with multiplicity) lying in (−∞, a) is less than
n − 1. Let us finally show that, if a ∈ (µn, γ), then the num-
ber of eigenvalues in (−∞, a) is at least n. If not, the direct
sum of eigenspaces associated with eigenvalues below a would
be spanned by ψ1, . . . , ψn−1 and

µn > inf
u∈span (ψ1,...,ψn−1)⊥

u∈Dom (T ),u6=0

〈Tu, u〉H
〈u, u〉H

> a ,

where we have used Lemma 6.22 and the fact that sp(T|F ) ⊂
[a,+∞), with

F = span (ψ1, . . . , ψn−1)⊥ .

An often used consequence of this theorem (or of its proof) is
the following proposition.

Proposition 6.24. — Suppose that there exists a ∈ R with a <
inf spess(T ) and an n-dimensional space V ⊂ DomT such that

〈Tψ, ψ〉H 6 a‖ψ‖2 , ∀ψ ∈ V ,
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Then, the n-th eigenvalue exists and satisfies

λn(T ) 6 a .

Remark 6.25. — When the Rayleigh quotients are below the es-
sential spectrum, the supremum and the infimum are a maximum
and a minimum, respectively.

Proposition 6.26. — Assume that µ1 < inf spess(T ). Then,
µ1 is a minimum of the first Rayleigh quotient (written with the
quadratic form Q). Moreover, any minimizer of the first Rayleigh
quotient belongs to the domain of T and is an eigenfunction of T
associated to µ1.

Proof. — The fact that µ1 is a minimum comes from that any
eigenfunction is a minimizer. Now, consider a minimizer u0 ∈
Dom(Q). We have

µ1 =
Q(u0)

‖u0‖2H
.

Consider v ∈ Dom(Q), and, for t small enough,

ϕ : t 7→ Q(u0 + tv)

‖u0 + tv‖2H
.

Writing that ϕ′(0) = 0, we get, for all v ∈ Dom (Q),

Q(u0, v) = µ1〈u0, v〉H .
This shows that u0 ∈ Dom (T ) and then Tu0 = µ1u0.

Remark 6.27. — We can extend the result of the last proposition
to the other Rayleigh quotients.

Exercise 6.28. — Let Ω ⊂ Rd be an open bounded set. Prove that
there exists c(Ω) > 0 such that, for all ψ ∈ H1

0(Ω),∫
Ω
|∇ψ|2 dx > c(Ω)‖ψ‖2 .

What is the optimal c(Ω)? We will consider the Dirichlet Lapla-
cian on Ω.

Exercise 6.29. — Consider the self-adjoint operator L associ-
ated with the quadratic form

∀ψ ∈ H1(R) , Q(ψ) =

∫
R
|ψ′|2 + V (x)|ψ|2 dx ,
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where V ∈ C∞0 (R,R).

i. What is the essential spectrum?

ii. We assume that
∫
R V (x) dx < 0. Prove that the discrete spec-

trum is not empty.

6.4.2. Sturm-Liouville’s oscillation theorem. — We consider
the operator L = −∂2

x + V (x), with V ∈ C∞([0, 1]), on [0, 1]
and domain

Dom (L ) =
{
ψ ∈ H1

0((0, 1)) : (−∂2
x + V (x))ψ ∈ L2((0, 1))

}
.

L is a self-adjoint operator with compact resolvent. Therefore,
we may consider the non-decreasing sequence of its eigenvalues
(λn)n>1.

Lemma 6.30. — The eigenvalues of L are simple.

Proof. — It follows from the Cauchy-Lipschitz theorem.

For all n > 1, let us consider an L2-normalized eigenfunction
un associated with λn. Notice that 〈un, um〉 = 0 if n 6= m and
that the zeros of un are simple and thus isolated.

Theorem 6.31. — For all n > 1, the function un admits exactly
n− 1 zeros in (0, 1).

Proof. — Let us denote by Zn the number of zeros of un in (0, 1).
Let us prove that Zn 6 n − 1. If the eigenfunction un admits

at least n zeros in (0, 1), denoted by z1, . . . , zn. We let z0 = 0
and zn+1 = 1. We define (un,j)j=0,...,n by un,j(x) = un(x) for
x ∈ [zj , zj+1] and un,j(x) = 0 elsewhere. It is clear that these
functions belong to the form domain of L and that they form an
orthogonal family. By integrating by parts, we get

∀v ∈ span
j∈{0,...,n}

un,j , Q(v, v) 6 λn‖v‖2L2((0,1)) .

By the min-max principle, we get λn+1 6 λn and this contradicts
the simplicity of the eigenvalues.

Let us now prove that Zn > Zn−1 + 1. It is sufficient to show
that if un−1 is zero in z0 and z1 (two consecutive zeros, for ex-
ample un−1 is positive on (z0, z1)), then un vanishes in (z0, z1).
Indeed, this would imply that un vanishes at least Zn−1 + 1 times.
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For that purpose we introduce W (f1, f2) = f ′1f2− f1f
′
2 and com-

pute
W (un−1, un)′ = (λn − λn−1)un−1un .

Assume that un does not vanish on (z0, z1). For instance
un > 0 on (z0, z1). Then, we get W (un−1, un)′ > 0. We
have W (un−1, un)(z0) > 0 and W (un−1, un)(z1) 6 0, and thus
we get a contradiction.

The conclusion follows easily.

6.4.3. Weyl’s law in one dimension. —

6.4.3.1. Two examples. —

Definition 6.32. — If (L,Dom (L)) is a self-adjoint operator and
E ∈ R, N (L, E) denotes the number of eigenvalues of L below
E.

Let HDir
h = h2D2

x be the Dirichlet Laplacian on (0, 1). Its do-
main is given by

Dom (HDir
h ) = H2(0, 1) ∩ H1

0(0, 1) ,

andHDir
h has compact resolvent. We can easily compute the eigen-

values:
λn
(
HDir
h

)
= h2n2π2 , n ∈ N \ {0} ,

so that, for E > 0,

N
(
HDir
h , E

)
∼
h→0

√
E

πh
=

1

2πh

∫
{(x,ξ)∈(0,1)×R: ξ26E}

dx dξ .

In the same way, we can explicitly compute the eigenvalues when
Hh = h2D2

x + x2. We have

λn (Hh) = (2n− 1)h , n ∈ N \ {0} ,
so that, for E > 0,

N (Hh, E) ∼
h→0

E

2h
=

1

2πh

∫
{(x,ξ)∈R2: ξ2+x26E}

dx dξ .

From these examples, one could guess the more general formula

N (Hh, E) ∼
h→0

1

2πh

∫
{(x,ξ)∈R2: ξ2+V (x)6E}

dx dξ

=
1

πh

∫
R

√
(E − V )+ dx .
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6.4.3.2. Statement in one dimension. — We propose to prove the
following version of the Weyl law in dimension one.

Proposition 6.33. — Let V : R→ R be a piecewise Lipschitzian
function with a finite number of discontinuities, and bounded from
below. Consider the operator Hh = h2D2

x + V (x) (defined via a
quadratic form), and E ∈ R. Assume that

{x ∈ R : V (x) 6 E} = [xmin(E), xmax(E)] .

Then

N(Hh, E) ∼
h→0

1

πh

∫
R

√
(E − V )+ dx .

6.4.4. Proof of the Weyl law. — The following lemma is a con-
sequence of the definition of the Rayleigh quotients.

Lemma 6.34 (Dirichlet-Neumann bracketing)
Let (sj)j∈Z be a subdivision of R and consider the oper-

ators (with Dirichlet or Neumann conditions on the points of the
subdivision)

HDir/Neu
h =

⊕
j∈Z
HDir/Neu
h,j ,

where HDir/Neu
h,j is the Dir/Neu realization of h2D2

x + V (x) on
(sj , sj+1). We have, in terms of the domains of the quadratic
forms,

Dom (QDir
h ) ⊂ Dom (Qh) ⊂ Dom (QNeu

h ) ,

and the Rayleigh quotients satisfy, for all n > 1,

µn(HNeu
h ) 6 µn(Hh) 6 µn(HDir

h ) .

We can now start the proof of Proposition 6.33.
We consider a subdivision of the real axis (sj(h

α))j∈Z, which
contains the discontinuities of V , for which there exist c > 0, C >
0 such that, for all j ∈ Z and h > 0, chα 6 sj+1(hα)− sj(hα) 6
Chα, where α > 0 is to be determined. Denote

Jmin(hα) = min{j ∈ Z : sj(h
α) > xmin(E)} ,

Jmax(hα) = max{j ∈ Z : sj(h
α) 6 xmax(E)} .
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For j ∈ Z we introduce the Dirichlet (resp. Neumann) realization
on (sj(h

α), sj+1(hα)) of h2D2
x + V (x) denoted by HDir

h,j (resp.
HNeu
h,j ). The Dirichlet-Neumann bracketing implies that

Jmax(hα)∑
j=Jmin(hα)

N(HDir
h,j , E) 6 N(Hh, E) 6

Jmax(hα)+1∑
j=Jmin(hα)−1

N(HNeu
h,j , E) .

Let us estimate N(HDir
h,j , E). If QDir

h,j denotes the quadratic form of
HDir
h,j , we have, for all ψ ∈ C∞0 ((sj(h

α), sj+1(hα))),

QDir
h,j (ψ) 6

∫ sj+1(hα)

sj(hα)
h2|ψ′(x)|2 + Vj,sup,h|ψ(x)|2 dx ,

where
Vj,sup,h = sup

x∈(sj(hα),sj+1(hα))
V (x) .

We infer that

N(HDir
h,j , E)

> #

{
n > 1 : n 6

1

πh
(sj+1(hα)− sj(hα))

√
(E − Vj,sup,h)+

}
so that

N(HDir
h,j , E) >

1

πh
(sj+1(hα)− sj(hα))

√
(E − Vj,sup,h)+ − 1 ,

and thus

Jmax(hα)∑
j=Jmin(hα)

N(HDir
h,j , E) >

1

πh

Jmax(hα)∑
j=Jmin(hα)

(sj+1(hα)− sj(hα))
√

(E − Vj,sup,h)+

− (Jmax(hα)− Jmin(hα) + 1) .

Let us consider the function

f(x) =
√

(E − V (x))+
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and analyze∣∣∣∣∣∣
Jmax(hα)∑
j=Jmin(hα)

(sj+1(hα)− sj(hα))
√

(E − Vj,sup,h)+ −
∫
R
f(x) dx

∣∣∣∣∣∣
6

∣∣∣∣∣∣
Jmax(hα)∑
j=Jmin(hα)

∫ sj+1(hα)

sj(hα)

√
(E − Vj,sup,h)+ − f(x) dx

∣∣∣∣∣∣
+

∫ xmax(E)

sJmax (hα)
f(x) dx+

∫ sJmin(hα)

xmin(E)
f(x) dx

6

∣∣∣∣∣∣
Jmax(hα)∑
j=Jmin(hα)

∫ sj+1(hα)

sj(hα)

√
(E − Vj,sup,h)+ − f(x) dx

∣∣∣∣∣∣+ C̃hα .

Using the trivial inequality |√a+ −
√
b+| 6

√
|a− b|, we get∣∣∣f(x)−

√
(E − Vj,sup,h)+

∣∣∣ 6√|V (x)− Vj,sup,h| .

Since V is Lipschitzian on (sj(h
α), sj+1(hα)), we get:∣∣∣∣∣∣

Jmax(hα)∑
j=Jmin(hα)

∫ sj+1(hα)

sj(hα)

√
(E − Vj,sup,h)+ − f(x) dx

∣∣∣∣∣∣
6 (Jmax(hα)− Jmin(hα) + 1)C̃hαhα/2 .

This leads to the optimal choice α = 2
3 and we obtain the lower

bound

Jmax(h2/3)∑
j=Jmin(h2/3)

N(HDir
h,j , E)

>
1

πh

(∫
R
f(x) dx− C̃h(Jmax(h2/3)− Jmin(h2/3) + 1)

)
.

It follows that

N(Hh, E)

>
1

πh

(∫
R
f(x) dx− C̃h1/3(xmax(E)− xmin(E)− C̃h

)
.

We can deal with the Neumann realizations in the same way.
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6.4.5. Some exercises. —

Exercise 6.35. — We wish to study the 2D harmonic oscillator
L = −∆ + |x|2.

i. Write the operator in radial coordinates.

ii. Explain how the spectral analysis can be reduced to the study
of:

−∂2
ρ − ρ−1∂ρ + ρ−2m2 + ρ2 ,

on L2(ρdρ) with m ∈ Z.

iii. Perform the change of variable t = ρ2.

iv. For which α is t 7→ tαe−t/2 an eigenfunction ?

v. Conjugate the operator by t−m/2et/2. On which space is the
new operator Lm acting ? Describe the new scalar product.

vi. Find the eigenvalues (and eigenfunctions) of Lm by noticing
that RN [X] is stable under Lm. These eigenfunctions are the
famous Laguerre polynomials.

vii. Conclude.

Exercise 6.36. — Let h > 0. We consider V ∈ C∞(R,R). We
assume that V has a unique minimum at 0 and that

V (0) = 0 , V ′′(0) > 0 .

We recall that the operator (−h2∂2
x + V (x),C∞0 (R))is essentially

self-adjoint and we denote by Lh its unique self-adjoint extension.

i. What is the domain of Lh?

ii. Prove that Lh is unitary equivalent to L̃h, the unique self-
adjoint extension of

(−h∂2
y + V (h

1
2 y),C∞0 (R)) .

iii. Let n ∈ N∗. We know that there exists a non-zero function
Hn ∈ S (R) such that

−H ′′n + x2Hn = (2n− 1)Hn .

Find fn ∈ S (R), non-zero, such that∥∥∥∥∥
(

L̃h − (2n− 1)h

√
V ′′(0)

2

)
fn

∥∥∥∥∥
L2(R)

=
h→0

O(h
3
2 ) .
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iv. Prove that, for all n ∈ N∗,

dist

(
sp(Lh), (2n− 1)h

√
V ′′(0)

2

)
= O(h

3
2 ) .

v. Thanks to a Weyl sequence, show that [V∞,+∞) ⊂
spess(Lh).

vi. Let λ < V∞.

(a) Explain why there exist a function χ ∈ C∞0 (R) and
c > 0 such that

V − λ+ χ > c .

Notice that {V 6 λ} is compact.

(b) We consider Mh,λ = h2D2
x+V −λ+χ (with the same

domain as Lh). Prove that Mh,λ is bijective and give
an upper bound for the norm of its inverse.

(c) Let (un)n∈N be a bounded sequence in L2(R). Prove
that vn = χM−1

h,λun is bounded in H1(R) and that it is
equi-L2-integrable. What can we say about the operator
χM−1

h,λ?

(d) Establish that Lh−λ is a Fredholm operator with index
0.

vii. What is the essential spectrum?

viii. Show that, if h is small enough, the operator Lh has discrete
spectrum and give an upper bound of the smallest eigenvalue.

6.5. On the groundstate energy of the hydrogen atom

Let us consider the following quadratic form

∀ψ ∈ H1(R3) , Q(ψ) =

∫
R3

(
|∇ψ|2 − 1

|x|
|ψ|2

)
dx .

It is not immediately clear that the non-positive term is well-
defined.
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Proposition 6.37. — There exists C > 0 such that, for all ψ ∈
H1(R3), we have

(6.6.5.4)
∫
R3

1

|x|
|ψ|2 dx 6 C‖ψ‖2H1(R3) .

Moreover, there exists C > 0 such that, for all ψ ∈ H1(R3),

(6.6.5.5) Q(ψ) >
1

2
‖∇ψ‖2L2(R3) − C‖ψ‖

2
L2(R3) .

In particular, up to shifting Q, it is a coercive quadratic form on
H1(R3).

Proof. — We have∫
R3

1

|x|
|ψ|2 dx 6

∫
B(0,1)

1

|x|
|ψ|2 dx+ ‖ψ‖2L2(R3)

6 C‖ψ‖2L4(R3) + ‖ψ‖2L2(R3) ,

where we used the Cauchy-Schwarz inequality and the fact that
1
|x| ∈ L2

loc(Rd). Let us now use a classical Sobolev embedding
theorem H1(R3) ⊂ Lp(R3) for p ∈ [2, 6]. In particular, there
exists C > 0 such that, for all ψ ∈ H1(R3),

‖ψ‖2L4(R3) 6 C‖ψ‖2H1(R3) = C(‖ψ‖2L2(R3) + ‖∇ψ‖2L2(R3)) .

Consider ϕ ∈ H1(R3) and α > 0. Inserting ψ(·) = ϕ(α·), we get

‖ϕ‖2L4(R3) 6 C(α−
3
2 ‖ϕ‖2L2(R3) + α

1
2 ‖∇ϕ‖2L2(R3)) .

When ‖∇ϕ‖L2(R3) 6= 0, we choose

α =
‖ϕ‖L2(R3)

‖∇ϕ‖L2(R3)
,

and get

‖ϕ‖2L4(R3) 6 C‖ϕ‖
1
2

L2(R3)
‖∇ϕ‖

3
2

L2(R3)
.

This last estimate is actually true for all ϕ ∈ H1(R3). It follows
that ∫

R3

1

|x|
|ψ|2 dx 6 C‖ψ‖

1
2

L2(R3)
‖∇ψ‖

3
2

L2(R3)
+ ‖ψ‖2L2(R3) .
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We recall the Young inequality

ab 6 ε−p
ap

p
+ εq

bq

q
,

with

a, b > 0 , ε > 0 , p ∈ (1,+∞) ,
1

p
+

1

q
= 1 .

Choosing p = 4 and q = 4
3 , we get∫

R3

1

|x|
|ψ|2 dx 6 C

(
ε−4
‖ψ‖2L2(R3)

4
+

3

4
ε

4
3 ‖∇ψ‖2L2(R3)

)
+ ‖ψ‖2L2(R3) .

Choosing ε such that 3C
4 ε

4
3 = 1

2 , the conclusion follows.

We may consider L the operator associated with Q and
given by the Lax-Milgram theorem. In Quantum Mechanics, the
(Schrödinger) operator L describes the hydrogen atom. The
infimum of its spectrum, denoted by E, is sometimes called
� ground-energy �. Let us compute its value. From the min-max
theorem, we have

E = inf
ψ∈H1(R3)\{0}

∫
R3

(
|∇ψ|2 − 1

|x| |ψ|
2
)

dx

‖ψ‖2
L2(R3)

.

Proposition 6.38. — We have

E 6 −1

4
.

Proof. — Let us consider the test function

ψ(x) = e−α|x| , α > 0 .

We use the spherical coordinates

x = r sin θ cosφ , y = r sin θ sinφ , z = r cos θ ,

with (r, θ, φ) ∈ (0,+∞)× [0, π)× [0, 2π). We get∫
R3

e−2α|x| dx = 4π

∫ +∞

0
r2e−2αr dr .
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In the same way,∫
R3

(
|∇ψ|2 − 1

|x|
|ψ|2

)
dx = 4π

∫ +∞

0
(α2r2 − r)e−2αr dr .

Integrating by parts, one easily gets∫ +∞

0
r2e−2αr dr =

1

4α3
,

∫ +∞

0
re−2αr dr =

1

4α2
.

We deduce that∫
R3

(
|∇ψ|2 − 1

|x| |ψ|
2
)

dx

‖ψ‖2
L2(R3)

= α(α− 1) .

With α = 1
2 , we deduce the result.

Lemma 6.39. — The subspace C∞0 (R3\{0}) is dense in H1(R3).

Proof. — We know that C∞0 (R3) is dense in H1(R3). Let ψ ∈
H1(R3) and ε > 0. Consider ϕ ∈ C∞0 (R3) such that

‖ψ − ϕ‖H1(R3) 6 ε .

Let χ be a non-negative smooth function such that 0 /∈ supp(χ)
and χ(x) = 1 for all x such that |x| > 1. Let us consider

ϕn(x) = χ(nx)ϕ(x) .

We have
‖ϕn − ϕ‖2H1(R3)

= ‖ϕn − ϕ‖2L2(R3) + ‖∇ϕn −∇ϕ‖2L2(R3)

= ‖ϕn − ϕ‖2L2(R3) + ‖χ(n·)∇ϕ−∇ϕ+ nϕ∇χ(n·)‖2L2(R3) .

By the dominated convergence theorem,

lim
n→+∞

‖ϕn−ϕ‖2L2(R3) = 0 , lim
n→+∞

‖χ(n·)∇ϕ−∇ϕ‖2L2(R3) = 0 .

We have

‖nϕ∇χ(n·)‖2L2(R3) = n−1

∫
R3

|∇χ(y)|2|ϕ(n−1y)|2 dy

6 n−1‖∇χ‖2L2(R3)‖ϕ‖
2
∞ .

Therefore, for n large enough, we get

‖ϕn − ϕ‖H1(R3) 6 ε .
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The conclusion easily follows.

Lemma 6.40. — We have

E = inf
ψ∈C∞0 (R3\{0})\{0}

∫
R3

(
|∇ψ|2 − 1

|x| |ψ|
2
)

dx

‖ψ‖2
L2(R3)

.

Proof. — It follows from (6.6.5.4) and Lemma 6.39.

Proposition 6.41. — We have

E = −1

4
.

Proof. — Let ε > 0. There exists ψ ∈ C∞0 (R3 \ {0}) such that

E >

∫
R3

(
|∇ψ|2 − 1

|x| |ψ|
2
)

dx

‖ψ‖2
L2(R3)

− ε .

We use again the spherical coordinates, and we let

ψ̃(r, θ, φ) = ψ(r sin θ cosφ, r sin θ sinφ, r cos θ) .

Letting U = (0,+∞)× [0, π)× [0, 2π), we have

Q(ψ)

=

∫
U

(
|∂rψ̃|2 +

|∂θψ̃|2

r2
+
|∂φψ̃|2

r2 sin2 θ
− |ψ̃|

2

r

)
r2 sin θ dr dθ dφ

>
∫ π

0

∫ 2π

0

(∫ +∞

0

[
|∂rψ̃|2 −

|ψ̃|2

r

]
r2 dr

)
sin θ dθ dφ .

Let us consider the quadratic form, in the ambient Hilbert space
L2(R+, r

2 dr), defined, for all f ∈ C∞0 (R+),

q(f) =

∫ +∞

0

(
|f ′|2 − r−1|f |2

)
r2 dr .

Let us show that q is bounded from below by −1
4 . In fact, we can

write

q(f) =

∫ +∞

0

∣∣∣∣f ′ + 1

2
f

∣∣∣∣2 r2 dr − 1

4

∫ +∞

0
|ψ|2r2 dr ,
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since
1

2
Re

∫ +∞

0
(|f |2)′r2 dr = −

∫ +∞

0

|f |2

r
r2 dr .

We deduce that
Q(ψ) > −1

4
‖ψ‖2L2(R3) .

Thus, for all ε > 0,

E > −1

4
− ε .

Actually, the spirit of the proof of Proposition 6.41 can also be
used as follows.

Proposition 6.42 (Hardy-Leray inequality)
For all ψ ∈ H1(R3),

(6.6.5.6)
1

4

∫
R3

|ψ|2

|x|2
dx 6 ‖∇ψ‖2L2(R3) .

Proof. — Let us consider first ψ ∈ C∞0 (R3 \ {0}). By using the
spherical coordinates, we have

‖∇ψ‖2L2(R3)

=

∫
U

(
|∂rψ̃|2 +

|∂θψ̃|2

r2
+
|∂φψ̃|2

r2 sin2 θ

)
r2 sin θ dr dθ dφ

>
∫ π

0

∫ 2π

0

(∫ +∞

0
|r∂rψ̃|2 dr

)
sin θ dθ dφ .

Expanding a square and using an integration by parts, we get∫ +∞

0

∣∣∣∣∣r∂rψ̃ +
ψ̃

2

∣∣∣∣∣
2

dr

=

∫ +∞

0
|r∂rψ̃|2 dr +

1

4

∫ +∞

0
|ψ̃|2 dr +

1

2

∫ +∞

0
r∂r(|ψ̃|2) dr

=

∫ +∞

0
|r∂rψ̃|2 dr − 1

4

∫ +∞

0
|ψ̃|2 dr .

We infer that∫ +∞

0
|r∂rψ̃|2 dr >

1

4

∫ +∞

0
r−2|ψ̃|2r2 dr .
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We deduce that (6.6.5.6) holds for all ψ ∈ C∞0 (R3 \ {0}).
Now, recall Lemma 6.39, and take ψ ∈ H1(Rd). There exists a

sequence (ψn) ⊂ C∞0 (R3\{0}) converging to ψ in H1(R3)-norm.
We have

1

4

∫
R3

|ψn|2

|x|2
dx 6 ‖∇ψn‖2L2(R3) .

The right-hand-side converges to ‖∇ψ‖2L2(R3). Since (ψn) con-
verges to ψ in L2(R3), it has a subsequence (ψϕ(n)) converging
to ψ almost everywhere. By the Fatou lemma, the conclusion fol-
lows.

Proposition 6.43. — The ground-energyE belongs to the discrete
spectrum of L .

Proof. — Let us actually prove that all the negative eigenvalues
belong to the discrete spectrum. Let us use the Weyl criterion.
Consider λ < 0 in the spectrum of L . Let (un) ⊂ Dom(L ) be
such that ‖un‖ = 1 and

lim
n→+∞

(L − λ)un = 0 .

Taking the scalar product with un, and using the definition of L ,
we have

lim
n→+∞

Q(un) = λ .

There exists R0 > 0 such that, for all |x| > R0

1

|x|
− λ >

|λ|
2
.

Let ε > 0. There exists R > 0 such that, for all n > 1,∫
|x|>R

|un|2 dx 6 ε .

From (6.6.5.5), we deduce that (un) is bounded in H1(R3). Thanks
to the Kolmogorov-Riesz theorem, we infer that {un, n > 1} is
relatively compact in L2(R3). In particular, (un) has a converging
subsequence. We deduce that λ belongs to the discrete spectrum.

It requires a little more work to prove that E is a simple eigen-
value. Let us first describe the domain of L .
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Proposition 6.44. — We have

Dom (L ) = H2(Rd) .

Proof. — We recall that

Dom (L ) = {ψ ∈ H1(R3) : H1(R3) 3 ϕ 7→ Q(ϕ,ψ)

is continuous for the L2(R3)-topology} .

Then, due to Proposition 6.42, the fact that ψ ∈ Dom (L ) is
equivalent to the fact that ψ ∈ H1(R3) and the continuity of

H1(R3) 3 ϕ 7→
∫
R3

∇ϕ∇ψ dx .

Taking ϕ ∈ C∞0 (R3) and using the Riesz representation theorem,
we see that

Dom (L ) = {ψ ∈ H1(R3) : −∆ψ ∈ L2(R3)} = H2(R3) .

Consider our test function of Proposition 6.38, ψ0(x) =

(8π)−
1
2 e−

|x|
2 . It belongs to H2(R3), and a computation in spheri-

cal coordinates gives

Lψ0 = −1

4
ψ0 .

Let us now turn to the proof of the simplicity of the smallest eigen-
value.

Proposition 6.45. — For all ψ ∈ H1(R3), we have |ψ| ∈ H1(Rd)
and

‖∇ψ‖L2(R3) 6 ‖∇|ψ|‖L2(R3) .

Proof. — Consider ϕ ∈ C∞0 (R3) and ψ ∈ H1(Rd). We may
consider a sequence (ψn) ⊂ C∞0 (R3) such that limn→+∞ ψn = ψ
in H1(R3). For all ε > 0 and z ∈ C, we let

|z|ε =
√
|z|2 + ε2 − ε(6 |z|) .
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By dominated convergence, we have∫
R3

∇ϕ |ψ|dx = lim
ε→0

∫
R3

∇ϕ |ψ|ε dx

= lim
ε→0

lim
n→+∞

∫
R3

∇ϕ |ψn|ε dx

= − lim
ε→0

lim
n→+∞

∫
R3

ϕ∇|ψn|ε dx

= − lim
ε→0

lim
n→+∞

∫
R3

ϕ
Re (ψn∇ψn)√
|ψn|2 + ε2

dx .

By using that limn→+∞∇ψn = ∇ψ in L2(Rd), we get∫
R3

∇ϕ |ψ|dx = − lim
ε→0

lim
n→+∞

∫
R3

ϕ
Re (ψn∇ψ)√
|ψn|2 + ε2

dx .

Up to a subsequence, we may assume that limn→+∞ ψn = ψ al-
most everywhere. By dominated convergence, we find∫

R3

∇ϕ |ψ| dx = − lim
ε→0

∫
R3

ϕ
Re (ψ∇ψ)√
|ψ|2 + ε2

dx ,

and then ∫
R3

∇ϕ |ψ| dx = −
∫
R3

ϕRe

(
ψ

|ψ|
∇ψ
)

dx .

This shows that

∇|ψ| ∈ L2(Rd) , and ∇|ψ| = Re

(
ψ

|ψ|
∇ψ
)
,

and the inequality follows.

Lemma 6.46. — Let ψ ∈ H2(Rd) be an eigenfunction of L as-
sociated with −1

4 . Then, |ψ| is an eigenfunction of L associated
with −1

4 .

Proof. — From Proposition 6.45, and the min-max theorem, we
have

−1

4
=

Q(ψ)

‖ψ‖2
L2(R3)

>
Q(|ψ|)
‖|ψ|‖2

L2(R3)

> min
ψ∈H1(R3)\{0}

Q(u)

‖u‖2
L2(R3)

= −1

4
.
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From Proposition 6.26, we deduce that |ψ| ∈ Dom (L ) =
H2(Rd) and

L |ψ| = −1

4
|ψ| .

Proposition 6.47. — Let ψ ∈ H2(Rd) be an eigenfunction of L
associated with −1

4 . Then, ψ is continuous and does not vanish.

Proof. — The continuity of ψ follows from H2(R3) ⊂ C 0(R3).
From Lemma 6.46, we have u := |ψ| ∈ H2(R3) and

−∆u− 1

|x|
u = −1

4
u ,

or

−∆u+
1

4
u =

1

|x|
u .

From Proposition 6.42, we have v := 1
|x|u ∈ L2(R3). Using the

Fourier transform, we get

Fu = û =
1

|ξ|2 + 1
4

v̂ ∈ L1(R3) .

We recall that, for all ω > 0,

F−1

(
1

|ξ|2 + ω2

)
=
e−ω|x|

4π|x|
.

By the inverse Fourier transform, we get

u(x) =

∫
R3

1

4π|x− y|
e−|x−y|/2v(y) dy .

Since v > 0 and v 6= 0, we get that, for all x ∈ R3, u(x) > 0.

Corollary 6.48. — The spectral subspace ker
(
L + 1

4

)
is of di-

mension 1. Moreover,

ker

(
L +

1

4

)
= span (8π)−

1
2 e−

|·|
2 .

Proof. — Consider ψ1 and ψ2 two independent eigenfunctions.
We can find a linear combination of them vanishing at 0. This is
impossible by Proposition 6.47.
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6.6. Notes

i. The interested Reader can read [4, Chapter VI] where the min-
max theorem is proved and illustrated in the context of differ-
ential equations.

ii. The Weyl’s law (see the original reference [47]) in higher di-
mensions is proved in [4, Chapter VI, §4], see also the detailed
proof in [35, Chapter XIII, Section 15].

iii. The Sobolev embedding used in the proof of Proposition 6.37
is proved in [3, Theorem IX.9 & Corollary IX.10].

iv. In the proof of Proposition 6.42, we used [37, Theorem 3.12].

v. Proposition 6.42 was proved for the first time by Leray in [30,
Chapitre III], and it actually implies Proposition 6.37.

vi. It is possible to give a complete description of the discrete (and
essential) spectrum of the hydrogen atom by means of the fa-
mous spherical harmonics and the Laguerre polynomials, see
[45, Section 10.2].



CHAPTER 7

HILLE-YOSIDA AND STONE’S
THEOREMS

This chapter is about the relation between C 0-groups and their
generators. In particular, we explain why to each unitary C 0-group
we may associate a unique self-adjoint operator. More importantly,
we prove that any self-adjoint operator generates a unitary C 0-
group which solves an evolution equation (e.g., the Schrödinger
equation).

7.1. Semi-groups

Definition 7.1. — Let E be a Banach space. A C 0-semigroup is
a family (Tt)t>0 of bounded operators on E such that

i. for all s, t > 0, TtTs = Tt+s,

ii. T0 = Id,

iii. for all x ∈ E, the application R+ 3 t 7→ Ttx is continuous.

Exercise 7.2. — Consider the vector space

Cub :=
{
f : [0,+∞[−→ R ; f is bounded and unif. continuous

}
equipped with the sup norm. This is a Banach space. Then, for all
t ∈ R+, define the translation operator

Tt : Cub −→ Cub
f(·) 7−→ Ttf(·) := f(t+ ·).

Show that the family (Tt)t>0 is a C 0-semigroup.
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Solution: We have

‖T (t)f‖L∞(R+) = ‖f‖L∞([t,+∞[) 6 ‖f‖L∞(R+),

with equality when the support of f is contained in [t,+∞[. It
follows that T (t) is a bounded operator satisfying ‖T (t)‖ = 1.
The items i. and ii. follow directly from the definition, whereas iii.
is a consequence of the uniform continuity of f ∈ Cub. ◦

Lemma 7.3. — Let (Tt)t>0 be a C 0-semigroup. Then, there exist
M > 0 and ω > 0 such that

(7.7.1.1) ∀t > 0 , ‖Tt‖ 6Meωt .

Proof. — For all t > 0, we have

‖Tt‖ 6 ‖T1‖btc sup
s∈[0,1]

‖Ts‖ .

Now, for all x ∈ E, the family (‖Tsx‖)s∈[0,1] is bounded (by conti-
nuity of the semi-group on the compact [0, 1]). SinceE is a Banach
space, we can use the Uniform Boundedness Principle to deduce
that (Ts)s∈[0,1] is bounded. The conclusion follows with

ω = ln ‖T1‖ , M = sup
s∈[0,1]

‖Ts‖ .

Definition 7.4. — Let (Tt)t>0 be a C 0-semigroup. The infinites-
imal generator generated by this semigroup is the unbounded op-
erator

(
Dom (A), A

)
defined by

Dom (A) :=

{
x ∈ E; lim

t→0+
t−1(Tt − Id)x exists

}
,

as well as

∀x ∈ Dom (A), Ax := lim
t→0+

t−1(Tt − Id)x.

Observe that Dom (A) is indeed a linear subspace, and that A is
by construction a linear map. In particular, we have 0 ∈ Dom (A)
and, of course, A0 = 0.

Exercise 7.5. — Consider Exercise 7.2. Show that

Dom (A) =
{
f ∈ Cub ; f ′ ∈ Cub

}
, Af = f ′.
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Solution: For f ∈ Dom (A), we must have

Af = lim
t→0+

t−1
[
f(t+ ·)− f(·)

]
= f ′(·) ∈ Cub,

which gives rise to

Dom (A) ⊂
{
f ∈ Cub ; f ′ ∈ Cub

}
, Af = f ′.

Conversely, assume that f ∈ Cub is such that f ′ ∈ Cub. Then

‖t−1
[
f(t+ ·)− f(·)

]
− f ′(·)‖L∞(R+)

= sup
x∈R+

1

t

∣∣∣∣∫ x+t

x

[
f ′(τ)− f ′(x)

]
dτ

∣∣∣∣ .
6 sup
|τ−x|6t

|f ′(τ)− f ′(x)| = o(1) .

And therefore f ∈ Dom (A) with Af = f ′. ◦

Let us now discuss some properties of A. In the following the
integrals can be understood in the Riemannian sense.

Proposition 7.6. — Let (Tt)t>0 be a C 0-semigroup andA its gen-
erator. Then,

(i) for all x ∈ E and t > 0, we have

lim
ε→0

1

ε

∫ t+ε

t
Tsx ds = Ttx.

(ii) for all x ∈ E and t > 0, we have∫ t

0
Tsx ds ∈ Dom (A), A

∫ t

0
Tsx ds = (Tt − Id)x.

(iii) for all x ∈ Dom (A) and t > 0, we have Ttx ∈ Dom (A).
The application t 7→ Ttx is of class C 1 with

d(Ttx)

dt
= ATtx = TtAx.

(iv) for all x ∈ Dom (A), for all s, t > 0, we have

(Tt − Ts)x =

∫ t

s
ATτx dτ.
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Proof. — The point (i) follows from the continuity. For the point
(ii), we write, for all ε > 0,

ε−1(Tε − Id)

∫ t

0
Tsx ds =

1

ε

∫ t

0
Ts+εx ds− 1

ε

∫ t

0
Tsx ds

=
1

ε

∫ t+ε

t
Tux du− 1

ε

∫ ε

0
Tux du .

Thus, we can take the limit ε→ 0, and the equality follows.
Let us consider (iii). Let ε > 0, x ∈ Dom (A), and t > 0. We
have

1

ε
(Tε − Id)Ttx = Tt

(
1

ε
(Tε − Id)x

)
.

The right-hand-side has a limit when ε → 0+, which is Tt(Ax).
By definition of Dom (A), we have Ttx ∈ Dom (A). Moreover,
due to the continuity of Tt, this furnishes

lim
ε→0+

Tε+tx− Ttx
ε

=
d(Ttx)

dt
= ATtx = TtAx .

Thus, by definition of Dom (A), we get Ttx ∈ Dom (A) and
ATtx = TtAx. We have to check the derivability on the left at
t > 0. We write
ε−1(Ttx− Tt−εx) = Tt−ε(ε

−1(Tεx− x))

= Tt−ε(Ax) + Tt−ε(ε
−1(Tεx− x)−Ax) .

Since t 7→ ‖Tt‖ is locally bounded (by Lemma 7.3), the conclusion
follows. The point (iv) follows from the point (iii).

Proposition 7.7. — Let (Tt)t>0 be a C 0-semigroup andA its gen-
erator. Then, Dom (A) is dense and A is closed.

Proof. — For ε > 0, we let Rε = ε−1
∫ ε

0 Tsx ds. Let x ∈ E. We
have Rεx ∈ Dom (A) and limε→0Rεx = x. Thus, Dom (A) is
dense. Then, we consider (xn) ∈ Dom (A)N such that xn → x
and Axn → y. For all t > 0, we have

(Tt − Id)xn =

∫ t

0
TsAxn ds ,

and thus, since s 7→ ‖Ts‖ is locally bounded,

(Tt − Id)x =

∫ t

0
Tsy ds .
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Dividing by t and taking the limit t → 0+ we find that x ∈
Dom (A) and y = Ax.

With ω as in (7.7.1.1), introduce

Λω := {λ ∈ C; Reλ > ω} .

Observe that

‖ e−λtTtx ‖6Me−(Reλ−ω)t ‖ x ‖ .

Given λ ∈ Λω, we define the Laplace transform

E 3 x 7−→ Rλx :=

∫ +∞

0
e−λtTtx dt

It is a bounded operator satisfying ‖Rλ‖ 6M(Reλ− ω)−1.

Exercise 7.8. — Show that the map R : Λω −→ L(E) satisfies
the resolvent formula (3.3.1.2).
Solution: Let us just give hints (there are some intermediate com-
putations to be done). Remark that

Rλ −Rµ
µ− λ

=

∫ +∞

0
e−(µ−λ)τRλdτ −

∫ +∞

0
e−(µ−λ)τRµ dτ

=

∫ +∞

0

∫ +∞

0
e−(µ−λ)τe−λrTr dr dτ

−
∫ +∞

0

∫ +∞

0
e−(µ−λ)(τ+r)e−λrTr dr dτ

=

∫ +∞

0

∫ r

0
e−(µ−λ)sdse−λrTr dr

=

∫ +∞

0

∫ +∞

0
e−λte−µsTt+s dtds = RλRµ.

◦

Lemma 7.9. — Let (Tt)t>0 be a C 0-semigroup and A its genera-
tor. Then, Λω ⊂ ρ(A). More precisely, we have

∀λ ∈ Λω, ∀x ∈ E, (λ−A)−1x = Rλx.
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Proof. — For all ε > 0, we write

ε−1(Tε − Id)Rλx = ε−1

∫ +∞

0
e−λt(Tt+εx− Ttx) dt .

Thus,

ε−1(Tε − Id)Rλx

= ε−1eελ
∫ +∞

ε
e−λtTtx dt− ε−1

∫ +∞

0
e−λtTtx dt ,

so that

ε−1(Tε − Id)Rλx

= ε−1(eελ − 1)

∫ +∞

0
e−λtTtx dt− ε−1

∫ ε

0
e−λtTtx dt .

This proves that Rλx ∈ Dom (A), that ARλx = λRλx − x, that
is (λ − A)Rλ = Id. On the other hand, for all x ∈ Dom (A), we
have

RλAx =

∫ +∞

0
e−λtTtAxdt =

∫ +∞

0
e−λt

d

dt
Ttx dt

=
[
e−λtTtx

]+∞
0

+ λ

∫ +∞

0
e−λtTtx dt = −x+ λRλx.

In other words, we also have Rλ(λ−A) = IdDom (A).

7.2. Hille-Yosida’s theorem

Definition 7.10. — A contraction on E is a linear map such that
‖T‖ 6 1.

Theorem 7.11 (Hille-Yosida’s theorem). — An operatorA is the
infinitesimal generator of a contraction semigroup (Tt)t>0 if and
only if

i. A is closed and Dom (A) is dense,

ii. (0,+∞) ⊂ ρ(A) and, for all λ > 0, ‖(A− λ)−1‖ 6 λ−1.

7.2.1. Necessary condition. — If A is the infinitesimal genera-
tor of a contraction semigroup (Tt)t>0, we have already seen that
A is closed, that Dom (A) is dense, that M = 1 and that ω = 0.
In view of Lemma 7.9, we have ii.
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7.2.2. Sufficient condition. — Let us now assume that A is
closed and Dom (A) is dense and that (0,+∞) ⊂ ρ(A) and, for
all λ > 0, ‖(A − λ)−1‖ 6 λ−1. The idea is to approximate A by
a bounded operator and use the exponential. For λ > 0, we let
Sλ = λ(λ−A)−1 and Aλ = ASλ. For x ∈ Dom (A), we have

λ(λ−A)−1x− (λ−A)(λ−A)−1x = Sλx−x = (λ−A)−1Ax,

so that
lim

λ→±∞
Sλx = x.

On the other hand, we have

‖x− Sλx‖ 6 ‖x− x̃‖+ ‖Sλx̃− Sλx‖+ ‖x̃− Sλx̃‖.

Since Dom (A) is dense, for all ε ∈ R∗+, we can find x̃ ∈ Dom (A)
such that ‖x − x̃‖ 6 ε. Knowing that ‖Sλ‖ 6 1, the preceding
inequality gives rise to

‖x− Sλx‖ 6 ε+ ε+ lim
λ→−∞

‖x̃− Sλx̃‖ = 2ε.

Thus, for all x ∈ E, we have

lim
λ→±∞

Sλx = x .

Since SλA = ASλ on Dom (A), we deduce that

(7.7.2.2) ∀x ∈ Dom (A) , lim
λ→+∞

Aλx = Ax .

Observe that

λ2(λ−A)−1 = λ
[
(A− λ)(λ−A)−1 + Id+ λ(λ−A)−1

]
= λ

[
(A− λ+ λ)(λ−A)−1 + Id

]
= λA(λ−A)−1 + λ = Aλ + λ .

It follows that Aλ is a bounded operator. Moreover, for all t > 0
and λ > 0, we have

etAλ = e−tλ+tλ2(λ−A)−1
,

as well as

(7.7.2.3) ‖etAλ‖ = e−tλ‖etλ2(λ−A)−1‖ 6 e−tλetλ‖Sλ‖ 6 1 .
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Then, we write

etAλx− etAµx = etAµ
(
et(Aλ−Aµ)x− x

)
=

∫ 1

0

d

ds

[
etsAλet(1−s)Aµx

]
ds

=

∫ 1

0
etsAλet(1−s)Aµ t(Aλ −Aµ)x ds .

In view of (7.7.2.3), this gives rise to

‖etAλx− etAµx‖ 6 t‖Aλx−Aµx‖ .

Applying (7.7.2.2), for all t ∈ R+ and all x ∈ Dom (A), the fam-
ily (etAλx)λ is of Cauchy type when λ goes to +∞, and therefore
it has a limit. By density of Dom (A) and since ‖etAλ‖ 6 1, this
limit exists for all x ∈ E. Thus, we can define

Ttx = lim
λ→+∞

etAλx , ‖Ttx‖ 6 lim sup
λ→+∞

‖etAλx‖ .

From (7.7.2.3), we can deduce that (Tt)t>0 is a contraction C 0-
semigroup. Let us consider B its generator. Let x ∈ Dom (A) and
ε > 0. We have

ε−1(Tε − Id)x = lim
λ→+∞

ε−1(eεAλ − Id)x

= lim
λ→+∞

ε−1

∫ ε

0
esAλAλx ds

= ε−1

∫ ε

0
TsAx ds .

We deduce that x ∈ Dom (B) and Bx = Ax. Thus A ⊂ B.
It remains to show that Dom (A) = Dom (B). We do it by con-
tradiction. Assume that we can find x ∈ Dom (B) \ Dom (A).
Since 1 ∈ ρ(A), we have (1−A)Dom (A) = E. But we have also
1 ∈ ρ(B) so that (1−B)Dom (B) = E. Consider (1−B)x. We
can find x̃ ∈ Dom (A) such that (1−B)x = (1−A)x̃ = (1−B)x̃.
By construction x̃ 6= x, which contradicts the injectivity of 1−B.

7.3. Stone’s theorem

We work on a Hilbert space H.
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Theorem 7.12 (Stone’s theorem). — Let L be a self-adjoint op-
erator. There exists a unique C 0-unitary (on H) group (Ut)t∈R
such that

(i) Ut : Dom (L )→ Dom (L ),

(ii) for all u ∈ Dom (L ), Utu ∈ C 1(R,H)∩C 0(R,Dom (L )),

(iii) for all u ∈ Dom (L ), d
dtUtu = iLUtu = iUtL u,

(iv) U0 = Id.

We let Ut = eitL for all t ∈ R.
Conversely, if (Ut)t∈R is a C 0-unitary group, then, there exists a
unique self-adjoint operator L such that, for all t ∈ R,Ut = eitL .
The domain is
(7.7.3.4)

Dom (L ) =

{
u ∈ H : sup

0<t61
t−1‖Utu− u‖ < +∞

}
.

7.3.1. Necessary condition. — Let L be a self-adjoint operator.
The operator L is closed with dense domain. For all λ > 0,
we have already seen that ±iH − λ is bijective and that we have
‖(±iL − λ)−1‖ 6 λ−1. Therefore, the operators ±iL are the
generators of C 0-semigroups (U±t )t>0. We have d

dtU
−
t U

+
t u =

−iLU−t U
+
t u + U−t iLU+

t u = 0. We get that, for all t > 0,
U−t U

+
t u = u. We let Ut = U+

t for t > 0 and Ut = U−−t for t < 0.
(Ut)t∈R is a C 0-group. We have, for all t ∈ R, U ′t = iLUt. For
all u ∈ Dom (L ), we have

d

dt
‖Utu‖2 = 〈iLUtu, Utu〉+ 〈Utu, iLUtu〉 = 0 .

Thus, (Ut)t∈R is unitary.

7.3.2. Sufficient condition. — Let (Ut)t∈R be a C 0-unitary
group. Let us write the generator of the C 0-unitary semi-group
(Ut)t>0 as iL . Applying Hille-Yosida’s theorem, the operator L
is closed, and it has a dense domain. Differentiating UtU−t = Id,
we get that

0 = iLUtU−t + Ut
dU−t
dt

= Ut
[
iLU−t +

dU−t
dt

]
,

and therefore −iL is the generator of (U−t)t>0. Applying again
Hille-Yosida’s theorem, we know that 1 ∈ ρ(−iL ) or that
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−iL − 1 = −i(L − i) is invertible. In particular, this implies
that ran (L − i) = H and that ker(L ∗ + i) = {0} . Then, dif-
ferentiating ‖Utu‖2 = ‖u‖2, we get easily that L is symmetric.
From Proposition 2.64, we deduce that H is self-adjoint with

Dom (L ) =

{
u ∈ H : lim

t→0+
t−1(Utu− u) exists

}
⊂
{
u ∈ H : sup

0<t61
t−1‖Utu− u‖ < +∞

}
.

Then, take u ∈ H such that

sup
0<t61

t−1‖Utu− u‖ < +∞ ,

and consider v ∈ Dom (L ). We have

|〈u,L v〉| = lim
t→0+

1

t
|〈u, Utv − v〉|

= lim
t→0+

1

t
|〈U−tu− u, v〉| 6 C‖v‖ .

This shows that u ∈ Dom (L ∗) = Dom (L ).

Exercise 7.13. — Consider a self-adjoint operator (Dom (L ),H).
Let U : H → H be a unitary transform, and let us consider the
operator (Dom (L̃ ), L̃ ) defined by

Dom (L̃ ) = UDom (L ) , and L̃ = ULU−1 .

i. Show that L̃ is self-adjoint.

ii. Prove that, for all t ∈ R, eitL̃ = UeitLU−1.

7.4. Notes

i. This chapter has been inspired by [48, Chapter IX].

ii. A direct proof of the Stone theorem can be found in [35, Sec-
tion VIII.4].

iii. We used integrals of functions valued in a Banach space. In
this chapter, these integrals may be understood in the Riemann
sense, since we only deal with continuous functions. Never-
theless, if one wants to use, for instance, the dominated con-
vergence theorem and the Fubini theorem (as we will in the
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next chapter), it is more convenient to use the Bochner inte-
gral (see the original reference [2]).





CHAPTER 8

ABOUT THE SPECTRAL MEASURE

The purpose of this chapter is to introduce the Reader to the no-
tion of spectral measure associated with a self-adjoint operator. Let
L be a self-adjoint operator on H. Given a function f : R → C,
we would like to define functions f(L ) of L with the following
properties:

(i) f(L ) : Dom
(
f(L )

)
→ H,

(ii) [f(L ),L ] = 0,

(iii) f(L ) + g(L ) = (f + g)(L ) = g(L ) + f(L ) on
Dom (f(L )) ∩Dom (g(L )),

(iv) f(L )g(L ) = (fg)(L ) = g(L )f(L ) on{
u ∈ Dom (g(L )); g(L )u ∈ Dom (f(L ))

}
,

(v) f(L )∗ = f(L ).

We make the construction progressively by dealing with less and
less regular functions f(·). The framework is the Schwartz class
S (R) in Section 8.1, the set L∞(R) of bounded Borelian functions
in Section 8.2, and just Borelian functions in Section 8.3. A key
step of the construction is to give a definition of the spectral mea-
sure associated with L . This measure may be decomposed thanks
to the Lebesgue theorem, and so the Hilbert space H can be. This
allows to define the corresponding classical spectral subspaces (ab-
solutely continuous, singular continuous, pure point) and the cor-
responding spectra. We also provide the Reader with some criteria
to characterize the absolute continuity of the spectrum.
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8.1. A functional calculus based on the Fourier transform

We denote by F the Fourier transform and by F−1 its inverse,
which are defined on S (R) by

Fψ(ξ) =

∫
R
ψ(x)e−ixξ dx ,

and

ψ(x) = F−1Fψ(x) =
1

2π

∫
R

Fψ(ξ)eixξ dξ .

We can construct a functional calculus by using the inverse Fourier
transform.

Definition 8.1. — Let L be a self-adjoint operator. For all f ∈
S (R) and u ∈ H, we let

(8.8.1.1) f(L )u =
1

2π

∫
R

Ff(t)eitL u dt,

where the C 0-unitary group (eitL )t∈R is given by Stone’s Theo-
rem 7.12.

Note that the integral inside (8.8.1.1) is absolutely convergent. We
find f(L ) ∈ L(H) with

‖f(L )‖ 6 1

2π

∫
R
|Ff(t)|dt < +∞.

Exercise 8.2. — Consider Exercise 7.13, and prove that, for all
f ∈ S (R),

f(ULU−1) = Uf(L )U−1 .

Proposition 8.3. — For all f, g ∈ S (R), we have (i)–(v).

Proof. — Let us only prove (iii). We recall that

F (fg) = Ff ?Fg .
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Then, we write

f(L )(g(L )u) =
1

2π

∫
R
eitL Ff(t)g(L )udt

=
1

2π

∫
R
eitL Ff(t)

∫
R
eiτL Fg(τ)udτ dt

=
1

2π

∫
R

∫
R
ei(t+τ)L Ff(t)Fg(τ)udτ dt

=
1

2π

∫
R

∫
R
eitL Ff(t− τ)Fg(τ)u dτ dt

=
1

2π

∫
R
eitL Ff ?Fg(t)udt

=
1

2π

∫
R
eitL F (fg)(t)udt

= (fg)(L )u .

We introduce A := S (R) ⊕ C. Let f ∈ A with f = f0 + λ0.
We extend the functional calculus by adding the constants. Given
f as above, we define

f(L ) = f0(L ) + λ0 Id ∈ L(H) .

Proposition 8.4. — For all f, g ∈ A, we have (i)–(v).

Lemma 8.5. — Let f ∈ A with f > 0. Then, we have, for all
u ∈ H,

〈f(L )u, u〉 > 0 .

Proof. — Let ε > 0. The function (ε + f)
1
2 belongs to A (the

regularity is guaranteed by the shift in ε). We have

(ε+ f)
1
2 (L )(ε+ f)

1
2 (L ) = (ε+ f)(L ) .

Thus, since (ε+ f)
1
2 (L ) is symmetric, for all u ∈ H,

〈u, (ε+ f)(L )u〉 = ‖(ε+ f)
1
2 (L )u‖2 > 0 .

Then, we take the limit ε→ 0.

Lemma 8.6. — For all f ∈ A, we have ‖f(L )‖ 6 ‖f‖∞.
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Proof. — Let us consider g = ‖f‖2∞ − |f |2 ∈ A. We get, for all
u ∈ H,

〈g(L )u, u〉 > 0 ,

so that
0 6 〈|f |2(L )u, u〉 6 ‖f‖2∞‖u‖2 .

But, we have

〈|f |2(L )u, u〉 = 〈(ff)(L )u, u〉 = 〈f(L )f(L )u, u〉
= 〈f(L )∗f(L )u, u〉 = ‖f(L )u‖2 .

Lemma 8.7. — Consider χ ∈ C∞0 (R,R) such that 0 6 χ 6 1
equal to 1 in a neighborhood of 0. For R > 0, we let χR(·) =
χ(R−1·). Then, for all u ∈ H,

lim
R→+∞

χR(L )u = u .

Proof. — By definition, we have

2πχR(L )u =

∫
R

FχR(t)eitL udt =

∫
R
R(Fχ)(Rt)eitL udt

=

∫
R

(Fχ)(t)eitL /Rudt .

We have, by continuity of the group, for all t ∈ R,

lim
R→+∞

eitL /Ru = u .

Moreover,

‖(Fχ)(t)eitL /Ru‖ 6 |(Fχ)(t)|‖u‖, Fχ(·) ∈ L1(R) .

Therefore, we can use the dominated convergence theorem (or no-
tice directly that the convergence is uniform on the compact sub-
sets) to get

lim
R→+∞

χR(L )u =
1

2π

∫
R

Fχ(t)udt = χ(0)u = u .
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8.2. Where the spectral measure comes into play

Given f ∈ S (R), we have defined f(L ) ∈ L(H). We would
like to extend this definition to the case of bounded functions. To
this end, the idea in Paragraph 8.2.1 is to test f(L ) against vectors
in order to recover linear forms which, in view of Lemma 8.6, are
continuous on C 0

0 (R). In Paragraph 8.2.2, this yields the notion of
spectral measure.

8.2.1. Extending a map. —

Definition 8.8. — For all f ∈ S (R) and u, v ∈ H, we let

ωu,v(f) = (f(L )u, v) .

We would like to extend this formula to the set C 0
→0(R) of contin-

uous functions tending to zero at infinity.

Lemma 8.9. — The following holds.

i. For all f ∈ S (R), ω·,·(f) is a continuous sesquilinear form
on H and

‖ω·,·(f)‖ 6 ‖f‖∞ .

ii. For all u ∈ H, the linear form

ωu,u : S (R) 3 f 7→ ωu,u(f) ∈ C

is non-negative and continuous for the topology of ‖ · ‖∞.

iii. If S(H× H,C) denotes the set of the continuous sesquilinear
form on H, the map

(S (R), ‖ · ‖∞) 3 f 7→ ω·,·(f) ∈ (S(H× H,C), ‖ · ‖)

is linear and continuous. It can be uniquely extended as a
continuous linear map on (C 0

→0(R), ‖·‖∞). Keeping the same
notation ω·,·(f) for the extended map, we have

∀f ∈ C 0
→0(R) , ‖ω·,·(f)‖ 6 ‖f‖∞ ,

and, for all f ∈ C 0
→0(R), with f > 0, we have ω·,·(f) > 0.

Proposition 8.10. — Let f ∈ C 0
→0(R). There exists a unique

bounded operator, denoted by f(L ), such that, for all u, v ∈ H,

〈f(L )u, v〉 = ωu,v(f) .
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We have (i)–(v). Moreover, we have

‖f(L )‖ 6 ‖f‖∞ .

Exercise 8.11. — Let us recall Exercise 8.2, and prove that, for
all f ∈ C 0

→0(R), we have

f(ULU−1) = Uf(L )U−1 .

8.2.2. Riesz theorem and spectral measure. — Let us now re-
call a classical representation theorem.

Theorem 8.12 (F. Riesz). — Let X be a separated and locally
compact topological space. Let ω be a non-negative form on
C 0

0 (X). Then, there exists a σ-algebra M containing the Bore-
lian sets of X and a unique non-negative measure µ on M such
that

∀f ∈ C 0
0 (R) , ω(f) =

∫
X
f dµ .

Moreover, this measure µ is regular in the sense that, for all Ω ∈
M,

µ(Ω) = inf{µ(V ) : V open set s.t. Ω ⊂ V } ,
µ(Ω) = inf{µ(K) : K compact set s.t. K ⊂ Ω} .

In view of (iii) of Lemma 8.9, we can apply this theorem to
X = R and ωu,u. By this way, we get a non-negative measure
µu,u and a σ-algebraMu,u.

Definition 8.13. — The measure µu,u is called the spectral mea-
sure associated with L and u.

At this stage, we have

∀f ∈ C 0
0 (R) ,

(
f(L )u, u

)
=

∫
R
f dµu,u .

Now, we let
M =

⋂
u∈H

Mu,u .

It is still a σ-algebra containing the Borelian sets.

Lemma 8.14. — For all u ∈ H, the measure µu,u is finite, and
µu,u(R) = ‖u‖2.



8.2. WHERE THE SPECTRAL MEASURE COMES INTO PLAY 199

Proof. — We recall Lemma 8.7. Let u ∈ H. We use the function
χR. We have, for all R > 0,

ωu,u(χR) 6 ‖u‖2 ,
and

lim
R→+∞

ωu,u(χR) = ‖u‖2 .

Moreover, we have

ωu,u(χR) =

∫
R
χR(λ) dµu,u(λ) .

With the Fatou Lemma, we get

µu,u(R) 6 lim inf
R→+∞

∫
R
χR(λ) dµu,u(λ) 6 ‖u‖2 < +∞ .

Thus, the measure µu,u is finite. It remains to use the dominated
convergence theorem to see that

‖u‖2 = lim
R→+∞

ωu,u(χR) = µu,u(R) .

Definition 8.15. — Let Ω be a Borelian set. We consider the ap-
plication q : H→ R+ defined by

H 3 u 7→
∫
R
1Ω dµu,u = µu,u(Ω) .

Lemma 8.16. — qΩ is a continuous quadratic form.

Proof. — Note that 0 6 µu,u(Ω) 6 ‖u‖2. In particular, once we
will have proved that qΩ is a quadratic form, it will be a continuous
quadratic form (by using the polarization formula).

Since, for all u ∈ H, µu,u is a measure, we only have to prove
the result when Ω is an open set and even when Ω is an interval in
the form [a, b]. In this case, we introduce the sequence of contin-
uous and piecewise affine functions (fn) such that fn(x) = 1 on
[a, b], fn(x) = 0 for x 6 a − 1

n and x > b + 1
n . By dominated

convergence, we have

lim
n→+∞

〈fn(L )u, u〉 = lim
n→+∞

∫
R
fn dµu,u = µu,u(Ω) ,

and the conclusion follows from the polarization formula.
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Proposition 8.17. — Let f : R → C be a bounded Borelian
function. Then there exists a unique continuous sesquilinear form
ω̃·,·(f) on H such that

∀u ∈ H , ω̃u,u(f) =

∫
R
f dµu,u .

Proof. — With Lemma 8.16, this result is known for f = 1Ω,
for all Borelian set Ω. From the measure theory, one knows that
all bounded Borelian function is a uniform limit of step functions.
This implies that u 7→

∫
R f dµu,u is a quadratic form. It is contin-

uous since
∣∣∫

R f dµu,u
∣∣ 6 ‖f‖∞‖u‖2.

From this proposition, we can define f(L ) via the Riesz repre-
sentation theorem.

Proposition 8.18. — Let f : R→ C be a bounded Borelian func-
tion. There exists a unique bounded operator, denoted by f(L ),
such that, for all u ∈ H,

〈f(L )u, u〉 =

∫
R
f dµu,u .

When f ∈ C 0
→0 or f ∈ A, we recover the same f(L ) as before.

Exercise 8.19. — Extend the result of Exercise 8.11 to f bounded
and Borelian.

Proposition 8.20. — Let f be a non-negative bounded Borelian
function. We have

‖f(L )‖ 6 ‖f‖∞ .

Proof. — For all u ∈ H, we have

0 6 〈f(L )u, u〉 6 ‖f‖∞‖u‖2 .

Proposition 8.21. — Let t ∈ R and consider f(·) = eit·. We have
f(L ) = eitL . In particular,

(8.8.2.2) ∀u ∈ H ,∀t ∈ R , 〈eitL u, u〉 =

∫
R
eitλ dµu,u(λ) .
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Proof. — Let us consider ρ ∈ C∞0 (R) such that 0 6 ρ 6 1,
supp(ρ) ⊂ [−1, 1] and

∫
R ρ(x) dx = 2π. We introduce χ ∈ S (R)

such that Fχ = ρ. For all n ∈ N∗, we let

ρn(·) = nρ(n·) = F (χ(n−1·)) .

Note that

χ(n−1x) = (2π)−1

∫
R
ρn(x)eixξ dξ = (2π)−1

∫
R
ρ(x)eiξ

x
n dξ .

Thus, limn→+∞ χ(n−1x) = 1 and ‖χ(n−1·)‖∞ 6 1.
Let us consider fn(·) = χ(n−1·)eit· ∈ S (R). For all u ∈ H,

we have

〈fn(L )u, u〉 =

∫
R
fn dµu,u .

By the dominated convergence theorem, we have

lim
n→+∞

∫
R
fn dµu,u =

∫
R
eitλ dµu,u(λ) .

But, we also have

fn(L )u = (2π)−1

∫
R

Ffn(λ)eiλL udλ

= (2π)−1

∫
R
ρn(λ− t)eiλL udλ ,

and then

fn(L )u = (2π)−1eitL
∫
R
ρ(λ)ein

−1λL udλ ,

so that

lim
n→+∞

fn(L )u = eitL u .

Therefore, we have, for all u ∈ H,

〈eitL u, u〉 =

∫
R
eitλ dµu,u(λ) .
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8.3. Spectral projections

8.3.1. Properties. —

Definition 8.22. — Let Ω be a Borelian set. We let EΩ =
1Ω(L ) ∈ L(H).

Proposition 8.23. — There holds:

(i) E∅ = 0 and ER = Id.

(ii) For all open set Ω, EΩ is an orthogonal projection.

(iii) For all open sets Ω1 and Ω2, EΩ1EΩ2 = EΩ1∩Ω2 .

(iv) Let Ω =
⋃
j∈N Ωj be a partition with open sets. Then, for all

u ∈ H,

lim
N→+∞

N∑
j=0

EΩju = EΩu .

Proof. — For the first point, we use Lemma 8.14. Let V ⊂ R
be an open set. By using an exhaustion by compact sets of V
and Urysohn’s lemma, we can construct a non decreasing se-
quence (fn) ⊂ C 0

0 (R) such that fnfm = fn for all m > n and
limn→+∞ fn = 1V . For all u ∈ H, we have

〈fn(L )u, u〉 =

∫
R
fn dµu,u ,

and thus, by Beppo Levi’s theorem,

lim
n→+∞

〈fn(L )u, u〉 = 〈1V (L )u, u〉 .

This implies that, for all u, v ∈ H,

lim
n→+∞

〈fn(L )u, v〉 = 〈1V (L )u, v〉 .

We have, for all m > n,

〈fm(L )u, fn(L )∗u〉 = 〈(fnfm)(L )u, u〉 = 〈fn(L )u, u〉 .

Taking the limit m→ +∞, we get

〈fn(L )1V (L )u, u〉 = 〈fn(L )u, u〉 ,

so that, for all u ∈ H,

〈1V (L )2u, u〉 = 〈1V (L )u, u〉 .
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Thus 1V (L )2 = 1V (L ) and it is clear that the operator 1V (L )
is self-adjoint (by using that fn = fn). If V1 and V2 are two open
sets, we easily get, by considering associated sequences of func-
tions,

1V1(L )1V2(L ) = 1V1∩V2(L ) .

Let us prove (iv). Take u ∈ H. For all n > p, we have∥∥∥∥∥∥
n∑
j=p

1Ωj (L )u

∥∥∥∥∥∥
2

=

〈
n∑
j=p

1Ωj (L )u,

n∑
j=p

1Ωj (L )u

〉

= 〈
n∑
j=p

1Ωj (L )u, u〉 =

∫
R

n∑
j=p

1Ωj dµu,u ,

we get the desired convergence by the Cauchy criterion.

Proposition 8.24. — For all f, g ∈ Bb(R,C), we have
f(L )g(L ) = (fg)(L ).

Proof. — Let us denote by O the class of open sets of R. Let
V ∈ O . Consider the set

A = {W ⊂ R : 1V (L )1W (L ) = (1V 1W )(L )} .

We have O ⊂ A . It is clear that O is a π-system (1). Moreover, we
can show that A is a λ-system (2) by using similar arguments as in
the proof of Proposition 8.23. The monotone class theorem shows
that the smallest λ-system containing O is the σ-algebra generated
by O , i.e., the Borelian σ-algebra B(R). In particular, we deduce
that

B(R) ⊂ A .

Playing the same game with V ∈ B(R), we get that

∀V,W ∈ B(R) , 1V (L )1W (L ) = (1V 1W )(L ) .

We can extend this formula by linearity to all step functions f and
g, we have

f(L )g(L ) = (fg)(L ) .

Since all bounded Borelian functions can be uniformly approxi-
mated by sequences of step functions, we deduce the result.

1. it is stable under taking finite intersections
2. it is stable under taking non-decreasing unions and by proper differences
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Corollary 8.25. — There holds:

(i) E∅ = 0 and ER = Id.

(ii) For all Borelian set Ω, EΩ is an orthogonal projection.

(iii) For all Borelian sets Ω1 and Ω2, EΩ1EΩ2 = EΩ1∩Ω2 .

(iv) Let Ω =
⋃
j∈N Ωj be a Borelian partition. Then, for all u ∈

H,

lim
N→+∞

N∑
j=0

EΩju = EΩu .

Proposition 8.26. — For all bounded Borelian functions, we have
(i)–(v), and

‖f(L )‖ 6 ‖f‖∞ .

Proof. — Let us check (i) and (ii). Let u ∈ Dom (L ) and ε > 0.
Then, we have, with the multiplication property (iv) and Proposi-
tion 8.21,

eiεL − Id

ε
f(L )u = f(L )

eiεL − Id

ε
u .

The conclusion follows by taking the limit ε→ 0.
The last inequality comes from the fact that, for all u ∈ H,

‖f(L )u‖2 = 〈f(L )∗f(L )u, u〉 = 〈f(L )f(L )u, u〉

= 〈(ff)(L )u, u〉 =

∫
R
|f |2 dµu,u .

Proposition 8.27. — Let Ω be a bounded Borelian set. Then, for
all u ∈ H, we have 1Ω(L )u ∈ Dom (L ).

Proof. — For all ε > 0 and u ∈ H, we have, by Propositions 8.21
and 8.26,∥∥∥∥eiεL − Id

ε
1Ω(L )u

∥∥∥∥2

=

∫
Ω

∣∣∣∣eiελ − 1

ε

∣∣∣∣2 dµu,u

6
∫

Ω
|λ|2 dµu,u < +∞ .
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8.3.2. Extension to unbounded functions. —

Definition 8.28. — Let f : R→ C be a Borelian function. We let

Dom (f(L )) = {u ∈ H :

∫
R
|f |2 dµu,u < +∞} .

For all u ∈ Dom (L ), we let

f(L )u = lim
n→+∞

fn(L )u ,

with fn(λ) = f(λ)1|f |6n(λ).

Note that this definition is consistent since, for all u ∈
Dom (L ), and all m > n,

‖(fn(L )− fm(L ))u‖2 =

∫
R
|fn − fm|2 dµu,u

=

∫
{|f |>n}

|f |2 dµu,u

.

Lemma 8.29. — Let f : R → C be a Borelian function. Then
Dom (f(L )) is dense.

Proof. — For all ϕ ∈ H, we let ϕn = 1|f |6n(L )ϕ. The sequence
(ϕn)n∈N converges to ϕ.

For all k ∈ N, we have

‖fk(L )ϕn‖2 =

∫
R
|fk|2 dµϕn,ϕn =

∫
R
|fk|21|f |6n dµϕ,ϕ

=

∫
R
|f |21|f |6k1|f |6n dµϕ,ϕ .

Thus, for k > n, we have∫
R
|fk|2 dµϕn,ϕn 6 n2‖ϕ‖2 .

By the Fatou lemma, it follows∫
R
|f |2 dµϕn,ϕn 6 n2‖ϕ‖2 < +∞ .

The density follows.
Let us explain why f(L )ϕn = fn(L )ϕ. We have fk(L )ϕn =

(f1|f |6k1|f |6n)(L )ϕ = fn(L )ϕk. We can take the limit k →
+∞ and we find f(L )ϕn = fn(L )ϕ.



206 CHAPTER 8. ABOUT THE SPECTRAL MEASURE

Proposition 8.30. — Let us consider f = IdR. Then, we have
f(L ) = L .

Proof. — We must check that

Dom (L ) = {u ∈ H :

∫
R
|λ|2 dµu,u < +∞} .

Thanks to Proposition 8.21, we have, for all u ∈ H,∥∥∥∥eiεL − Id

ε
u

∥∥∥∥2

=

∫
R

∣∣∣∣eiελ − 1

ε

∣∣∣∣2 dµu,u .

If u ∈ Dom (L ), we have limε→0
eiεL−Id

ε u = L u. Thus, by the
Fatou lemma, it follows that

‖L u‖2 >
∫
R
|λ|2 dµu,u .

Conversely, if
∫
R |λ|

2 dµu,u < +∞, and noticing that∣∣∣∣eiελ − 1

ε

∣∣∣∣2 6 |λ|2 ,

we get that
∥∥∥ eiεL−Id

ε u
∥∥∥2

is bounded for ε ∈ (0, 1]. Thus, u ∈
Dom (L ). Note that this implies that

‖L u‖2 =

∫
R
|λ|2 dµu,u .

Then, we consider fn(λ) = λ1|λ|6n(λ) and we write, for all u ∈
H,

〈fn(L )u, u〉 =

∫
R
λ1|λ|6n(λ) dµu,u .

By the Cauchy-Schwarz inequality, we have∫
R
|λ|dµu,u 6

(∫
R
|λ|2 dµu,u

) 1
2

‖u‖ ,

and thus, we can use the dominated convergence theorem to get,
for all u ∈ Dom (L ),

〈f(L )u, u〉 =

∫
R
λ dµu,u = 〈L u, u〉 ,

where we used the derivative of (8.8.2.2) for the last equality. The
conclusion follows.
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Proposition 8.31. — If Ω is a bounded Borelian, we have, for all
u ∈ Dom (L ),

‖1Ω(L )L u‖ 6 sup
λ∈Ω
|λ|‖u‖ .

In particular, 1Ω(L )L can be extended as a bounded operator
on H.

Proof. — For all n ∈ N∗, we let fn(λ) = λχ(n−1λ). For all
u ∈ Dom (L ), we have, for all m > n,

‖(fn(L )− fm(L ))u‖2 =

∫
R
|fn(λ)− fm(λ)|2 dµu,u

6 4

∫
n6|λ|6m

|λ|2 dµu,u

.

Thus, (fn(L )u)n∈N∗ is a Cauchy sequence and its converges. By
considering 〈fn(L )u, u〉, we deduce that

∀u ∈ Dom (L ) , lim
n→+∞

fn(L )u = L u .

Now, for all n ∈ N∗ and u ∈ H,

‖1Ω(L )fn(L )u‖ 6 sup
λ∈Ω
|λ|‖u‖ .

Taking the limit for u ∈ Dom (L ), we get the result.

Proposition 8.32. — In the class of Borelian functions, we have
(iii)–(v). Moreover, the operator f(L ) is closed with dense do-
main.

Proof. — The density comes from Lemma 8.29. For all u, v ∈
Dom (f(L )) = Dom (f(L )), we have

〈f(L )u, v〉 = lim
n→+∞

〈fn(L )u, v〉 = lim
n→+∞

〈u, fn(L )v〉

= 〈u, f(L )v〉
.

This shows that f(L ) ⊂ f(L )∗. Let us now take v ∈
Dom (f(L )∗). We have, for all u ∈ Dom (f(L )),

〈f(L )u, v〉 = 〈u, f(L )∗v〉 ,

so that
|〈f(L )u, v〉| 6 ‖f(L )∗v‖‖u‖ .
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For all n ∈ N, we take u = un = 1|f |6nϕ with ϕ ∈ H (see the
proof of Lemma 8.29). We get, for all n ∈ N and ϕ ∈ H,

|〈fn(L )ϕ, v〉| 6 ‖f(L )∗v‖‖ϕ‖ ,

and thus
|〈ϕ, fn(L )v〉| 6 ‖f(L )∗v‖‖ϕ‖ .

We deduce that, for all n ∈ N,∫
R
|fn|2 dµv,v = ‖fn(L )v‖2 6 ‖f(L )∗v‖2 .

By the Fatou lemma, we get that v ∈ Dom (f(L )). This proves
that f(L )∗ = f(L ). In particular, this establishes that f(L ) is
closed as the adjoint of f(L ).

It remains to prove (iv). We have, for all u ∈ H,

fm(L )gn(L )u = (fmgn)(L )u .

Then,

‖fm(L )gn(L )u‖2 =

∫
R
|fm|2|gn|2 dµu,u ,

so that, for all u ∈ {v ∈ Dom (g(L )) : g(L )v ∈ Dom (f(L ))},

lim inf
m→+∞

lim inf
n→+∞

∫
R
|fm|2|gn|2 dµu,u 6 ‖f(L )g(L )u‖2 .

By the Fatou lemma, it follows that u ∈ Dom ((fg)(L )). We
have

fm(L )gn(L )u = (fmgn)(L )u ,

and it remains to take the limits.

8.3.3. Characterization of the spectra. —

Proposition 8.33. — λ ∈ sp(L ) if and only if, for all ε > 0,
1(λ−ε,λ+ε)(L ) 6= 0. In particular, for all u ∈ H, the support of
µu,u is contained in sp(L ).

Proof. — Assume that, for all ε > 0, we have 1(λ−ε,λ+ε)(L ) 6=
0. Since 1(λ−ε,λ+ε)(L ) is a non-zero projector, we can consider
uε ∈ H such that ‖uε‖ = 1 and

1(λ−ε,λ+ε)(L )uε = uε ∈ Dom (L ) .



8.3. SPECTRAL PROJECTIONS 209

We write

‖(L − λ)uε‖2

= ‖1(λ−ε,λ+ε)(L )(L − λ)uε‖2

= 〈1(λ−ε,λ+ε)(L )(L − λ)uε,1(λ−ε,λ+ε)(L )(L − λ)uε〉
= 〈1(λ−ε,λ+ε)(L )(L − λ)2uε, uε〉

=

∫ λ+ε

λ−ε
(t− λ)2 dµuε,uε(t) 6 ε2µuε,uε(R) 6 ε2 .

Thus, λ ∈ sp(L ). Conversely, assume that there exists ε0 >
0 such that 1(λ−ε0,λ+ε0)(L ) = 0. Let us consider the bounded
operator Rλ defined via

∀u ∈ H , 〈Rλu, u〉 =

∫
|µ−λ|>ε0

(µ− λ)−1 dµu,u .

Remark that, for all t ∈ (0, 1] and all u ∈ H, we have∥∥∥∥eitL − Id

t
Rλu

∥∥∥∥2

=

∫
|µ−λ|>ε0

(µ− λ)−2

∣∣∣∣eitλ − 1

t

∣∣∣∣2 dµu,u

6
∫
|µ−λ|>ε0

λ2(µ− λ)−2 dµu,u < +∞.

Applying the criterion (7.7.3.4), we get that Rλu ∈ Dom (L ).
With Lemma 8.14 and Proposition 8.32, we write, for all u ∈ H,

〈(L − λ)Rλu, u〉 =

∫
|µ−λ|>ε0

dµu,u = µu,u(R) = ‖u‖2.

This shows that (L − λ)Rλ = Id. In the same way, we can get
that Rλ(L − λ) = IdDom (L ). Thus, we have λ ∈ ρ(L ).

Exercise 8.34. — For z /∈ sp(L ), consider the Borelian function
fz(x) = (x− z)−1. Show that fz(L ) = (L − z)−1 by using the
same ideas as in the proof of Proposition 8.33.

Lemma 8.35. — Let f be a Borelian function. If u ∈ Dom (L )
satisfies L u = λu, then f(L )u = f(λ)u.

Proof. — We have, for all t ∈ R, eitL u = eitλu. Thus, for all
f ∈ S (R), by the inverse Fourier transform, we have f(L )u =
f(λ)u. This can be extended to f ∈ C 0

→0(R) by density and then
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to all Borelian function. Note that the formula holds for all func-
tions f coinciding outside sets which are of zero measure for the
spectral measure.

Proposition 8.36. — An element λ belongs to the point spectrum
if and only if 1{λ}(L ) 6= 0. Moreover, 1{λ}(L ) is the orthogonal
projection on ker(L − λ).

Proof. — Assume that there exists u ∈ Dom (L ) with u 6= 0
such that L u = λu. By Lemma 8.35, we have

1{λ}(L )u = 1{λ}(λ)u = u 6= 0.

Conversely, assume that 1{λ}(L ) 6= 0. Then, take u 6= 0 such
that 1{λ}(L )u = u. We get

L 1{λ}(L )u = L u = g(λ)u, g(t) := t1{λ}(t),

and thus L u = λu.

Proposition 8.37. — We have λ ∈ spess(L ) if and only if, for all
ε > 0, we have

dim ran1(λ−ε,λ+ε)(L ) = +∞.

Proof. — If λ /∈ spess(L ), it is an isolated eigenvalue with finite
multiplicity. Then, for some ε > 0, we have 1(λ−ε,λ+ε)(L ) =
1{λ}(L ). By Proposition 8.36, we have

ran1(λ−ε,λ+ε)(L ) = ran1{λ}(L ) = ker(L − λ),

which has a finite dimension.
Conversely, assume that λ is not isolated with finite multiplicity

(see Remark 6.18). By replacing L by L − λ, we can always
assume that λ = 0. If λ is isolated, it is an eigenvalue of ini-
nite multiplicity. It is sufficient to consider an infinite orthonormal
family in ker(L ) to get that

dim ran1{0}(L ) = dim ker(L ) = +∞ .

Thus, we can assume that 0 is not isolated. Then, we have

∀n ∈ N∗, ∃λn ∈]− 1/n, 0[∪]0, 1/n[, λn ∈ sp(L ).

By Proposition 8.33, we have that

∀n ∈ N∗, 1(λn−|λn|/2,λn+|λn|/2)(L ) 6= 0.
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Since we have a projection, we can find un ∈ H such that

∀n ∈ N∗, 1(λn−|λn|/2,λn+|λn|/2)(L )un = un, ‖un‖ = 1.

Up to extracting a subsequence (i.e., an increasing function ϕ :
N→ N), we can assume that the intervals

In = (λϕ(n) − |λϕ(n)|/2, λϕ(n) + |λϕ(n)|/2)

are disjoint. Fix any ε > 0. For m 6= n, we find

1In(L )uϕ(m) = 1In(L )1Im(L )uϕ(m)

= 1∅(L )uϕ(m) = 0 .

This shows that

uϕ(m) ∈ ker 1In(L ) ⊥ ran 1In(L ) 3 uϕ(n) .

The family (uϕ(n))n is therefore an infinite orthonormal family.
For n > nε with nε large enough, it is in the range of the projector
1(−ε,ε)(L ).

8.3.4. Positive and negative parts of a self-adjoint operator. —
In this section, we consider a self-adjoint operator L . We assume
that L is bounded from below i.e., L > −C. From the min-max
theorem, this implies in particular that sp(L ) ⊂ [−C,+∞).

Let us consider the following operators defined through the
functional calculus:

L+ = f+(L ) , L− = f−(L ) ,

(where f+(λ) = λ1[0,+∞)(λ) and f−(λ) = −λ1(−∞,0)(λ)) act-
ing on their respective domains:

Dom(L+) =

{
u ∈ H :

∫
[0,+∞)

|λ|2 dµu,u

}
,

Dom(L−) =

{
u ∈ H :

∫
(−∞,0)

|λ|2 dµu,u

}
.

Lemma 8.38. — We have Dom(L−) = H, and L− is a bounded
operator on H.
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Proof. — From Proposition 8.33, we know that the support of
µu,u is contained in [−C,+∞) for all u ∈ H. Thus, for all u ∈ H,∫

(−∞,0)
|λ|2 dµu,u =

∫
(−C,0)

|λ|2 dµu,u 6 C2 < +∞ .

Thus,
Dom(L−) = H .

Moreover,

f−(L )u = lim
n→+∞

fn(L )u , fn(λ) = f−(λ)1|f−|6n .

Therefore,
〈L−u, u〉 = lim

n→+∞
〈fn(L )u, u〉

= − lim
n→+∞

∫
|f |6n

1(−∞,0)(λ)λdµu,u

= − lim
n→+∞

∫
|f |6n ,−C6λ<0

λ dµu,u 6 C‖u‖2 .

This shows that L− is bounded by C.

Lemma 8.39. — We have Dom(L+) = Dom(L ). Moreover,

L = L+ −L− .

Proof. — We recall that

Dom(L ) =

∫
R
|λ|2 dµu,u < +∞ .

This shows that Dom(L ) ⊂ Dom(L+). Then, for all
u ∈ Dom(L+),∫

R
|λ|2 dµu,u =

∫
[−C,+∞)

|λ|2 dµu,u

=

∫
(0,+∞)

|λ|2 dµu,u +

∫
[−C,0]

|λ|2 dµu,u < +∞ .

Then, it remains to notice that f+ − f− = Id.

Exercise 8.40. — Prove that, for all u ∈ Dom(L+), we have

u ∈ Dom(L
1
2

+ ) and

‖L
1
2

+ u‖2 =

∫
λ+ dµu,u = 〈L+u, u〉 .
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8.3.5. Decomposition of the spectral measure. —

8.3.5.1. Lebesgue decomposition theorem. —

Definition 8.41. — Let µ be a Borel measure on R. We say that

i. µ is a pure point measure when, for all Borelian set X ,

µ(X) =
∑
x∈X

µ({x}) .

ii. µ is continuous when, for all x ∈ R, µ({x}) = 0.

iii. µ is absolutely continous with respect to the Lebesgue mea-
sure when all Borelian setX with Lebesgue measure zero sat-
isfies µ(X) = 0.

iv. µ is singular with respect to the Lebesgue measure when there
exists a Borelian set S0 such that µ(S0) = 0 and λ(R \ S0) =
0.

Lemma 8.42. — Consider two Borelian measures µ and ν on a
topological space X . Then, µ and ν are singular if and only if
inf(µ, ν) = 0.

Theorem 8.43 (Lebesgue decomposition). — All finite Borelian
measure µ can be written in a unique way as

µ = µac + µsing ,

where µac is absolutely continuous with respect to λ and µsing is
singular with respect to λ.

Proof. — Let us consider N the vector space spanned by the
characteristic functions of the Borelian sets of Lebesgue measure
0. If A is a Borelian set, we let

µac(A) = inf
ψ∈N

∫
R
|1A − ψ|2 dµ .

Notice that
µac(A) 6 µ(A) ,

and that, if λ(A) = 0, then µac(A) = 0 since 1A ∈ N . It remains
to show that µac is a measure.

Let us first prove that

µac(A) = inf
ψ∈N

∫
R
|1A − 1Aψ|2 dµ .
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Since, for all ψ ∈ N , we have 1Aψ ∈ N , we get

µac(A) 6 inf
ψ∈N

∫
R
|1A − 1Aψ|2 dµ .

Moreover, for all ψ ∈ N , we have∫
R
|1A − ψ|2 dµ =

∫
R
|1A − 1Aψ − 1{Aψ|2 dµ

=

∫
R
|1A − 1Aψ|2 dµ+

∫
R
|1{Aψ|2 dµ

>
∫
R
|1A − 1Aψ|2 dµ .

Now, consider two disjoint Borelian setsA andB. We have, for
all ψ ∈ N ,∫

R
|1A∪B − 1A∪Bψ|2 dµ

=

∫
R
|1A−1Aψ|2 dµ+

∫
R
|1B−1Bψ|2 dµ > µac(A)+µac(B) .

Thus,
µac(A ∪B) > µac(A) + µac(B) .

Then, consider ψ1, ψ2 ∈ N and let ψ = 1Aψ1 + 1Bψ2 ∈ N . We
have ∫

R
|1A∪B − 1A∪Bψ|2 dµ

=

∫
R
|1A − 1Aψ|2 dµ+

∫
R
|1B − 1Bψ|2 dµ

=

∫
R
|1A − 1Aψ1|2 dµ+

∫
R
|1B − 1Bψ2|2 dµ .

Taking the infimum in ψ1 and ψ2 gives

µac(A ∪B) 6 µac(A) + µac(B) .

The extension of this argument to a countable disjoint union is
easy. Now, let us show that µ− µac is singular with respect to λ.

Let us now notice that, if θ is another measure such that θ 6 µ
and θ is absolutely continuous with respect to λ, then θ 6 µac.
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Indeed, for all Borelian set A, we have, for all ψ ∈ N ,

θ(A) =

∫
R
|1A|2 dθ =

∫
R
|1A − ψ|2 dθ 6

∫
R
|1A − ψ|2 dµ .

Consider another Borelian measure ν such that

ν 6 µ− µac , ν 6 λ .

Then, µac + ν is absolutely continuous with respect to λ and
smaller than µ. Therefore, η = 0 and we apply Lemma 8.42.

For the uniqueness, let us write µ = µ1 +µ2 with µ1 absolutely
continuous with respect to λ and µ2 singular. Then, µ1 6 µac so
that µac−µ1 is still a (finite) measure and is absolutely continuous.
Since µac−µ1 = µac−µ+µ2, we see that this measure is singular.
Thus, µ1 = µac.

Theorem 8.44. — Any Borelian measure µ can be written in a
unique way as

µ = µpp + µc ,

where µpp is a pure point measure and µc is continuous.

This allows to write all measure µ, in a unique way,

µ = µpp + µac + µsc ,

where µsc is singular and continuous.

8.3.5.2. Remarkable subspaces. — For all ψ ∈ H, we can there-
fore apply the Lebesgue decomposition theorem to µψ,ψ. This sug-
gests the following definitions.

Definition 8.45. —

Hac = {ψ ∈ H : µψ,ψ is absolutely continuous} ,
Hpp = {ψ ∈ H : µψ,ψ is pure point} ,
Hc = {ψ ∈ H : µψ,ψ is continuous} ,
Hs = {ψ ∈ H : µψ,ψ is singular} ,
Hsc = {ψ ∈ H : µψ,ψ is singular continuous} .

Proposition 8.46. — The subsets Hpp, Hac, Hc, Hs and Hsc are
closed vector spaces invariant under L .
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Proof. — Let us consider Hpp. Consider u, v ∈ Hpp and λ ∈ C.
Let Ω be a Borelian set avoiding the (countable) atoms of µu,u and
µv,v. Then, 1Ω(L )u = 1Ω(L )v = 0. Then,

µu+λv,u+λv(Ω) = 〈1Ω(L )(u+ λv), u+ λv〉 = 0 .

Thus, u + λv ∈ Hpp. Let us now consider a sequence (un) such
that µun,un is pure point and limn→+∞ un = u. Let S be the
(countable) union of the atoms of the µun,un . If Ω is a Borelian set
avoiding S, we have 1Ω(L )un = 0 and then 1Ω(L )u = 0.

Let us consider Hac. Consider u, v ∈ Hac and λ ∈ C. Let Ω be
a Borelian set with Lebesgue measure 0. We have

µu+λv,u+λv(Ω) = 2Re 〈1Ω(L )u, λv〉 .

By the Cauchy-Schwarz inequality,

|µu+λv,u+λv(Ω)| 6 2|λ|µu,u(Ω)
1
2µv,v(Ω)

1
2 = 0 .

Thus, u+ λv ∈ Hac. Let (un) be a sequence in Hac and such that
limn→+∞ un = u. Let Ω be a Borelian set of Lebesgue measure
0. We have

0 = µun,un(Ω) = ‖1Ω(L )un‖2 −→
n→+∞

µu,u(Ω) .

Finally, let us consider Hsc. Consider u, v ∈ Hsc and a complex
number λ ∈ C. There exist Borelian sets Su and Sv such that
µu,u(Su) = µv,v(Sv) = 0 and λ(R \ Su) = λ(R \ Sv) = 0. We
let S = Su ∩ Sv. We have λ(R \ S) = 0. Moreover,

µu+λv,u+λv(S) = 2Re 〈1S(L )u, λv〉

6 2|λ|µu,u(S)
1
2µv,v(S)

1
2 = 0 .

We also see that µu+λv,u+λv is continuous. Let (un) be a sequence
in Hsc and such that limn→+∞ un = u. We may consider (Sn) a
countable family of Borelian sets such that µun,un(Sn) = 0 and
λ(R \ Sn) = 0. We let S =

⋂+∞
n=0 Sn. We have λ(R \ S) = 0.

Then,

0 = µun,un(S) = ‖1S(L )un‖2 −→
n→+∞

µu,u(S) .

We also see that µu,u is continuous.
The same kind of arguments also show that Hs and Hc are closed

vector spaces.
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Then, for all u ∈ H, all t ∈ R, and all Borelian set Ω, we
have (by using for instance the bounded functional calculus, see
Propositions 8.21 and 8.26)

µeitL u,eitL u(Ω) = ‖1Ω(L )eitL u‖2 = ‖eitL 1Ω(L )u‖2

= ‖1Ω(L )u‖2 = µu,u(Ω) .

This shows that the spaces under consideration are invariant under
eitL . If u ∈ Dom(L ), we recall that

(8.8.3.3) lim
t→0

eitL u− u
t

= iL u .

Take u ∈ Dom(L )∩Hxx. Since the Hxx are closed vector spaces,
the left-hand-side of (8.8.3.3) belongs to Hxx, and so does iL u.

Proposition 8.47. — We have the decomposition

H = Hac
⊥
⊕ Hs .

Proof. — Since these spaces are closed, it is enough to prove that
H⊥s = Hac. Let u ∈ H⊥s . Notice that, for all v ∈ H, and all
Borelian set S with Lebesgue measure 0, we havew = 1S(L )v ∈
Hs. Indeed,

µw,w(R \ S) = ‖1R\S(L )w‖2 = 0 .

Thus, we have

µu,u(S) = 〈u,1S(L )u〉 = 0 .

This shows that u ∈ Hac. Thus, H⊥s ⊂ Hac.
Then, consider u ∈ Hs. There exists a Borelian set S0 with

Lebesgue measure 0 such that µu,u(R \S0) = 0. This implies that
u = 1S0(L )u since

‖1R\S0
u‖2 = µu,u(R \ S0) = 0 .

For all v ∈ Hac, we have

‖1S0(L )v‖2 = µv,v(S0) = 0 .

Thus, 〈u, v〉 = 0 and u ∈ H⊥ac.
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Proposition 8.48. — We have the decompositions

H = Hpp
⊥
⊕ Hc ,

Hs = Hpp
⊥
⊕ Hsc .

Proof. — It is enough to prove that H⊥pp = Hc.
Let u ∈ H⊥pp. For all v ∈ Hpp, we have 〈u, v〉 = 0. We have

v = 1{x}(L )u ∈ Hpp. This shows that µu,u({x}) = 0 for all
x ∈ H. Thus, u ∈ Hc.

Then, take u ∈ Hc and v ∈ Hpp. Let P be the (countable)
support of µv,v. We have v = 1P (L )v so that

〈u, v〉 = 〈u,1P (L )v〉 = 〈1P (L )u, v〉 .

Since u ∈ Hc, we have 1P (L )u = 0. Thus, Hpp ⊂ H⊥c .
The second decomposition follows from the same kind of argu-

ments.

We deduce the following general decomposition.

Theorem 8.49. — We have

H = Hac
⊥
⊕ Hpp

⊥
⊕ Hsc .

Definition 8.50. — The xx-spectrum of L is the spectrum of
L|Hxx .

8.3.5.3. Absolutely continuous spectrum. — Let us provide the
reader with some criteria to ensure that a part of the spectrum of
L is absolutely continuous.

Proposition 8.51. — Let a < b. Assume that we have
ran1(a,b)(L ) ⊂ Hac. Then,

(a, b) ∩ sp(L ) ⊂ spac(L ) .

Proof. — Note that L is isomorphic to the direct sum

L|ran1(a,b)(L ) ⊕L|ran1R\(a,b)(L ) .

If z ∈ (a, b) ∩ sp(L ), then z /∈ sp(L|ran1R\(a,b)(L )) and thus
z ∈ sp(L|ran1(a,b)(L )). Due to our assumption, this implies that
z ∈ spac(L ).
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Proposition 8.52. — Let a < b. Assume that, for all ψ is a dense
set of H, there exists C(ψ) > 0 such that, for all Borelian set
Ω ⊂ (a, b), we have

〈1Ω(L )ψ,ψ〉 6 C(ψ)|Ω| .

Then,
(a, b) ∩ sp(L ) ⊂ spac(L ) ,

and there is no eigenvalue in (a, b).

Proof. — Let us consider a Borelian set Ω with Lebesgue measure
0. For all ψ ∈ H, we let v = 1(a,b)(L )ψ. We have

µv,v(Ω) = 〈1Ω(L )v, v〉 = 〈1Ω∩(a,b)(L )ψ,ψ〉 .

Let us consider a sequence (ψn) converging to ψ and such that

〈1Ω∩(a,b)(L )ψn, ψn〉 = 0 .

Taking the limit, it follows that µv,v(Ω) = 0. Thus, v ∈ Hac. We
deduce that ran1(a,b)(L ) ⊂ Hac, and we can apply Proposition
8.51.

8.4. Notes

i. One can consult [35, Vol. I, Chapter VII] or [38, Chapter 13,
p. 360] for an alternative presentation of the spectral measure
or the older references [42, 18]. The Reader is also warmly
invited to discover the excellent book [45] where the spec-
tral measure is defined by means of the Nevanlinna–Herglotz
functions.

ii. It would be possible to construct a functional calculus by
means of the � Helffer-Sjöstrand formula �. Let us explain
this. We identify R2 with C by letting z = x1 + ix2. Consider
a function f ∈ C∞0 (C) such that there exists C > 0 such that,
for all z ∈ C, |f(z)| 6 C|Im z|. Then, for all λ ∈ R,

(8.8.4.4)

f(λ) = − 1

π

∫
R2

∂f(z) (z − λ)−1 dx , ∂ =
1

2
(∂1 + i∂2) .

Let us briefly explain why this formula holds. From a basic
integrability argument, we see that the R.H.S. of (8.8.4.4) is
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well-defined. Moreover, we have, for some M > 0 such that
supp f ⊂ D(0,M),∫

R2

∂f(z) (z−λ)−1 dx = lim
ε→0

∫
D(0,M)\D(0,ε)

∂f(z) (z−λ)−1 dx .

The Green-Riemann formula yields∫
D(0,M)\D(0,ε)

∂f(z) (z − λ)−1 dx

=−
∫
D(0,M)\D(0,ε)

f(z) ∂[(z − λ)−1] dx

+

∫
∂D(0,ε)

n

2
f(z)(z − λ)−1 dσ ,

where n = n1 +in2 is the outward pointing normal (identified
with a complex number), and dσ is the surface measure of the
circle ∂D(0, ε), i.e., εdθ. Noticing that n = −eiθ, we get∫

D(0,M)\D(0,ε)
∂f (z − λ)−1 dx

= −
∫ 2π

θ=0

eiθ

2
f(λ+ εeiθ)(εeiθ)−1εdθ

= −1

2

∫ 2π

θ=0
f(λ+ εeiθ) dθ −→

ε→0
−πf(λ) .

Now, let us explain why formula (8.8.4.4) can be used to con-
struct a functional calculus. Consider a function C∞0 (R). We
can prove that there exists a function f̃ ∈ C∞0 (C) such that
f̃|R = f and |∂f̃ | 6 C|Im z|. The interested reader can con-
sult [9, Chapter 8] where such a f̃ is exhibited. We notice
that

(8.8.4.5) f(λ) = − 1

π

∫
R2

∂f̃(z) (z − λ)−1 dx .

Then, it is not difficult to guess that

(8.8.4.6) f(L ) = − 1

π

∫
R2

∂f̃(z) (z −L )−1 dx ,

which is the �Helffer-Sjöstrand formula � (see, for instance,
[9, Theorem 8.1]). Let us prove this formula thanks to our
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functional calculus. We have, for all u ∈ H,

〈f(L )u, u〉 =

∫
R
f(λ) dµu,u ,

and thus, with (8.8.4.5), we get

〈f(L )u, u〉 = − 1

π

∫
R

dµu,u

∫
R2

∂f̃(z) (z − λ)−1 dx .

By using the Fubini theorem, we get

〈f(L )u, u〉 = − 1

π

∫
R2

dx ∂f̃(z)

∫
R

dµu,u(z − λ)−1 .

Using Exercise 8.34, we have, for all z /∈ R,∫
R

dµu,u(z − λ)−1 = 〈(z −L )−1u, u〉 .

Then, by continuity of the scalar product, we get, for all u ∈
H,

〈f(L )u, u〉 = − 1

π

〈(∫
R2

dx ∂f̃(z)(z −L )−1

)
u, u

〉
,

and the �Helffer-Sjöstrand formula� follows. Therefore, we
could use (8.8.4.6) to define f(L ) when f ∈ C∞0 (R).

iii. The statement and proof of Urysohn’s lemma (used in the
proof of Proposition 8.23) can be found in [37, Lemma 2.12].

iv. The version of the monotone class theorem that we use in the
proof of Proposition 8.24 is proved in [24, Theorem 1.1].

v. The fundamental fact that all bounded Borelian functions are
uniformly approximated by sequences of step functions is es-
tablished, for instance, in [37, Theorem 1.17].

vi. The proof of Theorem 8.12 can be found in [37, Theorem
2.14].

vii. The elegant proof of Theorem 8.43 is taken from [46]. Some
insights of our presentation are due to R. Garbit.

viii. The Reader can find an alternative proof of Proposition 8.47
in [25, Section X.2].





CHAPTER 9

TRACE-CLASS AND HILBERT-SCHMIDT
OPERATORS

We complete here our study of unbounded, bounded and
compact operators by two new classes: trace-class and Hilbert-
Schmidt (H-S.) operators. The general picture is the following:

unbounded ⊃ bounded ⊃ compact ⊃ trace-class ⊃ H-S.

The trace of an operator extends to the infinite-dimensional setting
the notion of the trace of a matrix. Basically, trace-class opera-
tors are compact operators for which a trace may be defined. In
Quantum Physics, the trace may represent the energy of a system.
We will give explicit examples, involving the Laplace operator, for
which the trace can be explicitly computed or estimated.

9.1. Trace-class operators

Definition 9.1. — Let T ∈ L(H). We say that T is in L1(H),
the set of trace-class operators, when there exists a Hilbert basis
(ψn)n∈N such that
(9.9.1.1)

+∞∑
n=0

〈|T |ψn, ψn〉 < +∞, 0 6 |T | =
√
T ∗T = |T |∗ .

Remark 9.2. — The summability condition (9.9.1.1) does not de-
pend on the Hilbert basis. Indeed, consider another Hilbert basis
(ϕn)n∈N. We have, via the Bessel-Parseval formula and Fubini’s
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theorem,
+∞∑
n=0

〈|T |ψn, ψn〉 =

+∞∑
n=0

‖|T |
1
2ψn‖2 =

+∞∑
n=0

+∞∑
k=0

|〈|T |
1
2ψn, ϕk〉|2

=

+∞∑
k=0

‖|T |
1
2ϕk‖2 =

+∞∑
k=0

〈|T |ϕk, ϕk〉 .

It follows that the notion of trace-class operator does not depend
on the choice of the Hilbert basis allowing to test (9.9.1.1).

Remark 9.3. — When H is of finite dimension, any T ∈ L(H)
is trace-class. If moreover, T is self-adjoint, the basis (ψn)16n6N

may be adjusted in such a way that ψn is an eigenvector of norm 1
of |T |, so that

(9.9.1.2)
N∑
n=0

〈|T |ψn, ψn〉 =
N∑
n=0

|λn|,

where the λn are the eigenvalues.

Lemma 9.4. — Let S > 0 and V be a partial isometry, that is an
isometry on the orthogonal complement of kerV . For all Hilbert
basis, we have

+∞∑
n=0

〈V ∗SV ψn, ψn〉 =
+∞∑
n=0

〈SV ψn, V ψn〉 6
+∞∑
n=0

〈Sψn, ψn〉 .

Proof. — First, we notice that both sides are independent of the
chosen Hilbert basis. Thus, we may choose a basis adapted to the
decomposition H = kerV ⊕ kerV ⊥. If (ϕn) is a Hilbert basis of
kerV ⊥, we get

+∞∑
n=0

〈SV ψn, V ψn〉 =

+∞∑
n=0

〈SV ϕn, V ϕn〉 .

Since (V ϕn) is an orthonormal family, we can complete it into a
Hilbert basis (ψ̃n)n∈N. Then, we have

+∞∑
n=0

〈SV ϕn, V ϕn〉 6
+∞∑
n=0

〈Sψ̃n, ψ̃n〉 =
+∞∑
n=0

〈Sψn, ψn〉 .
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Definition 9.5. — For all T ∈ L1(H), we let

‖T‖1 =

+∞∑
n=0

〈|T |ψn, ψn〉 .

Proposition 9.6. — (L1(H), ‖ · ‖1) is a normed vector space.

Proof. — The invariance by multiplication by a scalar is straight-
forward. Consider T1, T2 ∈ L1(H). We write the polar decompo-
sitions

Tj = Uj |Tj | , T1 + T2 = V |T1 + T2| .

We have

N∑
n=0

〈|T1 + T2|ψn, ψn〉

=

N∑
n=0

〈V ∗(T1 + T2)ψn, ψn〉

=

N∑
n=0

〈V ∗T1ψn, ψn〉+

N∑
n=0

〈V ∗T2ψn, ψn〉

=

N∑
n=0

〈V ∗U1|T1|ψn, ψn〉+

N∑
n=0

〈V ∗U2|T2|ψn, ψn〉 .
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By Cauchy-Schwarz, we have

N∑
n=0

|〈V ∗Uj |Tj |ψn, ψn〉|

=
N∑
n=0

|〈|Tj |
1
2ψn, |Tj |

1
2U∗j V ψn〉|

6
N∑
n=0

‖|Tj |
1
2ψn‖‖|Tj |

1
2U∗j V ψn‖

6

(
N∑
n=0

‖|Tj |
1
2ψn‖2

) 1
2
(

N∑
n=0

‖|Tj |
1
2U∗j V ψn‖2

) 1
2

= ‖Tj‖
1
2
1

(
N∑
n=0

‖|Tj |
1
2U∗j V ψn‖2

) 1
2

.

Using two times Lemma 9.4,

N∑
n=0

‖|Tj |
1
2U∗j V ψn‖2 =

N∑
n=0

〈Uj |Tj |U∗j V ψn, V ψn〉 6 ‖Tj‖1 .

We deduce that
N∑
n=0

〈|T1 + T2|ψn, ψn〉 6 ‖T1‖1 + ‖T2‖1 .

Proposition 9.7. — L1(H) is a two-sided ideal of L(H).

Proof. — Let T ∈ L1(H) and T ′ ∈ L(H). By Propositions 9.6
and 2.83, we can assume that T ′ is unitary. Then, |T ′T | = |T |
and T ′T ∈ L1(H). Moreover, |TT ′| = |T ′−1TT ′| = T ′−1|T |T ′
and T ′ sends any Hilbert basis onto a Hilbert basis, thus TT ′ ∈
L1(H).

Proposition 9.8. — T is trace-class iff T ∗ is trace-class.

Proof. — Let T be a trace-class operator. It follows that |T | is
a trace-class operator. The polar decomposition T = U |T | gives
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rise to T ∗ = |T |U∗, which is trace-class by the ideal property.
Conversely, just note that T = (T ∗)∗.

Proposition 9.9. — We have L1(H) ⊂ K(H).

Proof. — Consider T ∈ L1(H). By Proposition 9.7, we have
T ∗T = |T ∗T | ∈ L1(H). Then, if (ψn)n∈N is a Hilbert basis, we
have

+∞∑
n=0

〈|T ∗T |ψn, ψn〉 =
+∞∑
n=0

〈Tψn, Tψn〉 =
+∞∑
n=0

‖Tψn‖2

< +∞ .

Then, for N ∈ N, we let

TN =

N∑
n=0

〈·, ψn〉Tψn .

For M > N , we write, for all ψ ∈ H,

‖(TN − TM )ψ‖ 6
M∑

n=N+1

|〈ψ,ψn〉|‖Tψn‖

6

(
M∑

n=N+1

|〈ψ,ψn〉|2
) 1

2
(

M∑
n=N+1

‖Tψn‖2
) 1

2

6 ‖ψ‖

( ∞∑
n=N+1

‖Tψn‖2
) 1

2

.

It follows that

‖TN − TM‖ 6

( ∞∑
n=N+1

‖Tψn‖2
) 1

2

−→
N−→+∞

0.

By the Cauchy criterion, this indicates that the sequence of finite
rank operators (Tn) converges to some bounded operator S, which
is therefore compact. This limit coincides with T on a Hilbert basis
and thus T = S is compact.

Lemma 9.10. — For all T ∈ L1(H), we have ‖T‖ 6 ‖T‖1.
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Proof. — The compact and self-adjoint operator |T | has a spectral
decomposition like

|T | =
∑
n>1

sn〈·, ψn〉ψn, 0 6 sn 6 ‖ |T | ‖ .

We can complete the orthonormal family (ψn)n>1 into a Hilbert
basis (by using a Hilbert basis of ker |T |). In this adapted basis,
we have

‖T‖1 =
+∞∑
n=1

〈|T |ψn, ψn〉 =
+∞∑
n=1

+∞∑
j=1

〈sj〈ψn, ψj〉ψj , ψn〉 =
∑
n>1

sn .

We can see in this formula a generalization of (9.9.1.2).
Now, recall that ‖T‖ = ‖ |T | ‖. But, since |T | is self-adjoint,

‖ |T | ‖ coincides with its spectral radius, which is

‖T‖ = ‖ |T | ‖ = sup
n>1

sn 6
∑
n>1

sn = ‖T‖1 .

Proposition 9.11. — (L1(H), ‖ · ‖1) is a Banach space.

Proof. — Consider a Cauchy sequence (Tn) for the ‖ · ‖1-norm.
In particular, this sequence is bounded by some finite M . In view
of Lemma 9.10, this sequence is also a Cauchy sequence for the
norm the ‖ · ‖. Therefore, (Tn) converges to T in L(H). Note that

∀ε > 0 ,∃N ∈ N , ∀`, n > N , ‖Tn − T`‖1 6 ε .

If (ψk) is a Hilbert basis, and using the proof of the triangle in-
equality,

m∑
k=0

〈|T − Tn + Tn|ψk, ψk〉 6
m∑
k=0

〈(|T − Tn|+ |Tn|)ψk, ψk〉

6 m‖T − Tn‖+ ‖Tn‖1
6 m‖T − Tn‖+M .

For all m, we can find n such that m‖T −Tn‖ 6 1. It follows that

∀m ∈ N∗,
m∑
k=0

〈|T |ψk, ψk〉 6 1 +M .
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This implies that T ∈ L1(H). Then, we write

∀ε > 0 ,∃N ∈ N , ∀`, n > N ,
+∞∑
k=0

〈|Tn − T`|ψk, ψk〉 6 ε .

With the same arguments, we get
m∑
k=0

〈(|T − Tn|)ψk, ψk〉 6 m‖T − T`‖+ ‖T` − Tn‖1 ,

so that, for all m, taking ` and then n large enough, we get
m∑
k=0

〈(|T − Tn|)ψk, ψk〉 6 ε =⇒ ‖T − Tn‖1 6 ε .

The Cauchy sequence (Tn) does converge to T ∈ L1(H).

9.2. Hilbert-Schmidt operators

9.2.1. Definition and first properties. —

Definition 9.12. — We say that T ∈ L(H) is an Hilbert-Schmidt
operator if |T |2 = T ∗T is in L1(H). In this case, we write T ∈
L2(H).

Remark 9.13. — By Proposition 9.7, we have L1(H) ⊂ L2(H).

Proposition 9.14. — L2(H) is a vector space.

Proof. — If T1, T2 ∈ L2(H), then for any Hilbert basis (ψn)n∈N,

‖T ∗j Tj‖1 =

+∞∑
n=0

〈T ∗j Tjψn, ψn〉 =

+∞∑
n=0

‖Tjψn‖2 < +∞ ,

and thus
+∞∑
n=0

‖(T1 + T2)ψn‖2 6 2

2∑
j=1

+∞∑
n=0

‖Tjψn‖2 < +∞ .

Proposition 9.15. — L2(H) is a two-sided ideal of L(H).
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Proof. — Let T ∈ L2(H) and U be a unitary operator. If (ψn) is
a Hilbert basis, we have∑

n>0

‖UTψn‖2 =
∑
n>0

‖Tψn‖2 < +∞ .

Thus, UT ∈ L2(H).
Moreover, (Uψn)n∈N is a Hilbert basis so that∑

n>0

‖T (Uψn)‖2 =
∑
n>0

‖Tψn‖2 < +∞ .

Proposition 9.16. — T ∈ L2(H) if and only if T ∗ ∈ L2(H).

Proof. — The polar decomposition T = U |T | gives rise to T ∗ =
|T |U∗, as well as

(T ∗)∗T ∗ = (|T |U∗)∗|T |U∗ = U |T |2U∗,

which is trace-class by the ideal property. Conversely, just note
that T = (T ∗)∗.

Proposition 9.17. — We have L2(H) ⊂ K(H).

Proof. — This fact has been established in the proof of Proposi-
tion 9.9, which was only based on the information T ∗T ∈ L1(H).

Proposition 9.18. — Let T1, T2 ∈ L2(H). Consider a Hilbert
basis (ψn)n∈N. Then,∑

n>0

|〈T ∗2 T1ψn, ψn〉| < +∞ .

The sum of the series ∑
n>0

〈T ∗2 T1ψn, ψn〉

is independent of the chosen Hilbert basis. More precisely, if
(ϕn)n∈N is another Hilbert basis, we have∑
n>0

〈T ∗2 T1ψn, ψn〉 =
∑
n>0

〈T1T
∗
2ϕn, ϕn〉 =

∑
n>0

〈T ∗2 T1ϕn, ϕn〉 .
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Proof. — Because T1 and T2 are in L2(H), we have
N∑
n=0

|〈T ∗2 T1ψn, ψn〉| =
N∑
n=0

|〈T1ψn, T2ψn〉|

=
N∑
n=0

|〈T1ψn,
+∞∑
k=0

〈ϕk, T2ψn〉ϕk|

=
N∑
n=0

+∞∑
k=0

|〈T1ψn, ϕk| |〈ϕk, T2ψn〉|

6
1

2

N∑
n=0

+∞∑
k=0

(
|〈T1ψn, ϕk|2 + |〈ϕk, T2ψn〉|2

)
6

1

2

N∑
n=0

(
‖T1ψn‖2 + ‖T2ψn‖2

)
6

1

2

(
‖T ∗1 T1‖1 + ‖T ∗2 T2‖1

)
< +∞.

Now, consider another Hilbert basis (ϕn)n∈N and write again the
Bessel-Parseval formula∑

n>0

〈T ∗2 T1ψn, ψn〉 =
∑
n>0

∑
k>0

〈T1ψn, ϕk〉〈ϕk, T2ψn〉.

The obtained double series is absolutely convergent (due to the
above summation argument). Moreover, by the Fubini theorem,
we get∑
n>0

〈T ∗2 T1ψn, ψn〉 =
∑
k>0

∑
n>0

〈T1ψn, ϕk〉〈ϕk, T2ψn〉

=
∑
k>0

∑
n>0

〈T ∗2ϕk, ψn〉〈ψn, T ∗1ϕk〉

=
∑
k>0

〈T ∗2ϕk, T ∗1ϕk〉 =
∑
k>0

〈T1T
∗
2ϕk, ϕk〉 .

This shows the independence.

Proposition 9.19. — Let T1, T2 ∈ L2(H). Then, T1T2 ∈ L1(H).

Proof. — We start with the polar decomposition |T1T2| =
U∗T1T2. By Proposition 9.15, we know that U∗T1 ∈ L2(H).
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Then, by Proposition 9.16, we get that T ∗1U ∈ L2(H). Proposition
9.18 implies that∑

n>0

〈(T ∗1U)∗T2ψn, ψn〉 =
∑
n>0

〈|T1T2|ψn, ψn〉 < +∞,

which guarantees that T1T2 ∈ L1(H).

9.2.2. Trace of a trace-class operator. —

Proposition 9.20 (Trace of a trace-class operator)
Let T ∈ L1(H) and (ψn)n∈N be a Hilbert basis. Then, the

series

TrT :=
+∞∑
n=0

〈Tψn, ψn〉

is absolutely convergent and independent of the chosen Hilbert ba-
sis.

Proof. — We write T = U |T | = (U |T |
1
2 )|T |

1
2 and apply Propo-

sition 9.18.

Proposition 9.21. — The application L1(H) 3 T 7→ TrT ∈ C is
a linear form. Moreover, for all T ∈ L1(H), TrT ∗ = TrT .

Proposition 9.22. — The application L2(H) × L2(H) 3
(A,B) 7→ Tr (AB∗) ∈ C is a scalar product on L2(H). The
associated norm, called Hilbert-Schmidt norm, is denoted by
‖ · ‖2. Moreover, the application L2(H) 3 T 7→ T ∗ ∈ L2(H) is
unitary.

Proposition 9.23. — For all T ∈ L1(H),

‖T‖ 6 ‖T‖2 6 ‖T‖1 .

Proof. — Consider first the case when T = T ∗ > 0 and write

T =
∑
n>0

sn〈·, ψn〉ψn, 0 6 sn .

We have already seen that

‖T‖1 =
∑
n>0

sn .
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In the same way, we get

‖T‖22 =
∑
n>0

s2
n .

The inequality is then proved since

max
n>0

sn 6

(∑
n>0

s2
n

) 1
2

6
∑
n>0

sn .

In the general case, we have

‖T‖ = ‖ |T | ‖ 6 ‖|T |‖2 = ‖T‖2 6 ‖ |T | ‖1 = ‖T‖1 .

Proposition 9.24. — (L2(H), ‖ · ‖2) is a Hilbert space.

Proposition 9.25. — For all T1, T2 ∈ L2(H),

‖T1T2‖2 6 ‖T1‖‖T2‖2 6 ‖T1‖2‖T2‖2 .

Proposition 9.26. — Let T1, T2 ∈ L1(H). Then, T2T1 and T1T2

are in L1(H), and we have Tr (T2T1) = Tr (T1T2). Moreover,

‖T1T2‖1 6 ‖T1‖‖T2‖1 .

Proof. — This is a consequence of Propositions 9.19 and 9.18.
The inequality follows from the polar decomposition T2 = U |T2|
and

‖T1T2‖1 = ‖T1U |T2|
1
2 |T2|

1
2 ‖1

6 ‖T1U |T2|
1
2 ‖2‖|T2|

1
2 ‖2

6 ‖T1U‖‖|T2|
1
2 ‖22 6 ‖T1‖‖|T2|

1
2 ‖22 .

Proposition 9.27. — For all T1 ∈ L1(H) and T2 ∈ L(H), we
have Tr (T2T1) = Tr (T1T2) and |Tr (T1T2)| 6 ‖T1‖1‖T2‖.

Proof. — For the cyclicity of the trace, by Propositions 2.83 and
9.21, it is enough to establish the formula when T2 is unitary. In
this case, we have

Tr(T2T1) =

+∞∑
n=0

〈T1ψn, T
∗
2ψn〉 .
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Using the new Hilbert basis ϕn = T2ψn, we get

Tr(T2T1) =
+∞∑
n=0

〈T1T2ψn, ψn〉 = Tr(T1T2) .

For the inequality, assume first that T1 = T ∗1 > 0, and write its
spectral decomposition

T1 =
∑
n>0

sn〈·, ψn〉ψn .

Recall that
∑

n>1 sn = ‖T1‖1. By using an adapted Hilbert basis,
we have

Tr (T2T1) =
+∞∑
n=0

〈T1T2ψn, ψn〉 =
+∞∑
n=0

〈
∑
j>0

sj〈T2ψn, ψj〉ψj , ψn〉

=
∑
n>0

sn〈T2ψn, ψn〉 ,

and thus
|Tr (T2T1)| 6 ‖T2‖‖T1‖1 .

If T1 is not non-negative, we write T1 = U |T1| and get

|Tr (T2T1)| = |Tr ((T2U)|T1|)| 6 ‖T2U‖‖|T1|‖1 6 ‖T2‖‖T1‖1 .

9.3. A fundamental example

Let us consider a non-empty open set Ω ⊂ Rd. We consider the
classical separable Hilbert space H = L2(Ω). ForK ∈ L2(Ω×Ω),
and all ψ ∈ L2(Ω), we let

TKψ(x) =

∫
Ω
K(x, y)ψ(y) dy .

The application TK is clearly a bounded operator from H to H. By
Cauchy-Schwarz inequality, we have

‖TK‖ := sup
‖ψ‖L2(Ω)61

‖TKψ‖L2(Ω) 6 ‖K‖L2(Ω×Ω).

Its adjoint satisfies T ∗K = TǨ with Ǩ(x, y) = K(y, x).
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Proposition 9.28. — We have TK ∈ L2(H) and ‖TK‖2 =
‖K‖L2(Ω×Ω).

Proof. — Consider (ψn)n>0 a Hilbert basis of L2(Ω). Letting

ϕm,n(x, y) = ψm(x)ψn(y) ,

we see that (ϕm,n)(m,n)∈N2 is a Hilbert basis of L2(Ω×Ω). Thus,
we can write

K =
∑

(m,n)∈N2

km,nϕm,n ,
∑

(m,n)∈N2

|km,n|2 = ‖K‖2L2(Ω×Ω) ,

In fact,

km,n = 〈K,ϕm,n〉L2(Ω×Ω) = 〈TKψm, ψn〉L2(Ω) ,

where we used the Fubini theorem. Since

‖TKψm‖2L2(Ω) =
∑
n>0

|〈TKψm, ψn〉L2(Ω)|2 ,

we get that TK is Hilbert-Schmidt and ‖TK‖22 = ‖K‖2L2(Ω×Ω).

Proposition 9.29. — The application L2(Ω × Ω) 3 K 7→ TK ∈
L2(H) is unitary.

Proof. — The application K 7→ TK is an isometry. In particu-
lar, it is injective with closed range. So is its adjoint TǨ , with
Ǩ(x, y) = K(y, x). Therefore, K 7→ TK is bijective.

Proposition 9.30. — Consider T ∈ L1(H). The polar decompo-
sition of T can be written as T = U |T |

1
2 |T |

1
2 , and we may write

T = AB with A,B ∈ L2(H). Writing A = Ta and B = Tb, with
a, b ∈ L2(Ω× Ω), we have

TrT =

∫
Ω
t(x, x) dx ,

where
t(x, y) =

∫
Ω
a(x, z)b(z, y) dz .

Proof. — We have, with Proposition 9.29,

TrT = Tr (AB) = 〈A,B∗〉2 = 〈a, b̌〉L2(Ω×Ω)

=

∫
Ω×Ω

a(x, y)b(y, x) dx dy .
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From Fubini’s theorem, we deduce that

TrT =

∫
Ω

(∫
Ω
a(x, y)b(y, x) dy

)
dx .

Let us give a simple, but non completely trivial, example.

Proposition 9.31. — Let L be the Dirichlet Laplacian on I =
(0, 1). Consider the compact self-adjoint operator T = L −1.
Then, T is actually trace-class and

TrT =
1

6
, ‖T‖22 =

1

90
.

In particular, ∑
n>1

n−2 =
π2

6

∑
n>1

n−4 =
π4

90
.

Proof. — Consider the Hilbert basis (ϕn)n>1 of eigenfunctions
of T , associated with the eigenvalues (λn)n>1. Explicitly (see
Lemma 1.8), we have

ϕn(x) =
√
n sin(nπx) , λn = (nπ)−2 .

From the explicit expression of the eigenvalues, we see that T ∈
L2(H) with H = L2(I). Let us find the kernel K of T . Consider
f ∈ L2(I). Let us try to find u ∈ H1

0(I) ∩ H2(I) such that

u′′ = −f .

We can write this equation in the form

U ′ =

(
0 1
0 0

)
U +

(
0
−f

)
U =

(
u
u′

)
.

Consider the following independent solutions of the homogeneous
equation

U1 =

(
x
1

)
, U2 =

(
x− 1

1

)
.

Letting u1(x) = x and u2(x) = x − 1, we notice that u1(0) =
u2(1) = 0. Then, we look for u is in the form

u(x) = α(x)u1(x) + β(x)u2(x) ,
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with

[U1, U2]

(
α′

β′

)
=

(
0
−f

)
,

or, equivalently,

α′(x) = (x− 1)f(x) , β′(x) = −xf(x) .

Since u(0) = u(1) = 0, we get α(1) = β(0) = 0 so that

α(x) =

∫ x

1
(y − 1)f(y) dy , β(x) = −

∫ x

0
yf(y) dy .

Thus,

u(x) =

∫ 1

0

(
1[x,1](y)x(1− y) + 1[0,x](y)y(1− x)

)
f(y) dy .

The kernel is given by

K(x, y) = 1[x,1](y)x(1− y) + 1[0,x](y)y(1− x) .

We can check that K ∈ C 0([0, 1]2,R). A computation gives

‖T‖22 =

∫
[0,1]2

|K(x, y)|2 dx dy =
1

90
.

Note that, in L2(I × I),

K(x, y) =
∑

(m,n)∈N∗×N∗
kmnϕm(x)ϕn(y) ,

with

kmn =

∫
[0,1]2

K(x, y)ϕm(x)ϕn(y) dx dy .

By the Fubini theorem,

kmn = 〈Tϕm, ϕn〉 = λmδmn ,

so that
K(x, y) =

∑
n>1

λnϕn(x)ϕn(y) .

In fact, for all fixed y ∈ [0, 1], this series is convergent in L2(Ix).
Let us explain why the convergence is also true in the L∞(Ix)
sense.
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Notice that T
1
2 ∈ L2(H) so that it has a kernel K̃ in L2(I × I),

and, for almost all fixed y ∈ I , in L2(Ix),

K̃(·, y) =
∑
n>1

√
λnϕn(y)ϕn(·) .

In particular, ∫ 1

0
|K̃(x, y)|2 dx =

∑
n>1

λnϕn(y)2 ,

and also, for almost all x ∈ I ,∫ 1

0
|K̃(x, y)|2 dy =

∑
n>1

λnϕn(x)2 .

Now, consider∣∣∣∣∣
N∑

n=M

√
λnϕn(y)

√
λnϕn(x)

∣∣∣∣∣
6

(
N∑

n=M

λnϕn(y)2

) 1
2
(

N∑
n=M

λnϕn(x)2

) 1
2

6

(∫ 1

0
|K̃(x, y)|2 dy

) 1
2

(
N∑

n=M

λnϕn(y)2

) 1
2

→
M,N→+∞

0 .

Therefore, by continuity of K and of the eigenfunctions, we have,
for all (x, y) ∈ [0, 1]2,

K(x, y) =
∑
n>1

λnϕn(x)ϕn(y) .

We take x = y and integrate to get∫ 1

0
K(x, x) dx =

∑
n>1

λn = Trλn .

We have ∫ 1

0
K(x, x) dx =

∫ 1

0
x(1− x) dx =

1

6
.
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9.4. Local traces of the Laplacian

The Laplace operator −∆ on Rd, equipped with its natural do-
main, is not bounded, and thus its trace (or its Hilbert-Schmidt
norm) is not defined. Nevertheless, we may give a � local� sense
to such traces. To do so, we can restrict the action of the opera-
tor to a finite region by means of cut-off functions i.e., consider
ϕ(−∆)ϕ.

9.4.1. The case of Rd. — Let h > 0 (a small parameter). We
consider here the semi-classical operator L Rd

h = −h2∆−1 acting
on L2(Rd).

Definition 9.32. — We define the (unitary) Fourier transform by

Fψ(ξ) = (2π)−
d
2

∫
Rd
e−ixξψ(x) dx .

Given some operator L , the notion of positive and negative parts
L± of L is explained in Section 8.3.4.

Lemma 9.33. — In the sense of quadratic forms, we have

(L Rd
h )− 6 γh , γh = 1R−(L Rd

h ) .

Consider ϕ ∈ C∞0 (R2). Then,

ϕ(L Rd
h )−ϕ 6 ϕγhϕ .

Lemma 9.34. — We have

FLhF
−1 = h2ξ2 − 1 .

In particular,

γh = F−11R−(h2ξ2 − 1)F ,

and

γhψ(x) = (2π)−d
∫
R2d

ei(x−y)ξ1R−(h2ξ2 − 1)ψ(y) dy dξ

= (2π)−
d
2

∫
Rd

dyψ(y)F−1(1R−(h2ξ2 − 1))(x− y) .

Proposition 9.35. — Consider ϕ ∈ C 0
0 (R2). Then,
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(i) The bounded operator ϕγh is Hilbert-Schmidt and

‖ϕγh‖22 =
ωd

(2πh)d
‖ϕ‖2 .

(ii) The bounded self-adjoint operator ϕγhϕ is trace-class and

(9.9.4.3) Tr(ϕγhϕ) =
ωd

(2πh)d
‖ϕ‖2 .

Proof. — For the first item, we notice that the kernel K of ϕγh is
given by

K(x, y) = (2π)−
d
2ϕ(x)F−1(1R−(h2ξ2 − 1))(x− y) .

From the Parseval formula, we see that K ∈ L2(R2d) and

‖K‖2L2(R2d) = (2π)−d‖ϕ‖2
∫
Rd

dξ1R−(h2ξ2 − 1) .

For the second item, it is sufficient to notice that

ϕγhϕ = ϕγhγhϕ = (ϕγh)(ϕγh)∗ ,

and
Tr(ϕγhϕ) = ‖ϕγh‖22 .

Corollary 9.36. — For allϕ ∈ C∞0 (R2), the operatorϕ(L Rd
h )−ϕ

is trace-class. Moreover, (ϕL Rd
h ϕ)− is also trace-class and

Tr(ϕL Rd
h ϕ)− 6 Tr(ϕ(L Rd

h )−ϕ) .

Moreover,

Tr(ϕ(L Rd
h )−ϕ) = (2π)−dh−d‖ϕ‖2

∫
Rd

(ξ2 − 1)− dξ .

Proof. — The first part of the statement follows from Lemma 9.33
and Proposition 9.35. For the second part, we consider a Hilbert
basis (ψj)j>1 such that (ψj)j∈J is a Hilbert basis of the negative
(Hilbert) subspace of ϕL Rd

h ϕ. Then, for all j ∈ J ,

〈ψj , (ϕL Rd
h ϕ)−ψj〉 = −〈ψj , (ϕL Rd

h ϕ)ψj〉

6 〈ψj , (ϕ(L Rd
h )−ϕ)ψj〉 ,
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and, for all j ∈ N∗ \ J , 〈ψj , (ϕL Rd
h ϕ)−ψj〉 = 0. This shows that∑

j>1〈ψj , (ϕL Rd
h ϕ)−ψj〉 is convergent, that the non-negative op-

erator (ϕL Rd
h ϕ)− is trace-class, and the inequality follows. Then,

we write

ϕ(L Rd
h )−ϕ = ϕ(L Rd

h )
1
2
−

(
ϕ(L Rd

h )
1
2
−

)∗
.

The kernel of ϕ(L Rd
h )

1
2
− is

(2π)−
d
2ϕ(x)F−1((h2ξ2 − 1)

1
2
−)(x− y) .

Therefore, it is Hilbert-Schmidt and

‖ϕ(L Rd
h )

1
2
−‖22 = (2π)−dh−d‖ϕ‖2

∫
Rd

(ξ2 − 1)− dξ .

9.4.2. The case of Rd+. — Let us now consider the operator

L
Rd+
h = −h2∆ − 1 acting on L2(Rd+) with Dirichlet boundary

condition on xd = 0.

9.4.2.1. Computation of the local trace. —

Proposition 9.37. — For all ϕ ∈ C 0
0 (Rd),

Tr(ϕ(L
Rd+
h )−ϕ)

= 2(2π)−dh−d
∫
Rd+
ϕ2(x)

∫
Rd

(ξ2−1)− sin2(h−1xdξd) dξ dx .

Proof. — Let us diagonalize L
Rd+
h . For that purpose, let us con-

sider the application T : L2(Rd+)→ L2(Rd) defined by

T =
1√
2
F ◦ S ,

where S is defined by Sψ(x) = ψ(x) when xd > 0 and Sψ(x) =
−ψ(x) when xd 6 0. The operator T is an isometry and T :
L2(Rd+) → L2

odd(Rd) is bijective and T −1 =
√

2F−1 where we
have used F : L2

odd(Rd)→ L2
odd(Rd). We have

L
Rd+
h = T −1(h2|ξ|2 − 1)T .
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In fact, T can be related to the � sine Fourier transform�:

T ψ(x) =
1√
2

(2π)−
d
2

∫
Rd
e−ixξSψ(x) dx

= −i
√

2(2π)−
d
2

∫
Rd+
e−ix

′ξ′ sin(xdξd)ψ(x) dx .

Notice that

(L
Rd+
h )

1
2
− = T −1(h2|ξ|2 − 1)

1
2
−T .

In particular,

(L
Rd+
h )

1
2
−ψ(x)

= − 2i

(2π)d

∫
Rd
eixξ(h2|ξ|2 − 1)

1
2
−

∫
Rd+
e−iy

′ξ′ sin(ydξd)ψ(y) dy dξ

= − 2i

(2π)d

∫
Rd+

dyψ(y)

∫
Rd
eixξe−iy

′ξ′ sin(ydξd)(h
2|ξ|2 − 1)

1
2
− dξ .

Thus, the kernel of (L
Rd+
h )

1
2
−ϕ is

− 2i

(2π)d
ϕ(y)

∫
Rd
eixξe−iy

′ξ′ sin(ydξd)(h
2|ξ|2 − 1)

1
2
− dξ .

The squared L2-norm of this kernel is

4

(2π)2d

∫
Rd+

dy|ϕ(y)|2
∫
Rd+

dxρ(x, y)

=
2

(2π)d

∫
Rd+

dy|ϕ(y)|2
∫
Rd

dxρ(x, y)

=
2

(2π)d

∫
Rd+

dy|ϕ(y)|2
∫
Rd

dξ sin2(ydξd)(h
2|ξ|2 − 1)− ,

where the used the Parsval formula and

ρ(x, y) =

∣∣∣∣∫
Rd
eixξe−iy

′ξ′ sin(ydξd)(h
2|ξ|2 − 1)

1
2
− dξ

∣∣∣∣2
=

∣∣∣∣∫
Rd
ei(x−y)ξeiydξd sin(ydξd)(h

2|ξ|2 − 1)
1
2
− dξ

∣∣∣∣2 .
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This shows that (L
Rd+
h )

1
2
−ϕ is a Hilbert-Schmidt operator, that

ϕ(L
Rd+
h )−ϕ is trace-class, and

Tr(ϕ(L
Rd+
h )−ϕ)

=
2

(2π)d

∫
Rd+

dy|ϕ(y)|2
∫
Rd

dξ sin2(ydξd)(h
2|ξ|2 − 1)− .

In fact, one can estimate the asymptotic behavior of this � lo-

cal� trace Tr(ϕ(L
Rd+
h )−ϕ).

Lemma 9.38. — Let us consider the function defined for t > 0 by

J(t) =

∫
Rd

(ξ2 − 1)− cos(2tξd) dξ .

Then, for all t > 0,

J(t) = C0ReK(t) , K(t) =

∫ 1

−1
e2iut(1− u2)

d+1
2 du ,

with

C0 =

∫
Bd−1

(1− |v|2) dv .

Moreover, J(t) =
t→+∞

O(t−
d+1

2
−1).

Proof. — We have

J(t) =

∫ 1

−1
dξd cos(2ξdt)

∫
|ξ′|261−|ξd|2

(1− ξ2
d − |ξ′|2) dξ′ .

By using a rescaling,∫
|ξ′|261−|ξd|2

(1−ξ2
d−|ξ′|2) dξ′ = (1−ξ2

d)
d+1

2

∫
Bd−1

(1−|v|2) dv .

Let us now consider K. We let δ = d+1
2 . By integrating by parts

bδc times, we can write

K(t) = t−bδc
∫ 1

−1
e2iutk(u)(1− u2)δ−bδc du ,

where k is a polynomial.
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If δ ∈ N, another integration by parts yields

K(t) = O(t−bδc−1) ,

which is the desired estimate.
If not, we have δ − bδc > 0 and we can integrate by parts:

K(t) = −it−bδc−1

∫ 1

−1
e2iutuk(u)(1− u2)δ−bδc−1 du ,

where we used that (1 − u2)δ−bδc−1 ∈ L1((−1, 1)) since −1 <

δ − bδc − 1 < 0. Now, we can write, for some smooth function k̃,∫ 1

0
e2iutuk(u)(1− u2)δ−bδc−1 du

=

∫ 1

0
e2iutk̃(u)(1− u)δ−bδc−1 du ,

and also, for some smooth function ǩ,∫ 1

0
e2iutuk(u)(1− u2)δ−bδc−1 du

= e2it

∫ 1

0
e−2ivtǩ(v)vδ−bδc−1 dv .

Note that∫ 1

0
e−2ivtǩ(v)vδ−bδc−1 dv = ǩ(0)

∫ 1

0
e−2ivtvδ−bδc−1 dv

+

∫ 1

0
e−2ivt(ǩ(v)− ǩ(0))vδ−bδc−1 dv .

We have∫ 1

0
e−2ivtvδ−bδc−1 dv = tbδc−δ

∫ t

0
e−2ivvδ−bδc−1 dv

= O(tbδc−δ) ,

where we used that the last integral is convergent (by using inte-
gration by parts). We can write, for some smooth function r,

ǩ(v)− ǩ(0) = vr(v) ,
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so that∫ 1

0
e−2ivt(ǩ(v)− ǩ(0))vδ−bδc−1 dv =

∫ 1

0
e−2ivtr(v)vδ−bδc dv

= O(t−1) = O(tbδc−δ) .

We deduce that∫ 1

0
e2iutuk(u)(1− u2)δ−bδc−1 du = O(tbδc−δ) .

In the same way,∫ 0

−1
e2iutuk(u)(1− u2)δ−bδc−1 du = O(tbδc−δ) .

Thus,
K(t) = O(t−bδc−1+bδc−δ) ,

and the conclusion follows.

Proposition 9.39. — Consider ϕ ∈ C 1
0 (Rd). Then, with Ld as in

(9.9.5.7), we have

hdTr(ϕ(L
Rd+
h )−ϕ)

= Ld‖ϕ‖2L2(Rd+)
−Ld−1

4
h

∫
Rd−1

|ϕ(x′, 0)|2 dx′+O(h2‖∇ϕ2‖∞) .

Proof. — Let us write

(2πh)dTr(ϕ(L
Rd+
h )−ϕ)

=

∫
Rd+
ϕ2(x)

∫
Rd

(ξ2 − 1)−(1− cos(2h−1xdξd)) dξ dx .

Let us now consider the (absolutely convergent) integral

I(h) =

∫
Rd+
ϕ2(x)

∫
Rd

(ξ2 − 1)− cos(2h−1xdξd) dξ dx .

We have
(9.9.4.4)

I(h) = h

∫
Rd+
ϕ2(x′, ht)

∫
Rd

(ξ2 − 1)− cos(2tξd) dξ dx′ dt ,
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and thus

(9.9.4.5) I(h) = h

∫
Q

(∫ +∞

0
ϕ2(x′, ht)J(t) dt

)
dx′ ,

where Q is a compact subset of Rd−1. We write, uniformly with
respect to x′ ∈ Q,

|ϕ2(x′, ht)− ϕ2(x′, 0)| 6 ‖∇ϕ2‖∞ht .
Therefore,∣∣∣∣∫ +∞

0
ϕ2(x′, ht)J(t) dt−

∫ +∞

0
ϕ2(x′, 0)J(t) dt

∣∣∣∣
6 ‖∇ϕ2‖∞h

∫ +∞

0
tJ(t) dt .

This shows that∣∣∣∣I(h)− h
∫
Q

dx′
∫ +∞

0
ϕ2(x′, 0)J(t) dt

∣∣∣∣
6 |Q|h2‖∇ϕ2‖∞

∫ +∞

0
tJ(t) dt .

We notice that∫
R

(ξ2 − 1)− cos(2tξd) dξd = Re

∫
R

(ξ2 − 1)−e
2itξd dξd .

Then, by using the inverse Fourier transform,∫
R

∫
R

(ξ2 − 1)−e
2itξd dξd dt =

1

2
(2π)(|ξ′|2 − 1)− .

Thus,

(2π)−d
∫ +∞

0
J(t) dt =

Ld−1

4
.

9.5. Notes

Proposition 9.39 is part of a rather long story. It started with
Weyl in [47] and the asymptotic expansion of the counting function

NΩ(h) = |Ω|Cd
hd

+ o(h−d) , Cd =
ωd

(2π)d
.
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Here, NΩ(h) = |{k > 1 : h2λk < 1}|. Under the geometric as-
sumption that Ω has no � periodic point � and when Ω is smooth,
V. Ivrii exhibited the second term of the asymptotic expansion in
[23] (see also its translation):

(9.9.5.6) NΩ(h) = |Ω|Cdh−d−
1

4
|∂Ω|Cd−1h

−d+1 + o(h−d+1) .

In general, Weyl’s asymptotic expansions can be obtained by
means of microlocal technics. The reader can consult [9] where it
is proved, for instance, that

|{λk(h) < 1}| = (2πh)−d
∫
a(x,ξ)<1

dx dξ + o(h−d+1) ,

where the (λk(h))k>1 are the eigenvalues of an elliptic pseudo-
differential operator defined by

OpW
h (a)ψ(x)

= (2πh)−d
∫
R2d

ei〈x−y,η〉/ha

(
x+ y

2
, η

)
ψ(y) dy dη .

A very good introduction to semiclassical/microlocal analysis is
the book by Zworski [49].

Sometimes (especially in old references), the Weyl asymptotics
is written in terms of a large parameter λ = h−

1
2 . The expansion

(9.9.5.6) can be rewritten as
|{k > 1 : λk < λ}| =: N(λ)

= |Ω|Cdλ
d
2 − 1

4
Cd−1|∂Ω|λ

d−1
2 + o(λ

d−1
2 ) .

Note that∫ λ

0
N(u) du = |Ω| 2Cd

d+ 2
λ
d
2

+1 − 1

4

2Cd−1

d+ 1
|∂Ω|λ

d+1
2 + o(λ

d+1
2 ) ,

and also, by definition of the counting function,∫ λ

0
N(u) du = −T (λ) + λN(λ) =

N(λ)∑
k=1

(λk − λ)− ,

with

T (λ) =

N(λ)∑
k=1

λk .
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Coming back to h, we deduce the following theorem, under Ivrii’s
assumptions.

Theorem 9.40. —

Tr(HΩ)− = Ld|Ω|h−d −
1

4
Ld−1|∂Ω|h−d+1 + o(h−d+1) ,

where

(9.9.5.7) Ld = (2π)−d
∫
Rd

(ξ2 − 1)− dξ = (2π)−d
2ωd
d+ 2

.

Proposition 9.39 can be used as a step in a (direct) proof of
Theorem 9.40 (see [13]).



CHAPTER 10

SELECTED APPLICATIONS OF THE
FUNCTIONAL CALCULUS

The aim of this chapter is to illustrate how useful the functional
calculus can be. In particular, we prove a version of the Lieb’s
Variational Principle (to estimate traces of operators by means of
density matrices). Then, we prove the Stone’s formula that relates
the spectral projections to the resolvent. We use it to provide a suf-
ficient condition for the spectrum to be absolutely continuous in a
convenient spectral interval. Finally, we give a concise presenta-
tion of the celebrated Mourre estimates: how a positive commuta-
tor may be used to prove absolute continuity? During the analysis,
we establish a version of the Limiting Absorption Principle. The
core of the investigation will rely on elementary coercivity esti-
mates for non-self-adjoint operators. It is somehow in the spirit of
the Lax-Milgram theorem.

10.1. Lieb’s Variational Principle

10.1.1. Statement. —

Definition 10.1 (Density matrix). — A density matrix on a
Hilbert space H is a trace-class self-adjoint operator γ such that

0 6 γ 6 1 .

Let us consider a self-adjoint operator L bounded from below.
We can write (see Section 8.3.4)

L = L+ −L− ,
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where L± = 1R±(L )L . Since L is bounded from below, the
operator L− is bounded. In particular, if γ is trace-class, γL− is
trace-class.

Lemma 10.2. — Consider a trace-class operator γ valued in
Dom (Q). We may consider a Hilbert basis (ψj) such that
(ψj) ⊂ Dom Q. The quantity∑

j>0

〈γL
1
2

+ψj ,L
1
2

+ψj〉 −
∑
j>0

〈γL
1
2
−ψj ,L

1
2
−ψj〉

is well-defined (possibly +∞) and independent of the choice of
(ψj). We denote it by Tr(γL ).

Proof. — Let us write (1)

γ =
∑
k>0

γk |ϕk〉 〈ϕk| ,

and notice that, by the properties of trace-class operators,∑
j>0

〈γL
1
2
−ψj ,L

1
2
−ψj〉 =

∑
j>0

〈γL
1
2
−ϕj ,L

1
2
−ϕj〉 .

Then, by the Bessel-Parseval formula and Fubini,∑
j>0

〈γL
1
2

+ψj ,L
1
2

+ψj〉 =
∑
j>0

∑
k>0

〈γL
1
2

+ψj , ϕk〉〈ϕk,L
1
2

+ψj〉

=
∑
j>0

∑
k>0

γk|〈L
1
2

+ψj , ϕk〉|2

=
∑
k>0

γk‖L
1
2

+ϕk‖2 .

Proposition 10.3 (Variational Principle). — Assume that the
Hilbert space ran1R−(L ) has a Hilbert basis made of eigenfunc-
tions of L . We have

inf
06γ61

Tr(γL ) = −Tr(L−) ,

1. The notation |ϕk〉 〈ϕk| is the physical notation for the projection on ϕk.
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where the infimum is taken over the density matrices valued in
Dom (Q). Here, Tr(L−) can be infinite.

Proof. — Let us consider (ϕj)j>1 a Hilbert basis of ran1R−(L )
associated with (negative) eigenvalues (Ej)j>1 of L . For allN >
1, consider

γ =
N∑
j=1

|ϕj〉 〈ϕj | .

The projection γ is trace-class and valued in Dom (L ). Moreover,

Tr(γL ) =
N∑
j=1

Ej .

Thus,

inf
06γ61

Tr(γL ) 6
N∑
j=1

Ej ,

so that

inf
06γ61

Tr(γL ) 6
+∞∑
j=1

Ej = −Tr(L−) ,

Conversely, consider a trace-class operator γ valued in the form
domain. We may consider a Hilbert basis (ψj) valued in the form
domain as in the proof of Lemma 10.2. We have

Tr(γL ) =

+∞∑
j=1

γj‖L
1
2

+ψj‖2 −
+∞∑
j=1

γj‖L
1
2
−ψj‖2 =

+∞∑
j=1

γjQ(ψj) ,

where the series converges in R ∪ {+∞}. We have

Tr(γL ) > −
+∞∑
j=1

γj‖L
1
2
−ψj‖2 > −

+∞∑
j=1

‖L
1
2
−ψj‖2

= −
+∞∑
j=1

Q−(ψj) = −Tr(L−) .
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10.1.2. Illustration. — Let us recall Corollary 9.36. We would
like to compare Tr(ϕL Rd

h ϕ)− to Tr(ϕ(L Rd
h )−ϕ). The Lieb Vari-

ational Principle can help us to do so (at least in the limit h→ 0).

Proposition 10.4. — There exist C, h0 > 0 such that, for all h ∈
(0, h0), and for all function ϕ ∈ C∞0 (Rd), we have

|Tr(ϕL Rd
h ϕ)− − Tr(ϕ(L Rd

h )−ϕ)| 6 Ch2−d‖∇ϕ‖2 .

Proof. — Consider χ ∈ C∞0 (R2) such that ϕχ = ϕ. Since χγhχ
is trace-class and 0 6 χγhχ 6 1, the Variational Principle pro-
vides us with

(10.10.1.1) − Tr(ϕL Rd
h ϕ)− 6 Tr((ϕL Rd

h ϕ)(χγhχ)) .

We write
χγhχ =

∑
j>1

µj |ψj〉 〈ψj | ,

so that
χγhχψj = µjψj .

Note that, if ϕ ∈ C∞0 (Rd),

〈ψj , (ϕL Rd
h ϕ)ψj〉 = 〈ψj , (L Rd

h ϕ2 + [ϕ,L Rd
h ]ϕ)ψj〉

= 〈ψj , (ϕ2L Rd
h + ϕ[L Rd

h , ϕ])ψj〉 ,

so that

2〈ψj , (ϕL Rd
h ϕ)ψj〉

= 〈ψj ,
(
ϕ2L Rd

h + Lhϕ
2 − [ϕ, [ϕ,L Rd

h ]]
)
ψj〉 ,

and thus

〈ψj , (ϕL Rd
h ϕ)ψj〉 = Re 〈ψj ,

(
ϕ2L Rd

h − 1

2
[ϕ, [ϕ,L Rd

h ]]

)
ψj〉 ,

since
[ϕ, [ϕ,L Rd

h ]] = −2h2|∇ϕ|2 .
Thus, if ϕ ∈ C∞0 (Rd),

Qh(ϕψj) = 〈ψj , (ϕL Rd
h ϕ)ψj〉

= Re 〈ψj , ϕ2L Rd
h ψj〉+ h2〈ψj , |∇ϕ|2ψj〉 .
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This formula can be extended to ϕ ∈ C 1
0 (Rd). We have

µj〈ψj , (ϕL Rd
h ϕ)ψj〉

= Re 〈ψj , ϕ2L Rd
h (χγhχ)ψj〉+ h2〈ψj , |∇ϕ|2(χγhχ)ψj〉 .

Since L Rd
h is a local operator, we have

µj〈ψj , (ϕL Rd
h ϕ)ψj〉

= −Re 〈ψj , ϕ2χ(L Rd
h )−χ)ψj〉+ h2〈ψj , |∇ϕ|2χγhχψj〉 .

Now, we observe that ϕ2χ(L Rd
h )−χ) and |∇ϕ|2χγhχ are trace-

class. In particular, the series
∑

j>1 µj〈ψj , (ϕL Rd
h ϕ)ψj〉 is con-

vergent and∑
j>1

µj〈ψj , (ϕL Rd
h ϕ)ψj〉

= −Tr(ϕ2χ(L Rd
h )−χ) + h2Tr(|∇ϕ|2χγhχ) .

By using the cyclicity of the trace, we also get∑
j>1

µj〈ψj , (ϕL Rd
h ϕ)ψj〉

= −Tr(ϕ(L Rd
h )−ϕ) + h2Tr(|∇ϕ|γh|∇ϕ|) .

This shows that the left-hand side does not depend on the choice
of the diagonalizing Hilbert basis (ψj)j>1. By definition, the left-
hand side is Tr(ϕL Rd

h ϕ(χγhχ)), and we have proved that

Tr(ϕL Rd
h ϕ(χγhχ)) = −Tr(ϕ(L Rd

h )−ϕ) + h2Tr(|∇ϕ|γh|∇ϕ|) .

By (10.10.1.1), this implies that

Tr(ϕL Rd
h ϕ)− > Tr(ϕ(L Rd

h )−ϕ)− h2Tr(|∇ϕ|γh|∇ϕ|) .

With Proposition 9.35, we get

Tr(ϕL Rd
h ϕ)− > Tr(ϕ(L Rd

h )−ϕ)− Ch2−d‖∇ϕ‖2 .
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10.2. Stone’s formula

10.2.1. Statement. — Let L be a self-adjoint operator.

Proposition 10.5 (Stone’s formula). — Consider a, b ∈ R such
that a < b. We have, for all u ∈ H,

lim
ε→0+

1

2iπ

∫
[a,b]

(
(L − (λ+ iε))−1 − ((L − (λ− iε))−1

)
udλ

=
1

2

(
1[a,b](L ) + 1(a,b)(L )

)
u .

Proof. — For ε > 0, we introduce, for all x ∈ [a, b],

fε(x) =
1

2iπ

∫
[a,b]

(
(x− (λ+ iε))−1 − ((x− (λ− iε))−1

)
dλ ,

and we notice that, for all x ∈ [a, b],

fε(x) =
1

π

(
arctan

(
b− x
ε

)
− arctan

(
a− x
ε

))
,

so that

lim
ε→0+

fε(x) = g(x) :=
1

2

(
1[a,b](x) + 1(a,b)(x)

)
,

and |fε(x)| 6 1. Since, for all u ∈ H,

‖(fε(L )− g(L ))u‖2 =

∫
R
|fε(λ)− g(λ)|2 dµu,u ,

we get, by dominated convergence,

lim
ε→0+

fε(L )u =
1

2

(
1[a,b](L ) + 1(a,b)(L )

)
u .

By using Riemannian sums and Exercise 8.34, we get, for all ε >
0,

fε(L )

=
1

2iπ

∫
[a,b]

(
(L − (λ+ iε))−1 − ((L − (λ− iε))−1

)
dλ ,

and the conclusion follows.
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10.2.2. A criterion for absolute continuity. — The Stone for-
mula may be used as follows.

Proposition 10.6. — We let, for all z ∈ C \ sp(L ), R(z) =
(L − z)−1 . Assume that, for all ψ in a dense set D of H, there
exists C(ψ) > 0 such that

sup
ε∈(0,1)

sup
µ∈(a,b)

〈ImR(µ+ iε)ψ,ψ〉 6 C(ψ) .

Then, the spectrum of L in (a, b) is absolutely continuous. In
particular, there is no eigenvalue in (a, b).

Proof. — Consider a Borelian set Ω such that Ω ⊂ (a, b). We
have, by construction of the Lebesgue measure,

|Ω| = inf
{∑
j∈N
|Ij | , with, for all j ∈ N,

Ij ⊂ (a, b) open bounded interval ,Ω ⊂
⋃
j∈N

Ij

}
.

Let us consider such a family (Ij). We write Ij = (cj , dj). The
Stone formula gives

1

2

(
1[cj ,dj ](L ) + 1(cj ,dj)(L )

)
= lim

ε→0

1

2iπ

∫ dj

cj

2iIm (R(µ+ iε)) dµ .

Then, for all ψ ∈ D,

〈1(cj ,dj)(L )ψ,ψ〉 6 |Ij |
π

sup
ε∈(0,1)

sup
µ∈(a,b)

〈ImR(µ+ iε)ψ,ψ〉

6 C(ψ)|Ij | .

Since 1Ω 6
∑

j∈N 1Ij , we get

〈1Ω(L )ψ,ψ〉 6 C(ψ)
∑
j∈N
|Ij | .

Taking the infimum, we get

〈1Ω(L )ψ,ψ〉 6 C(ψ)|Ω| .
The conclusion follows by using Proposition 8.52.



256 CHAPTER 10. SELECTED APPLICATIONS

10.3. Elementary Mourre’s theory and Limiting Absorption
Principle

10.3.1. Mourre estimates. —

10.3.1.1. Assumptions. — We select two intervals I and J with
I ⊂⊂ J and J bounded. We consider two self-adjoint operators
L and A . We assume that

1J(L )B1J(L ) > c01J(L ) , B := [L , iA ] , c0 > 0 ,

as well as

(i) [L ,A ](L + i)−1 is bounded.

(ii) (L + i)−1[[L ,A ],A ] is bounded.

10.3.1.2. Coercivity estimates. — Consider ε > 0, Re z ∈ I ,
Im z > 0. We define, on Dom L ,

Lz,ε := L − z − iεB .

Proposition 10.7 (Mourre estimates). — There exist positive
constants ε0, C1, C2, c

′
0, c
′′
0, c, c

′ such that, for all ε ∈ (0, ε0) and
z ∈ I × [0,+∞), we have the following coercivity estimates.

(a) For all u ∈ Dom(L ),

‖Lz,εu‖ > c‖(L + i)1Jc(L )u‖ − C1ε‖1J(L )u‖ ,

where Jc = {J = R \ J .

(b) For all u ∈ Dom(L ),

‖Lz,εu‖ > c′0ε‖(L + i)1J(L )u‖ .

(c) For all u ∈ Dom(L ),

‖Lz,εu‖ > c′‖(L + i)1Jc(L )u‖ .

(d) In particular Lz,ε is bijective and

‖(L + i)L −1
z,ε ‖ 6 C2ε

−1 .

Moreover, for ε = 0, Lz,ε is also bijective when Im z > 0.

(e)

∀u ∈ Dom(L ) , |〈Lz,εu, u〉|+ ‖Lz,εu‖2 > c′′0ε‖u‖2 .
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Proof. — (a) The first step is to reduce the discussion to the case
|Im z| 6 C for some constantC depending only on the bounds
available on [L ,A ](L +i)−1 and J . To this end, observe that
(for ε small enough and |Im z| > C) :

‖Lz,εu‖
= ‖(L − z)u+ ε[L ,A ](L + i)−1(L + i)u‖
> ‖(L − z)u‖ − Cε‖(L + i)u‖
> 1√

2

(
‖(L − Re z)u‖+ |Im z|‖u‖ −

√
2Cε‖(L + i)u‖

)
> ( 1√

2
− Cε)‖(L + i)u‖+ 1√

2
(|Im z| − |(−i− Re z)|)‖u‖

> ( 1√
2
− Cε)‖(L + i)u‖+ 1√

2
(|Im z| − C)‖u‖

> c‖(L + i)1Jc(L )u‖.
The second step deals with the case when z is bounded. By
(i),

‖1Jc(L )Lz,εu‖ > ‖1Jc(L )(L − z)u‖ − ε‖Bu‖
> ‖1Jc(L )(L − z)u‖ − Cε‖(L + i)u‖ .

By using the orthogonal decomposition of the last term, and
since J is bounded, we have

‖(L + i)u‖ 6 C‖(L + i)1Jc(L )u‖+ C‖(L + i)1J(L )u‖
6 C‖(L + i)1Jc(L )u‖+ C̃‖1J(L )u‖.

Then, since z lies in a bounded set, we have

‖1Jc(L )Lz,εu‖
> ‖1Jc(L )(L −z)u‖−Cε‖1J(L )u‖−Cε‖(L +i)1Jc(L )u‖
>(1−Cε)‖1Jc(L )(L−z)u‖−Cε‖1J(L )u‖−Cε‖1Jc(L )u‖ .

Since |λ − z| is bounded from below when λ ∈ Jc and z ∈
I × [0,+∞[, we have

‖1Jc(L )u‖ 6 C‖1Jc(L )(L − z)u‖ ,
and thus, we can deduce (a).

(b) By (i) and (a),

− Im 〈Lz,εu,1J(L )u〉
= Im z‖1J(L )u‖2 + ε〈1J(L )B1J(L )u, u〉

+ εRe 〈B1Jc(L )u,1J(L )u〉 ,
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and

− Im 〈Lz,εu,1J(L )u〉
> Im z‖1J(L )u‖2 + c0ε‖1J(L )u‖2

− Cε‖1J(L )u‖‖(L + i)1Jc(L )u‖ ,

so that

(10.10.3.2) − Im 〈Lz,εu,1J(L )u〉
> Im z‖1J(L )u‖2 + (c0ε− Cε2)‖1J(L )u‖2

− Cε‖1J(L )u‖‖Lz,εu‖ .

By Cauchy-Schwarz, this gives (for ε small enough)

(1 + Cε)‖Lz,εu‖ > (Im z + c̃0ε)‖1J(L )u‖ > c̃0ε‖1J(L )u‖ .

Since J is bounded, we deduce (b).

(c) It is sufficient to combine (a) and (b).

(d) From (b) and (c), since the operator L + i is injective, we see
that ‖Lz,εu‖ = 0 only if ‖1J(L )u‖ = 0 and ‖1Jc(L )u‖ =
0 so that u = 0. More precisely, we infer that Lz,ε is injective
with closed range (and so is the adjoint since the above esti-
mates (a), (b), (c) are also true when Lz,ε is replaced by L ∗

z,ε).
Therefore, Lz,ε is bijective and ‖(L + i)L −1

z,ε ‖ 6 Cε−1. The
case ε = 0 can be obtained by improving the estimates (as
indicated above) when Im z > 0.

(e) Notice that, with (10.10.3.2),

− Im 〈Lz,εu, u〉+ Im 〈Lz,εu,1Jc(L )u〉
= −Im 〈Lz,εu,1J(L )u〉
> c′0ε‖1J(L )u‖2 − Cε‖1J(L )u‖‖Lz,εu‖ .

By Cauchy-Schwarz,

|〈Lz,εu, u〉|+ ‖Lz,εu‖‖1Jc(L )u‖
> c′0ε‖1J(L )u‖2 − Cε‖1J(L )u‖‖Lz,εu‖ ,

so that, by (b) and (c), the conclusion follows.
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10.3.2. Limiting Absorption Principle and consequence. —

Lemma 10.8. — For all bounded self-adjoint operator C ,

‖L −1
z,ε C ‖ 6 Cε−

1
2 (1 + ‖C L −1

z,ε C ‖
1
2 ) ,

and
‖C L −1

z,ε ‖ 6 Cε−
1
2 (1 + ‖C L −1

z,ε C ‖
1
2 ) .

Proof. — Insert u = L −1
z,ε Cϕ in (e), and the first estimate fol-

lows. The second one follows by noticing that (e) is also true when
Lz,ε is replaced by L ∗

z,ε and letting u =
(
L −1
z,ε

)∗
Cϕ.

Proposition 10.9 (Limiting Absorption Principle)
For all bounded self-adjoint operator C such that C A and

A C are bounded, we have

∃C, ε0 > 0 , ∀ε ∈ (0, ε0) ,

sup
Im z>0 ,Re z∈J

‖C (L − z − iεB)−1C ‖ 6 C ,

and
sup

Im z>0 ,Re z∈J
‖C (L − z)−1C ‖ 6 C .

Proof. — We set F = C L −1
z,ε C and we have, taking the deriva-

tive w.r.t. ε,

iF ′ = iC L −1
z,ε

( d
dε

Lz,ε

)
L −1
z,ε C = C L −1

z,ε BL −1
z,ε C .

On the other hand, by construction, we have

B = [L , iA ] = [Lz,ε + z + iεB, iA ] = [Lz,ε, iA ]− ε[B,A ].

There remains

iF ′ = C L −1
z,ε [Lz,ε, iA ]L −1

z,ε C

− iεC (L + i)L −1
z,ε (L + i)−1[[L ,A ],A ]L −1

z,ε C .

Since A C and C A are bounded, we have

‖C L −1
z,ε [Lz,ε,A ]L −1

z,ε C ‖ 6 ‖C A L −1
z,ε C ‖+ ‖C L −1

z,ε A C ‖
6 C‖L −1

z,ε C ‖+ C‖C L −1
z,ε ‖ .

Thanks to (ii) and (d), we have

‖F ′‖ 6 C‖L −1
z,ε C ‖+ C‖C L −1

z,ε ‖ 6 C̃ε−
1
2 (1 + ‖F‖

1
2 ) .
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We have ‖F‖ 6 Cε−1 and thus, by integrating, ‖F‖ 6 C| ln ε|.
Therefore, F is bounded by using again the differential inequality.

Choosing C = A −1, using the density of Dom (A ), and ap-
plying Proposition 8.51, we deduce that the spectrum of L in J is
a.c. and that there is no eigenvalue in J .

10.3.3. Example of Mourre estimates. — We want to provide
here the Reader with a paradigmatic example of the Mourre
method. In the literature, this example is sometimes called the
Virial Theorem. Consider

L = −∂2
x + V (x) ,

where V is (real) non-negative, and smooth. We assume that V (x),
xV ′(x), and x2V ′′(x) are bounded. The natural domain of L is
H2(Rd). We let

A = − i
2

(x∂x + ∂xx) = −ix∂x −
i

2
.

Let us now inspect the Mourre assumptions. A computation gives

[L ,A ] = −i(−2∂2
x − xV ′(x)) = −i(2L − 2V − xV ′(x)) .

In particular,

B = [L , iA ] = 2(L − V )− xV ′(x) = 2L +W (x) ,

with
W (x) = −2V (x)− xV ′(x) .

Then
[[L ,A ],A ]

= −2i[L ,A ] + 2[V, x∂x] + [xV ′(x), x∂x]

= 2(2L − 2V − xV ′(x))− 2xV ′(x)− x(·V ′(·))′(x)

= 4L − 4V − 5xV ′(x)− x2V ′′(x) .

From the assumptions on V , we deduce that the assumptions on
the commutators are satisfied. Let us now turn to the � positive
commutator assumption �. Consider E0 > 0 and η > 0. We let
J = [E0 − η,E0 + η]. Let us notice that

〈B1J(L )ψ,1J(L )ψ〉 > 〈(2(E0−η)+W )1J(L )ψ,1J(L )ψ〉 .
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Therefore, we see that the positivity of

2(E0 − V (x))− xV ′(x)

is a key of the positive commutator assumption. Thus, we assume
that V satisfies

(10.10.3.3) 2(E0 − V (x))− xV ′(x) > c0 > 0 .

Up to shrinking η, we get the positive commutator.
This shows that the spectrum of L lying in (E0 − η,E0 + η)

is absolutely continuous and that there is no eigenvalue in
this window. The inequality (10.10.3.3) is satisfied for all
E ∈ (‖V ‖∞,+∞) as soon as xV ′(x) 6 0 (which is satisfied for
all even V having a maximum at 0 and being non-increasing on
(0,+∞)). When V = 0, we recover that the (positive) spectrum
of −∂2

x is absolutely continuous. This fact can be directly proved
by noticing that, for all f ∈ C 0

0 (R),

〈f(L )u, u〉 = 〈f(ξ2)û, û〉 =

∫
R
f(ξ2)|û(ξ)|2 dξ ,

where û denotes the unitary Fourier transform of u. By using a
change of variable, we get∫

R
f(ξ2)|û(ξ)|2 dξ =

∫ +∞

0
f(λ)

|û(
√
λ)|2 + |û(−

√
λ)|2

2
√
λ

dλ .

This shows that, for all u ∈ L2(R),

dµu,u = 1[0,+∞)(λ)
|û(
√
λ)|2 + |û(−

√
λ)|2

2
√
λ

dλ ,

which implies that dµu,u is absolutely continuous with respect to
dλ.

10.4. Notes

i. Section 10.1 has been inspired by the Ph. D. dissertation of S.
Gottwald [15, Appendix C] (see also [16]), and many discus-
sions with S. Fournais and T. Østergaard-Sørensen.

ii. Section 10.3 is inspired by the original paper [32] and also
[5, Section 4.3], but provides a different presentation centered
around coercivity estimates. This section has benefited of dis-
cussions with É. Soccorsi.





APPENDIX A

REMINDERS OF FUNCTIONAL
ANALYSIS

This appendix contains various prerequisites of functional anal-
ysis that are needed in this book.

A.1. Hahn-Banach theorem

LetE and F be two normed vector spaces on K = R or K = C,
equipped respectively with the norms ‖ · ‖E and ‖ · ‖F . We recall
that the space of bounded operators T : E −→ F is denoted by
L(E,F ). Recall that the topological dual E′ of E is L(E,K).

Theorem A.1 (Analytic Hahn-Banach Theorem)
Let G ⊂ E be a subspace of E, and S : G −→ K be

a bounded operator. Then, there exists a bounded operator T :
E −→ K such that:

∀x ∈ G, T (x) = S(x),

and

‖T‖ = sup
‖x‖E61 , x∈E

‖T (x)‖ = ‖S‖ = sup
‖x‖E61 , x∈G

‖S(x)‖ .

The following corollary is used several times in this book.

Corollary A.2. — Let E be a normed vector space. Then,

∀x ∈ E, ‖x‖E = max
‖T‖61 , T∈E′

‖T (x)‖ .
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Proof. — For x = 0, this is obvious. Now, fix any x ∈ E \ {0},
and consider the subspace Gx = {tx; t ∈ K} ⊂ E, as well as the
application Sx : Gx −→ K given by

Sx(tx) = t‖x‖E .

We have Sx ∈ G′ and ‖Sx‖ = 1. Since

‖T (x)‖ 6 ‖x‖E‖T‖ ,

it is clear that

sup
‖T‖61 , T∈E′

‖T (x)‖ 6 ‖x‖E .

By the Hahn-Banach theorem, we can find Tx ∈ E′ such that
Tx|Gx ≡ Sx and ‖Tx‖ = 1. It follows that

‖Tx(x)‖ = ‖Sx(x)‖ = ‖x‖E 6 sup
‖T‖61 , T∈E′

‖T (x)‖ .

Therefore, the supremum equals ‖x‖E , and it is a maximum
achieved for T = Tx.

A.2. Baire theorem and its consequences

In this section, we recall the various important consequences of
the Baire theorem.

Theorem A.3 (Baire Theorem). — Let (X, d) be a complete met-
ric space. Consider a sequence (Un)n∈N of dense open sets in X .
Then, the intersection

⋂
n∈N

Un is dense in X .

Proof. — Fix any a = x0 ∈ X and any ε = ε0 > 0. Since the set
U1 is dense, we know that U1 ∩B(x0, ε0/2[6= ∅. In particular, we
can find x1 and 0 < ε1 < ε0/2 such that

x1 ∈ U1, d(x0, x1) < ε0/2, B(x1, ε1] ⊂ U1.

We can repeat this operation with the couple (x1, ε1) ∈ X × R∗+,
and so on. This yields a sequence

(
(xn, εn)

)
n

with (xn, εn) ∈
X × R∗+ satisfying

xn ∈ Un, d(xn−1, xn) < 2−nεn−1, B(xn, εn] ⊂ Un ,
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with 0 < εn < εn−1/2. Notice that, for all (p, q) ∈ N2 with p 6 q,

d(xp, xq) 6
q∑

n=p+1

d(xn−1, xn) 6 21−pεp ,

which implies that (xn)n is a Cauchy sequence. Since X is com-
plete, it converges to some x ∈ X . Passing to the limit (q → +∞)
in the above inequality, we get

∀p ∈ N∗, d(xp, x) 6
+∞∑
n=p

d(xn, xn+1) 6 21−pεp 6 εp .

Thus, we have x ∈ B(xp, εp] ⊂ Up and :

d(x, a) 6 d(x, x1) + d(x1, x0) < ε1 + (ε0/2) < ε0 = ε .

As stated, some x ∈
⋂
n∈N

Un can be selected at any distance ε > 0

from a ∈ X .

A rather straightforward consequence of the Baire theorem is
the following.

Theorem A.4 (Uniform Boundedness Principle)
Let E and F be vector spaces. Consider a family (Tj)j∈J

of bounded operators Tj : E −→ F such that

∀x ∈ E, sup
j∈J
‖Tj(x)‖ < +∞ .

Then,
sup
j∈J
‖Tj‖ < +∞ .

With a little work, we can show that the Baire theorem implies
the Open Mapping Theorem.

Theorem A.5 (Open Mapping Theorem). — Let E and F be
Banach spaces. Consider a surjective bounded operator T : E →
F . Then, T transforms open sets into open sets.

A straightforward consequence is the following.

Theorem A.6 (Banach Isomorphism Theorem)
Let E and F be Banach spaces. Consider a bijective

bounded operator T : E → F . Then, T−1 is bounded.
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The previous theorem implies the Closed Graph Theorem.

Theorem A.7 (Closed Graph Theorem). — Let E and F be Ba-
nach spaces. Consider a bounded operator T : E → F . Then, the
operator T is bounded if and only if its graph

Γ(T ) := {(x, Tx) , x ∈ E}

is closed for the canonical topology on E × F .

A.3. Ascoli Theorem

According to the Bolzano-Weierstrass theorem, any bounded
sequence of real numbers has a convergent subsequence. This the-
orem can easily be extended to finite dimensional K-vector spaces.
In infinite dimension, especially in functional spaces, we have first
to introduce a reasonable notion of boundedness.

Consider a compact topological space (X,T ) and a complete
metric space (E, d). Let F ⊂ C 0(X,E) . Typically, the Reader
can imagine thatX = [0, 1], that T is the topology induced by the
absolute value, and that (E, d) = (C, | · |).

Remark A.8. — Remember the following definitions and facts:

(a) A part of a metric space is precompact when, for all ε > 0, it
may be covered by a finite number of balls of radius ε > 0.

(b) In a complete metric space, being precompact is equivalent
to having a compact closure (sometimes called relative com-
pactness).

(c) In finite dimension, precompact is equivalent to bounded.

Definition A.9 (Pointwise precompactness)
The set F is pointwise precompact when, for all x ∈ X ,

the set F (x) is precompact in (E, d).

When dealing with sequences of functions and uniform conver-
gence, there is no direct extension of the Bolzano-Weierstrass the-
orem. Just consider fn(x) = sin(nx) on [0, 2π] with n ∈ N to ob-
tain a counter-example. Some additional conditions are imposed.
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Definition A.10 (Equicontinuity). — The set F is equicontinu-
ous when for all x ∈ X and all ε > 0, there exists Ox ∈ T such
that

y ∈ Ox =⇒ ∀f ∈ F , d(f(y), f(x)) 6 ε .

Theorem A.11 (Ascoli Theorem). — The set F is equicontin-
uous and pointwise precompact if and only if F has a compact
closure in C 0(X,E) (this means that, from any sequence in F ,
we can extract a uniformly convergent sequence).

Proof. — (i) Necessary condition. Let F be a precompact sub-
set of C 0(X,E). Let ε > 0. There exist f1, · · · , fN such
that

F ⊂
N⋃
i=1

Bd∞(fi, ε) .

The finite part {f1, · · · , fN} is equicontinuous. Let x ∈ X .
Consider Ox being the open set given by the continuity of
the fi. If f ∈ F , there exists i ∈ {1, · · · , N} such that
d∞(f, fi) < ε. For all y ∈ Ox,

d(f(x), f(y))

6 d(f(x), fi(x)) + d(fi(x), fi(y)) + d(fi(y), f(y)) 6 3ε .

The application F 3 f 7→ f(x) ∈ E is continuous. It sends
F onto a compact set of E. Thus, F (x) is included in a
compact and is precompact.

(ii) Sufficient condition. We assume that, for all ε > 0, and all
x ∈ X ,

∃Ox ∈ T , ∀f ∈ A, ∀y ∈ Ox =⇒ d(f(x), f(y)) 6 ε .

We have X =
⋃
x∈X Ox. From the compactness of X , we

can find finitely many xi such that

X =
n⋃
i=1

Oxi .

Consider

C =
n⋃
i=1

F (xi) .
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The set C ⊂ E is precompact. Let ε > 0. We can find
finitely many cj ∈ E such that

C ⊂
m⋃
j=1

Bd(cj , ε) .

If φ : {1, · · ·n} → {1, · · · ,m}, we set

Lφ = {f ∈ C 0(X,E) : ∀i ∈ {1, · · · , n} ,∀y ∈ Oxi :

d(f(y), cφ(i)) 6 2ε} .

Let f ∈ F . For all i ∈ {1, · · · , n}, there exists Oxi such
that

∀y ∈ Oxi , d(f(y), f(xi)) 6 ε .

Since f(xi) ∈ C, there exists ji ∈ {1, · · ·m} such that
d(f(xi), cji) < ε. Therefore F is covered by the finite union
of the Lφ. The diameter of each Lφ is less than 4ε.

A.4. Sobolev spaces

In this book, we often use, in the examples, a rough notion of
distribution. The aim of this section is just to define weak deriva-
tives in Lp(Ω), without entering into the general theory of distribu-
tions.

Definition A.12. — Let Ω be an open set of Rd and p ∈ [1,+∞].
We denote

W1,p(Ω) =
{
u ∈ Lp(Ω) : ∀j ∈ {1, . . . , d} ,∃fj ∈ Lp(Ω) ,

∀v ∈ C∞0 (Ω) ,

∫
Ω
u∂jv dx = −

∫
Ω
fjv dx

}
.

Remark A.13. — By using standard density arguments, we can
show that the fj are unique and, when u ∈W1,p(Ω), we let ∂ju :=
fj , for all j ∈ {1, . . . , d}.

When p = 2, we use the classical notation H1(Ω) = W 1,2(Ω).
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Definition A.14. — Let Ω be an open set of Rd, and (m, p) ∈
N× [1,+∞]. We denote

Wm,p(Ω) =
{
u ∈ Lp(Ω) : ∀α ∈ Nd with |α| 6 m,∃fα ∈ Lp(Ω) ,

∀v ∈ C∞0 (Ω) ,

∫
Ω
u∂αv dx = (−1)|α|

∫
Ω
fαv dx

}
.

Remark A.15. — The fα are unique, and we let fα = ∂αu. For
u ∈Wm,p(Ω), we let

‖u‖Wm,p(Ω) =

 ∑
|α|6m

‖∂αu‖pLp(Ω)

 1
p

.

When p = 2, we use the classical notation Hm(Ω) = Wm,2(Ω),
and we recall the characterization, using the Fourier transform F ,

u ∈ Hm(Rd)⇔ Fu ∈ {v ∈ L2(Rd) : 〈ξ〉mv ∈ L2(Rd)} .

We can check that Wm,p(Ω) ⊂ D ′(Ω). In this book, we only
meet functions in Sobolev spaces, but we can use the convenient
language of the distributions.

Definition A.16. — We say that a sequence (Tn) ⊂ Wm,p(Ω)
converges to T ∈Wm,p(Ω) in the sense of distributions when

∀ϕ ∈ D(Ω) := C∞0 (Ω) , 〈Tn, ϕ〉D ′(Ω),D(Ω)

:=

∫
Ω
Tnϕdx −→

n→+∞
〈T, ϕ〉D ′(Ω),D(Ω) .

A.5. Notes

i. A proof of the Hahn-Banach theorem can be found in [38,
Chapter 3].

ii. Various consequences of the Baire Theorem are proved in [38,
Chapter 2].

iii. Our version and proof of the Ascoli Theorem are adaptations
of [8, Chapter VII, Section 5].
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