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Microlocal Analysis

Correction of the CC4

Let 𝑚 ∈ R and 𝑎(𝑥, 𝜉) ∈ 𝑆𝑚1,0(R𝑛).

1.1. The kernel 𝐾(𝑥, 𝑦) of the pseudo-differential operator 𝑎(𝑥,𝐷) is such that

𝑎(𝑥,𝐷)𝑢 =
∫︁
R𝑛
𝐾(𝑥, 𝑦)𝑢(𝑦) 𝑑𝑦 , ∀𝑢 ∈ 𝒮(R𝑛) .

Recall how the kernel 𝐾 can be computed (at least formally) from the symbol 𝑎.

𝐾(𝑥, 𝑦) = 1
(2𝜋)𝑛

∫︁
R𝑛
𝑒𝑖(𝑥−𝑦)·𝜉 𝑎(𝑥, 𝜉) 𝑑𝜉 . (1)

It suffices to know the definition of the action 𝑎(𝑥,𝐷) as well as Fubini’s theorem since

𝑎(𝑥,𝐷)𝑢(𝑥) = 1
(2𝜋)𝑛

∫︁
R𝑛
𝑒𝑖𝑥·𝜉 𝑎(𝑥, 𝜉) �̂�(𝜉) 𝑑𝜉 = 1

(2𝜋)𝑛
∫︁
R𝑛

∫︁
R𝑛
𝑒𝑖(𝑥−𝑦)·𝜉 𝑎(𝑥, 𝜉)𝑢(𝑦) 𝑑𝑦 𝑑𝜉 .

1.2. Let (𝑚1,𝑚2) ∈ R2. Given 𝑎 ∈ 𝑆𝑚1
1,0 (R𝑛) and 𝑏 ∈ 𝑆𝑚2

1,0 (R𝑛), define

𝑎#𝑏(𝑥, 𝜉) :=
∑︁
𝛼∈N𝑛

1
𝛼! 𝜕

𝛼
𝜂

(︀
𝑎(𝑥, 𝜂)

)︀
|𝜂=𝜉 𝐷

𝛼
𝑦

(︀
𝑏(𝑦, 𝜉)

)︀
|𝑦=𝑥 .

What is the sense of the above sum ? Recall the composition formula for pseudo-differential
operators 𝑎(𝑥,𝐷) and 𝑏(𝑥,𝐷) in terms of the symbol 𝑎#𝑏.

The sum means that for all 𝑁 ∈ N, we have

𝑎#𝑏(𝑥, 𝜉) −
∑︁

|𝛼|≤𝑁

1
𝛼! 𝜕

𝛼
𝜂

(︀
𝑎(𝑥, 𝜂)

)︀
|𝜂=𝜉 𝐷

𝛼
𝑦

(︀
𝑏(𝑦, 𝜉)

)︀
|𝑦=𝑥 ∈ 𝑆𝑚1+𝑚2−𝑁−1

1,0 (R𝑛) .

The composition formula can be written

𝑎(𝑥,𝐷) ∘ 𝑏(𝑥,𝐷) = 𝑂𝑝(𝑎#𝑏)(𝑥,𝐷) +𝑂𝑝(𝑆−∞
1,0 (R𝑛) .

1.3. We fix 𝑥 ∈ R𝑛 and 𝑦 ∈ R𝑛 such that 𝑥 ≠ 𝑦. Select 𝜙 and 𝜓 in 𝐶∞
𝑐 (R𝑛) such that 𝜑

is equal to 1 near 𝑥, 𝜓 is equal to 1 near 𝑦, and the supports of 𝜑 and 𝜓 are disjoint. We
denote by 𝑀𝜑 and 𝑀𝜓 the multiplication operators by 𝜑 and 𝜓. Use the question 1.2 to
show that 𝑇 := 𝑀𝜑 𝑎(𝑥,𝐷)𝑀𝜓 is in 𝑂𝑝(𝑆−∞

1,0 (R𝑛).

From question 1.2, we can assert that

𝑇 = 𝑂𝑝(𝜑𝑎#𝜓)(𝑥,𝐷) +𝑂𝑝(𝑆−∞
1,0 (R𝑛) ,



where
𝜑𝑎#𝜓(𝑥, 𝜉) =

∑︁
𝛼∈N𝑛

1
𝛼! 𝜑(𝑥) (𝜕𝛼𝜉 𝑎)(𝑥, 𝜉) 𝐷𝛼

𝑥𝜓(𝑥) .

Now, since supp𝜑 and supp𝐷𝛼
𝑥𝜓 ⊂ supp𝜓 are disjoint, all products 𝜑(𝑥) 𝐷𝛼

𝑥𝜓(𝑥) are
equal to 0.
1.4. Compute the kernel �̃�(𝑥, 𝑦) of 𝑇 in terms of 𝐾.

�̃�(𝑥, 𝑦) = 𝜑(𝑥)𝐾(𝑥, 𝑦)𝜓(𝑦) .

1.5. Prove that �̃� is a bounded continuous function such that

∀𝑁 ∈ N ; ∃𝐶𝑁 ; |�̃�(𝑥, 𝑦)| ≤ 𝐶𝑁 (1 + |𝑥− 𝑦|)−𝑁 .

From the question 1.3, we know that 𝑇 = 𝑂𝑝(�̃�) with �̃� ∈ 𝑆−∞
1,0 (R𝑛). In particular, the

function �̃�(𝑥, ·) is uniformly in 𝑥 in 𝐿1 with respect to 𝜉. From (1) and results about the
continuity of parameter dependent integrals, we know that �̃� is a continuous bounded
function. For all 𝛼, we have 𝜕𝛼𝜉 �̃� ∈ 𝑆−∞

1,0 (R𝑛). Thus, we can iterate this argument at the
level of

𝑖𝛼 (𝑥−𝑦)𝛼 �̃�(𝑥, 𝑦) = 1
(2𝜋)𝑛

∫︁
R𝑛
𝜕𝛼𝜉

(︀
𝑒𝑖(𝑥−𝑦)·𝜉)︀ �̃�(𝑥, 𝜉) 𝑑𝜉 = (−1)𝛼

(2𝜋)𝑛
∫︁
R𝑛
𝑒𝑖(𝑥−𝑦)·𝜉 𝜕𝛼𝜉 �̃�(𝑥, 𝜉) 𝑑𝜉

to deduce the expected result.
1.6. Show that 𝐾 is smooth (of class 𝐶∞) near (𝑥, 𝑦).
In general, the formula (1) must be interpreted as an oscillatory integral. But, when
�̃� ∈ 𝑆−∞

1,0 (R𝑛), we can give a classical sense to

𝜕𝛼𝑦 �̃�(𝑥, 𝑦) = 1
(2𝜋)𝑛

∫︁
R𝑛

(−𝑖𝜉)𝛼 𝑒𝑖(𝑥−𝑦)·𝜉 �̃�(𝑥, 𝜉) 𝑑𝜉 ,

and similarly (with the general Leibniz rule) for the derivatives with respect to 𝑥. Then,
applying the same argument as in question 1.5, we can see that �̃� is of class 𝐶∞. Since
𝐾 coincides with �̃� near (𝑥, 𝑦), the same holds true concerning 𝐾.
1.7. We assume that 𝑎(𝑥,𝐷) is a differential operator with smooth coefficients. What
can be said about the support of its kernel (viewed as a distribution) ?
We can find smooth functions 𝑎𝛼 such that

𝑎(𝑥,𝐷) =
∑︁

|𝛼|≤𝑁
𝑎𝛼(𝑥) 𝐷𝛼

𝑥 .

From (1), we deduce that the kernel associated with 𝑎(𝑥,𝐷) is given by

𝐾(𝑥, 𝑦) = 1
(2𝜋)𝑛

∑︁
|𝛼|≤𝑁

𝑎𝛼(𝑥)
∫︁
R𝑛
𝑒𝑖(𝑥−𝑦)·𝜉 𝜉𝛼 𝑑𝜉 = 1

(2𝜋)𝑛
∑︁

|𝛼|≤𝑁
𝑎𝛼(𝑥)𝐷𝛼

𝑥

∫︁
R𝑛
𝑒𝑖(𝑥−𝑦)·𝜉 𝑑𝜉 .

The last integral is a Dirac mass at 𝑦 = 𝑥, which implies that the kernel 𝐾 is supported
in the diagonal 𝑥 = 𝑦 of R𝑛 × R𝑛.


